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## PREFACE

## TO THE TENTH EDITION

The book has been revised keeping in mind the comments and suggestions received from the readers. An attempt is made to eliminate the misprints/errors in the last edition. Further suggestions and criticism for the improvement of the book will be most welcome and thankfully acknowledged.
August 2000

S.C. GUPTA<br>V.K. KAPOOR

## TO THE NINTH ED́ITION

The book originally written twenty-four years ago has, during the intervening period, been revised and reprinted several times. The authors have, however, been thinking, for the last fẹw years that the book needed not only a thorough revision but rather a complete rewriting. They now take great pleasure in presenting to the readers the ninth completely revised and enlarged edition of the book. The subjectmatter in the whole book has been rewritten in the light of numerous criticisms and suggestions received from the users of the previous editions in India and abroad.

## Some salient features of the new edition are:

- The entire text, especially Chapter 5 (Random Variables), Chapter 6 (Mathematical Expectation), Chapters 7 and 8 (Theoretical Discrete and Continuous Distributions), Chapter 10 (Correlation and Regression), Chapter 15 (Theory of Estimation), has been restructured, rewritten and updated to cater to the revised syllabi of Indian universities, Indian Civil Services and various other competitive examinations.
- During the course of rewriting, it has been specially borne in mind to retain all the basic features of the previous editions especially the simplicity of presentation, lucidity of style and analytical approach which have been appreciated by teachers and students all over India and abroad.
- A number of typical problems have been added as solved examples in each chapter. These will enable the reader to have a better and thoughtful understanding of the basic concepts of the theory and its various applications.
- Several new topics have been added at appropriate places to make the treatment more comprehensive and complete. Some of the obvious ADDITIONS are:
§ 8.1.5 Triangular Distribution p. 8.iO to 8.12
§ 8.8.3 Logistic Distribution p. 8.92 to 8.95
§ 8.10 Remarks 2, Convergence in Distribution of Law p. 8.106
§8.10.3. Remark 3, Relation between Central Limit Theorem and Weak Law of Large Numbers p. 8.110

$$
\begin{aligned}
& \text { § 8.10.4 Cramer's Theorem p. 8.111-8.112, 8.114-8.115 - } \\
& \text { Example 8.46 }
\end{aligned}
$$

§ 8.14 to Order Statistics - Theory, Illustrations and
§ 8.14.6 Exercise Set p. 8.136 to 8.151
§ 8.15 'Truncated Distributions-with Illustrationsp. 8.151 to 8.156
§ 10.6.1 Derivation of Rank Correlation Formula for Tied Ranksp. 10.40-10.41
§ 10.7.1 Lines of Regression-Derivation (Aliter)
p. 10.50-10.51. Example 10.21 p. 10.55
§ 10.10.2 Remark to § 10.10.2 - Marginal Distributions of Bivariate Normal Distribution p. 10.88-10.90
Theorem 10.5, p. 10.86. and Theorem 10.6, p. 10.87 on Bivariate Normal Distribution.
Solved Examples 10.31, 10.32, pages 10.96-10.97 on BVN Distribution.
Theorem 13.5 Alternative Proof of Distribution of ( $X, s^{2}$ ) using m.g.f. p.13.19 to $13 \cdot 21$
\& $13.11 \chi^{2}$-Test for pooling of Probabilities ( $P_{\lambda}$ Test) p. 13.69
§ 15.4.1 Invariance property of Consistent Estimators—Theorem 15.1, pp 15.3
§ 15.4.2 Sufficient Conditions for Conssistency—Theorem 15.2, p. 15.3
§ i5.5.5 MVUE: Theorem 15.4, p. 15.12-15.13
§ 15.7 Remark 1. Minimum Variance Bound (MVB), Estimator, p.15.24
§ 15.7.1 Conditions for the equality sign in Cramer-Rao (CR) inequality, p. 15.25 to 15.27
§ 15.8 Complete family of Distributions (with illustrations), p. 15.31 to 15.34
Theorem $15 \cdot 10$ (Blackwellisation), p. 15.36. Theorems 15.16 and 15.17 on MLE, p. 15.55.
§ 16.5.1 Unbiased Test and Unbiased Critical Region.
Theorem 16-2-pages 16.9-16.10
§ 16.5.2 Optimum Regions and Sufficient Statistics, p.16.10-16.11
Remark to Example 16.6, p. 16.17-16.18 and Remarks 1, 2 to Example 16.7, p. 16.20 to 16.22; Graphical Representation of Critical Regions.

- Exercise sets at the end of each chapter are substantially reorganised. Many new problems are included in the exercise sets. Repetition of questions of the same type (more than what is necessary) has been avoided. Further in the set of exercises, the problems have been carefully arranged and properly graded. More difficult problems are put in the miscellaneous exercise at the end of each chapter.
- Solved examples and unsolved problems in the exercise sets have been drawn from the latest examination papers of various Indian Universities, Indian Civil Services, etc.
- An attempt has been made to rectify the errors in the previous editions.
- The present edition Incorporates modern vlewpoints. In fact with the addition of new topics, rewriting and revision of many others and restructuring of exercise sets, altogether a new book, covering the revised syllabi of almost all the Indian universities, is being presented to the reader. It is earnestly hoped that, in the new form, the book will prove of much greater utility to the students as well as teachers of the subject.

We express our deep sense of gratitude to our Publishers M/s Sultan Chand \& Sons and printers DRO Phototypesetter for their untiring efforts, unfailing courtesy, and co-operation in bringing out the book, in such an elegant form. We are also thankful to our several colleagues, friends and students for their suggestions and encouragement during the preparing of this revised edition:

Suggestions and criticism for further improvement of the book as well as intimation of errors and misprints will be most gratefully received and duly acknowledged.

S C. GUPTA \& V.K. KAPOOR

## TO THE FIRST EDITION

Although there are a iarge number of books available covering various aspects in the field of Mathematical Statistics, there is no comprehensive book dealing with the various topics on Mathematical Statistics for the students. The present book is a modest though determined bid to meet the requirements of the students of Mathematical Statistics at Degree, Honours and Post-graduate levels. The book will also be found of use by the students preparing for various competitive examinations. While writing this book our goal has been to present a clear, interesting, systematic and thoroughly teachable treatment of Mathematical Statistics and to provide a textbook which should not only serve as an introduction to the study of Mathematical Statisitics but also carry the student on to such a level that he can read with profit the numercus special monographs which are available on the subject. In any branch of Mathematics, it is certainly the teacher who holds the key to successful learning, Our aim in writing this book has been simply to assist the teacher in conveying to the students more effectively a thorough understanding of Mathematical Statistics.

The book contains sixteen chapters (equally divided between two volumes). The first chapter is devoted to a concise and logical development of the subject. ihe second and third chapters deal with the frequency distributions, and measures of average and dispersion. Mathematical treatment has been given to the proofs of various articles included in these chapters in a very logical and simple manner. The theory of probability which has been developed by the application of the set theory has been discuissed quite in detail. A large number of theorems have been deduced using the simple tools of set theory. The
simple applications of probability are also given. The chapters on mathematical expectation and theoretical distributions (discrete as well as continuous) have been written keeping the latest ideas in mind. A new treatment has been given to the chapters on correlation, regression and bivariate normal distribution using the concepts of mathematical expectation. The thirteenth and fourteenth chapters deal mainly with the various sampling distributions and the various tests of significance which can be derived from them. In chapter 15, we have discussed concisely statistical inference (estimation and testing of hypothesis). Abundant material is given in the chapter on finite differences and numerical integration. The whole of the relevant theory is arranged in the form of serialised articles which are concise and to the point without being insufficient. The more difficult sections will, in general, be found towards the end of each chapter. We have tried our best to present the subject so as to be within the easy grasp of students with varying degrees of intellectual attainment.

Due care has been taken of the examination reeeds of the students and, wherever possible, indication of the year, when the articles and problems were set in the examination as been given. While writing this text, we have gone through the syllabi and examination papers of almost all Indian universities where the subject is taught so as to make it as comprehensive as possible. Each chapter contains a large number of carefully graded worked problems mostly drawn from university papers with a view to acquainting the student with the typical questions pertaining to each topic. Furthermore, to assist the student to gain proficiency in the subject, a large number of properly graded problems mainly drawn from examination papers of various. universities are given at the end of each chapter. The questions and problems given at the end of each chapter usually require for their solution a thoughtful use of concepts. During the preparation of the text we have gone through a vast body of literature available on the subject, a list of which is given at the end of the book. It is expected that the bibliography given at the end of the book will considerably help those who want to make a detailed study of the subject

The lucidity of style and simplicity of expression have been our twin objects to remove the awe which is usually associated with most mathematical and statistical textbooks.

While every effort has been made to avoid printing and other mistaikes, we crave for the indulgence of the readers for the errors that might have inadvertently crept in. We shall consider our efforts amply rewarded if those for whom the book is intended are benefited by: it. Suggestions for the improvement of the book will be hlghly appreciated and will be duly incorporated.
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## Introduction - Meaning and Scope

1.1. Origin and Development of Statistics. Statistics, in a sense, is as old as the human society itself. Its origin can be traced to the old days when it was regarded as the 'science of State-craft' and. was the by-product of the administrative activity of the State. The word 'Statistics' seems to have been derived from the Latin word 'status' or the ltalian word 'statista' or the German word 'statistik' each of which means a 'political state'. In ancient times, the government used to collect .the information regarding the population and 'property or wealth' of the countrythe former enabling the government to have an idea of the manpower of the country (to safeguard itself against external aggression, if any), and the latter providing it a basis for introducing news taxes and levies:

In India, an efficient system of collecting official and administrative statistics existed even more than 2,000 years ago, in particular, during the reign of Chandra Gupta Maurya ( 324 - 300 B.C.). From Kautilya's Arthshastra it is known that even before 300 B.C. a very good system of collecting 'Vital Statistics' and registration of birthis and deaths was in vogue. During Akbar's reign ( 1556-1605 A.D.), Raja Todarmal, the then. land and revenue minister, maintaired good records of land and agricultural statistics. In Aina-e-Akbari written by Abul Fazl (in 1596-97), one of the nine gems of Akbar, we find detailed accounts of the administrative and statistical surveys conducted during Akbar's reign.

In Germany, the systematic collection of official statistics originated towards the end of the 18th century when, in order to have an idea of the relative strengih of different German States, information regarding population and output - industrial and agricultural - was collected. In England, statistics were the outcome of Napoleonic Wars. The Wars necessitated the systematic collection of numerical data to enable the government to assess the revenues and expenditure with greater precision and then to levy new taxes in order to meet the cost of war.

Seventeenth century saw the origin of the 'Vital Statistics.' Captain John Grant of London (1620-1674), known as the 'father' of Vital Statistics, was the first man to study the statistics of births and deaths. Computation of mortality tables and the calculation of expectation of life at different ages by a number of persons, viz., Caspèr Newm̄ān, Sir William Petty (1623-1687), James Dodson, Dr. Price, to mention only a few, led to the idea of 'life insurance' and the first life insurance institution was founded in London in 1698.

The theoretical deveiopment of the so-called modem statistics came during the mid-seventeenth century with the introduction of 'Theory of Probability' and 'Theory of Games and Chance', the chief contributors being mathematicians and gamblers of France, Germany and England. The French mathematician Pascal (1623-1662), after lengthy correspondence with another French mathematician
P. Fermat (1601-1665) solved the famous 'Problem of Points' posed by the gambler Chevalier de - Mere. His study of the problem laid the foundation of the theory of probability which is the backbone of the modern theory of statistics. Pascal also investigated the properties of the co-efficients of binomial expansions and also invented mechanical computation machine. Other notable contributors in this field are : James Bernouli ( 1654-1705), who wrote the first treatise on the 'Theory of Probability'; De-Moivre (1667. 1754) who also worked on probabilities and annuities and published his important work "The Doctrine of Chances" in 1718, Laplace ( $1749-1827$ ) who published in 1782 his monumental work on the theory of probability, and Gauss (1777-1855), perhaps the most original of all writers on statistical subjects, who gave the principle of least squares and the normal law of errors. Later on, most of the prominent mathematicians of $18 \mathrm{th}, 19 \mathrm{~h}$ and 20th çenturies, viz., Euler, Lagrange, Bayes, A. Markoff, Khintchin, Kolmogoroff, to mention only a few, added to the contributions in. the field of probability.

Modern veterans in the development of the subject are Englishmen. Francis Galton (1822-1921), with his works on 'regression', pioneered the use of statistical methods in the field of Biometry. K.arl Pearson (1857-1936), the founder of the greatest statistical laboratory in England (1911), is the pioneer in, correlational analysis. His discovery of the 'chi square test', the first and the most important of modern tests of significance, won for Statistics a place as a science, In 1908 the discovery of Student's ' $t$ ' distribution by W.S. Gosset who wrote under the pseudonym of 'Student' ushered in an era of exact sample tests (small samples).,

Sir Ronald A. Fisher (1890-1962), known as the 'Father of Statistics', placed Statistics on a very sound footing by applying it to various diversified fields, such as genetics; biometry, education; agriculture, etc. Apart from enlarging the existing theory, he is the pioneer in introducing the concepts. of 'Point Estimation' (efficiency, sufficiency, principle of maximum likelihood, etc.), 'Fiducial Inference' and 'Exact Sampling Distributions.' He also pioneered the study of 'Analysis of Variance' and 'Design of Experiments.' His contributions wọn for Statistics a very responsible position among sciences.

1-2. Definition of Statistics. Statistics has been defined differently by different authors from time to time. The reasons for a variety of definitions are primarily two. First, in modern times the field of utility of Statistics has widened considerably. In ancient times Statistics was confined only to the affairs of State but now it embraces almost every sphere of human activity. Hence a number of old definitions which'were confined to a very narrow field of enquiry were replaced by new definitions which are much more comprehensive and exhaustive. Secondly, Statistics has been defined in two ways. Some writers define it as 'statistical data', i.e., numerical statement of facts, while others define it as 'statistical methods', i.e., complete body of the principles and techniques used in collecting and analysing such data. Some of the important definitions are given below.

Statistics as 'Statistical Data’
Webster defines Statistics as "classified facts representing the conditions of the people in a State ... especially those facts which can be stated in numbers or in any other tabular or classified arrangement." This definition, since it confines Statistics only to the data pertaining to State; is inadequate as the domain of Statistics is much wider.

Bowley defines Statistics as " numerical statements of facts in any department of eriquiry placed in relation to each other."

A more exhaustive definition is given by Prof. Horace Secrist as follows :
" By Statistics we mean aggregates of facts affected to a markèd extent by multiplicity of causes numerically expressed, enumerated or estimated according to reasonable standards of accuracy, collected in a systematic manner for a pre-determined purpose and placed in relation to each other."
Statistics as Statistical Methods
Bowleỳ himself defines Statistics in the following three different ways:
(i) Statistics may be called the sciethce of counting.
(ii) Statistićs may rightly be called the science of averages.
(iii) Statistics is the science of the measurement of social organism, regarded as a whole in all its manifestations.

But none of the above definitions is adequate. The first because statisticssis not merely confined to the collection of data as other aspects like presentation, analysis and interpretation, etc., are also covered by it. The second, because averages are only a part of the statistical tools used in the analysis of the data, others' being dispersion, skewness, kurtosis, correlation, regression, etc. The third, because it restricts the application of Statistics to sociology alone while in modern days Statistics is used in almost all sciences - social as well as physical.

According to Boddington, " Statistics is the science of estimates and probabilities." This also is an inadequate definition smen probabilities and estimates constitute only a part of the statistical methods.

Some other definitions are :
"The science of Statistics is the method of judging collective, natural or social phenomenon from the resuits obtained from the analysis or enumeration or collection of estimates."- King.
" Statistics is the science which deals with collection, classification and tabulation of numerical facts as the basis for explanation, description and comparison of phenomenon." - Lovitt.

Perhaps the best definition-seems to be one given by-Croxton and Cowden, according to whom Statistics may be defined as "the science which deals with.the collection, analysis and interpretation of numerical data."
1.3. Importance and Scope of Statistics. In modern imes, Statistics is viewed not as a mere device for collecting numerical data but as a means of developing sound techniques for their handling and analysis and drawing valid inferences from them. As such it is not confined to the affairs of the State but is intruding constantly into various diversified spheres of life - social, economic and political. It is now finding wide applications in almost all sciences - social as well as physical - such as biology, psychology, education, economics, business management, etc. It is hardly possible to enumerate even a single department of human activity where statistics does not creep in. It has rather become indispensable in all phases of human endeavour.

Statistics aıd Planning. Statistics is indispensable to planning. In the modern age which is termed as 'the age of planning', almost all over the world, goernments, particularly of the budding economies, are resorting to planning for the economic development. In order that planning is successful, it must be based soundly on the correct analysis of complex statistical data.

Statistics and Economics. Statistical data and technique of statistical analysis have proved immensely usefur in solving a variety of economic problems, such as wages, prices, analysis of time series and demand analysis. It has also facilitated the development of economic theory. Wide applications of mathematics and statistics in the study of economics have led to the development of new disciplines called Economic Statistics and Econometrics.

Statistics and Business. Statistics is an indispensable tool of production control also. Business executives are relying more and more on statistical techniques for studying the needs and the desires of the consumers and for many other purposes. The success of a businessman more or less depends upon the accuracy and precision of his statistical forecasting. Wrong expectations, which may be the result of faulty and inaccurate analysis of, various causes affecting a particular phenomenoñ, might lead to his disaster. Suppose a businessman wants to manufacture readymade garments. Before starting with the production process he must have an overall idea as to 'how many garments are to be manufactured', 'how much raw material and labour is needed for that', and 'what is the quality, shape, colour, size, etc., of the garments to be manufactured'. Thus the formulation of a production plan in advance is a must which cannot be done without having quantitative facts about the details mentioned above. As such most of the large industrial and commercial enterprises are employing trained and efficient statisticians.

Statistics and Industry. In industry, Statistics is very widely used in 'Quality Control'. in production engineering, to find whether the product is conforming to specifications or not, statistical tools, viz., inspection plans, control charts, etc., are of extreme importance. In inspection plans we have to resort to some kind of sampling - a very important aspect of Statistics.

Statistics and Mathematics. Statistics and mathematics are very intimately related. Recent advancements in statistical techniques are the outcome of wide applications of advanced mathematics. Main contributors to statistics, namely, Bernouli, Pascal, Laplace, De-Moivre, Gauss, R. A. Fisher, to mention only a few, were primarily talented and skilled mathematicians. Statistics may be regarded à that branch of mathematics which provided us with systematic methods of analysing a large number of related numerical facts. According to Connor, " Statistics is a branch of Applied Mathematics which specialises in data." Increasing role of mathematics in statistical analysis has resulted in a new branch of Statistics called Mathematical Statistics.

Statistics and Biology, Astronomy and Medical Science. The association between statistical methods and biological theories was first studied by Francis Galton in his work in 'Regression'. According to Prof. Karl Pearson, the whole 'theory of heredity' rests on statistical basis. He says," The whole problem of evolution is a problem of vital statistics, a problem of longevity, of fertility, of health, of disease and it is impossible for the Registrar General to discuss the national mortality without an enumeration of the popullation, a classification of deaths and knowledge of statistical theory."

In astronomy, the theory of Gaussian 'Normal Law of Errors' for the study'. of the movement of stars and planets is developed by using the 'Principle of Least Squares'.

In medical science also, the statistical tools for the collection, presentation and analysis of observed facts relating to the causes and incidence of diseases and the results obtained from the use of various drugs and medicines, are of great importance. Moreover, the efficacy of a manufacutured drug or injection or medicine is tested by using the 'tests of significance' - ( $t$-test).

Statistics and Psychology and Education. In education and psychology, too, Statistics has found wide applications, e.g., to determine the reliability and validity of a test, 'Factor Analysis', etc., so much so that a new subject called 'Psychometry' has come into existence.

Statistics and War. In war, the theory of 'Decision Functions' can be of great assistance to military and technical personnel to plan 'maximum destruction with minimum effort'.

Thus, we see that the science of Siatistics is associated with almost all the sciences - social as well as physical. Bowley has rightly said, " A knowledge of Statistics is like a knowledge offoreign language or of algebra; it may prove of use at any time under any circumstance."
1.4. Limitations of Statistics. Statistics, with its wide applications in almost every sphere of human activity; is not without limitations. The following are some of its important limitations :
(i) Statistics is not suited to the study of qualitative phenomenon. Statistics, being a science dealing with a set of numerical data, is applicable to the study of only those subjects of enquiry which are capable of quantitative measurement. As such, qualitative phenomena like honesty, poverty, culture, etc., which cannot be expressed numerically, are not capable of direct statistical analysis. However, statistical techniques may be applied indirectly by first reducing the qualitative expressions to precise quantitative terms. For example, the intelligence of-a group of candidates can be studied on the basis of their scores in a certain test.
(ii) Statistics does not study individuals. Statistics deals with an aggregate of objects and does not give any specific recognition to the individual items of a series. Individual items, taken separately, do'not constitute statistical data and are meaningless for any statistical enquiry. For example, the individual figures of agricultural production, industrial output or national income of any country for a particular year are meaningless unless, to facilitate comparison, similar figures of other countries or of the same country for different years are given. Hence, statistical analysis is stritad to only those problems where group characteristics are to be studied.
(iii) Statistical laws are not exact. Unlike the laws of physical and natural sciences, statistical laws are only approximations and not exact. On the basis of statistical analysis we can talk only in terms of probability and chance and not in terms of certainty. Statistical conclusions are not universally true - they are true only on an average. For example, let us consider the statement :" It has been found that $20 \%$ of a certain surgical operations by a particular doctor are successful." $\because$ The statement does not imply that if the doctor is to operate on 5 persons on any day and four of the operations have proved fatal, the fifth must be a success. It may happen that fifth man also dies of the operation or it may also happen that of the five operations on any day, 2 or 3 or even morè may be successful. By the statement we mean that as number of operations becomes larger and larger we should expect, on the average, $20 \%$ operations to be successful.
(iv) Statistics is liable to be misused. Perhaps the most important limitation of Statistics is that it must be used by experts. As the saying goes, " Statistical methods are the most dangerous tools in the hands of the inexperts. Statistics is one of those sciences whose adepts must exercise the self-restraint of an artist." The use of statistical tools by inexperienced and untrained persons might lead to very fallacious conclusions. One of the greatest shortcomings of Statistics is that they do not bear on their face the label of their quality and as such cari be moulded and manipulated in any manner to support one's way of argument and reasoning. As King says, " Statistics are like clay of which one can make a god or devil as one pleases." The requirement of experience and skill for judicious use of statistical methods restricts their use to experts only and limits the chances of the mass popularity of this useful and important science.
1.5. Distrust of Statistics. We often hear the following interesting comments on Statistics:
(i) 'An ounce of truth will produce tons of Statistics',
(ii) 'Statistics can prove anything',
(iii) 'Figures do not lie. Liars figure',
(iv) 'If figures say so it can't be otherwise',
(v) 'There are three type of lies - lies, demand lies, and Statistics - wicked in the order of their naming, and so on.

Some of the reasons for the existence of such divergent views regarding the nature and function of Statistics are as follows:
(i) Figures are innocent, easily believable and more convincing. The facts supported by figures are psychologically more appealing.
(ii) Figures put forward for arguments may be inaccurate or incomplete and thus might, lead to wrong inferences.
(iii) Figures, though accurate, might be moulded and manipulated by selfish persons to conceal the truth and present a distorted picture of facts to the public to meet their selfish motives. When the skilled talkers, writers or politicians through their forceful writings and speeches or the business and commercial enterprises through advertisements in the press mislead the public or belie their expectations by quoting wrong statistical statements or manipulating statistsical data for personal motives, the public loses its faith and belief in the science of Statistics and starts condemning it. We cannot blame the layman for his distrust of Statistics, as he, unlike statistician, is not in a position to distinguish between valid and invalid conclusions from statistical statements and analysis.

It may be pointed out that Statistics neither proves anything nor disproves anything. It is only a tool which if rightly used may prove extremely useful and if misused, might be disastrous. According to Bowley, "Statistics only furnishes a tool, necessary though imperfect, which is dangerous in the hands of those who do not know its use and its deficiencies." It is not the subject of Statistics that is to be blamed but those people who twist the numerical data and misuse them either due to ignorance or deliberately for personal selfish motives. As King points out, "Science of Statistics is the most useful servant but only of great value to those who understand its proper use."

We discuss below a few interesting examples of misrepresentation of statistical data.
(i) A statistical report: "The number of accidents taking place in the middle of the road is much less than the number of accidents taking place on its side. Hence it is safer to walk in the middle of the road." This conclusion is obviously wrong since we are not given the proportion of the number of accidents to the number of persons walking in the two cases.
(ii) "The number of students taking up Mathematics Honours in a University has increased 5 times during the last 3 years. Thus, Mathematics is gaining popularity among the students of the university." Again, the conclusion is faulty since we are not given any such details about the other subjects and hence comparative study is not possible.
(iii) " $99 \%$ of the people who drink alcohol die before attaining the age of 100 years. Hence drinking is harmful for longevity of life." This statement, too, is incorrect since nothing is mentioned about the number of persons who do not drink alcohol and die before attaining the age of 100 years.

Thus, statistical arguments based on incomplete data often lead to fallacious conclusions.

## FREQUENCY DISTRIBUTIONS AND MEASURES OF CENTRAL TENDENCY

2.1. Frequency Distributions. When observations, discrete or continuous, are available on a single characteristic of a large number of individuals, often it becomes necessary to condense the data as far as possible without losing any information of interest. Lei us consider the marks in Statistics obtained by 250 candidates selected at random from among those appearing in a certain examination:

TABLE 1 : MARKS $\mathbb{N}$ STATISTICS OF 250 CANDIDATES

| 32 | 47 | 41 | 51 | 41 | 30 | 39 | 18 | 48 | 53 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 54 | 32 | 31 | 46 | 15 | 37 | 32 | 56 | 42 | 48 |
| 38 | 26 | 50 | 40 | 38 | 42 | 35 | 22 | 62 | 51 |
| 44 | 21 | 45 | 31 | 37 | 41 | 44 | 18 | 37 | 47 |
| 68 | 41 | 30 | 52 | 52 | 60 | 42 | 38 | 38 | 34 |
| 41 | 53 | 48 | 21 | 28 | 49 | 42 | 36 | 41 | 29 |
| 30 | 33 | 37 | 35 | 29 | 37 | 38 | 40 | 32 | 49 |
| 43 | 32 | 24 | 38 | 38 | 22 | 41 | 50 | 17 | 46 |
| 46 | 50 | 26 | 15 | 23 | 42 | 25 | 52 | 38 | 46 |
| 41 | 38 | 40 | 37 | 40 | 48 | 45 | 30 | 28 | 31 |
| 40 | 33 | 42 | 36 | 51 | 42 | 56 | 44 | 35 | 38 |
| 31 | 51 | 45 | 41 | 50 | 53 | 50 | 32 | 45 | 48 |
| 40 | 43 | 40 | 34 | 34 | 44 | 38 | 58 | 49 | 28 |
| 40 | 45 | 19 | 24 | 34 | 47 | 37 | 33 | 37 | 36 |
| 36 | 32 | 61 | 30 | 44 | 43 | 50 | 31 | 38 | 45 |
| 46 | 40 | 32 | 34 | 44 | 54 | 35 | 39 | 31 | 48 |
| 48 | 50 | 43 | 55 | 43 | 39 | 41 | 48 | 53 | 34 |
| 32 | 31 | 42 | 34 | 34 | 32 | 33 | 24 | 43 | 39 |
| 40 | 50 | 27 | 47 | 34 | 44 | 34 | 33 | 47 | 42 |
| 17 | 42 | 57 | 35 | 38 | 17 | 33 | 46 | 36 | 23 |
| 48 | 50 | 31 | 58 | 33 | 44 | 26 | 29 | 31 | 37 |
| 47 | 55 | 57 | 37 | 41 | 54 | 42 | 45 | 47 | 43 |
| 37 | 52 | 47 | 46 | 44 | 50 | 44 | 38 | 42 | 19 |
| 52 | 45 | 23 | 41 | 47 | 33 | 42 | 24 | 48 | 39 |
| 48 | 44 | 60 | 38 | 38 | 44 | 38 | 43 | 40 | 48 |

This representation of the data does not furnish any useful information and is rather confusing to mind. A better way may be to express the figures in an ascending or descending order of magnitude, commonly termed as array. But this does not reduce the buik of the data. A much better representation is given on the next page.

A bar (I) called tally mark is put against the number when it occurs. Having occurred four times, the fifth occurrence is represented by putting a cross tally () on the first four tallies. This technique facilitates the counting of the tally marks at the end.

The representation of the data as above is known as frequency distribution. Marks are called the variable ( $x$ ) and the 'number of students' against the marks is known as the frequency ( $f$ ) of the variable. The word 'frequency' is derived from 'how frequently' a variable occurs. For example, in the above case the frequency of 31 is 10 as there are ten students getting 31 marks. This representation, though better than an array', does not condense the data much and it is quite cumbersome to go through this huge mass of data.

TABLE 2

| Marks | No. of Students Tally Marks | Total Frequency | Marks | No. of Students Tally Marks | Total Frequency |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | 11 | = 2 | 40 | un un 1 | $=11$ |
| 17 | III | - 3 | 41 | un un | $=10$ |
| 18 | 11 | = 2 | 42 | 係 810 | =13 |
| 19 | II | = 2 | 43 | M ${ }^{\text {III }}$ | = 8 |
| 22 | II | = | 44 | \%in | $=12$ $=7$ |
| 23 | III | = 3 | 46 | in ii | - 7 |
| 24 | IIII | = 4 | 47 | Un 111 | $=8$ |
| 25 | 1 | = 1 | 48 | un un it | $=12$ |
| 26 | Ill | $=3$ | 49 | III 10.0 | = 3 $=10$ |
| 28 | III | = 3 | 51 | IIIII | = 4 |
| 29 | II | =2 | 52 | \% | = 5 |
| 30 | \%n |  | 53 | IIII | = 4 |
| 31. | Un Mn | $=10$ | 54 | III | = 3 |
| 32. | Un un | $=10$ $=8$ | 55 | II | $=2$ $=2$ |
| 34 | in ${ }^{\text {an }}$ | = $=11$ | 57 | II | = $=2$ |
| 35 | in | = 5 | 58 | II | = 2 |
| 36 | in | = 5 | 60 | III | = 3 |
| 37 38 | in in in un | $=12$ $=17$ | . 62 | 1 | $=1$ $=1$ |
| 39 | unl | = 6 | 68 | 1 | $=1$ |

If the identity of the individuals about whom a particular information is taken is not relevant, nor the order in which the observations arise, then the first real step of condensation is to divide the observed range of variable into a suitable number of class-intervals and to record the number of observations in each class. For example, in the above case, the data may be expressed as shown in Table 3.

Such a table showing the distribution of the frequencies, in the different classes is called a frequency cable and the manner in which the class frequencies are distributed over the class intervals is called the grouped frequency distribution of the variabie.

Remark. The classes of the type 15-19, 20-24, 25-29 etc., in which both the upper and lower limits are included are called 'inclusive classes'. For example the class 20-24, includes

| TABLE 3: FREQUENCY TABLE |  |  |
| :---: | :---: | :---: |
| Marks | No. of students. |  |
| $(x)$ | $(f)$ |  |
| $15-19$ | 9 |  |
| $20-24$ | 11 |  |
| $25-29$ | 44 |  |
| $30-34$ | 45 |  |
| $35-39$ | 54 |  |
| $40-44$ | 37 |  |
| $45-49$ | 26 |  |
| $50-54$ | 8 |  |
| $55-59$ | 5 |  |
| $60-64$ | 1 |  |
| $65-69$ | 250 |  |

all the values from: 20 to 24 , both inclusive and the classification is termed as inclusive type classification.

In spite of great importance of classification in statistical analysis, no hard and fast rules can be laid down for it. The following points may be kept in mind for classification:
(i) Thę classes should be clearly defined and should not lead to añy ambiguity.
(ii) The classes should be exhaustive, i.e., each of the given values should be included in one of the classes.
(iii) The classes should be mutually exclusive and non-overlapping.
(iv) The classes should be of equal width. The principle, however, cannot be rigidly followed. If the classes are of varying width, the different class frequencies will not be comparable. Comparable figures can be obtained by dividing the value of the frequencies by the corresponding widths of the class intervals. The ratios thus obtained are called 'frequency densities'.
(v) Indeterminate classes, e.g., the open-end classes, less than ' $a$ ' or greater than ' $b$ ' should be avoided as far as possible since they create difficulty in analysis and interpretation.
(vi) The number of classes should neither be too large nor too small. It should preferably lie between 5 and 15 . However, the number of classes may be morethan 15 depending upon the total frequency and the details required, but it is desirable that it is not less than 5 since in.that case the classification may not reveal the essential characteristics of the population. The following formula due to Struges may be used to determine an approximate number $k$ of classes:

$$
k=1+3.322 \log _{10} N
$$

where $N$ is the total frequency.

## The Magnitude of the Class Interval

Having fixed the number of classes, divide the range ( the difference between the greatest and the smallest observation) by it and the nearest integer to this value gives the magnitude of the class interval. Broad class intervals (i:e., less number of classes) will yield only rough estimates while for high degree of accuracy small class intervals (i.e., large number of classes) are desirable.

## Class Limits

The class limits should be chosen in such a way that the mid-value of the class interval and actual average of the observations in that class interval are as nearto each other as possible. If this is not the case then the classification gives a distorted picture of the characteristics of the data. If possible, class limits stiould be located at the points which are multiple of $0,2,5,10$,.. etc., so that the midpoints of the classes are the common figures, viz., $0,2,5,10 \ldots$...tc., the figures capable of easy and simple analysis.
2.1.1. Continuous Frequency Distribution. If we deal with a continuous variable, it is not possible to arrange the data in the class intervals of above type. Let us consider the distribution of age in years. If ćlass intervals are 15-19, 20-24 then the persons with ages between 19 and 20 years are not taken into consideration. In such a case we form the class intervals as shown below.

Age in years
Below 5
5 or more but less than 10
10 or more but less than 15
15 or more but less than 20
20 or more but less than 25
and so on.
Here all the persons with any fraction of age are included in one group or the other. For practical purpose we re-writé the above classes as

$$
\begin{gathered}
0-5 \\
5-10 \\
10-15 \\
15-20 \\
20-25
\end{gathered}
$$

This form of frequency distribution is known as continuousj:equency distribution.

It should be clearly understood that in the above classes, the upper limits of each class are excluded from the respective classes. Such classes in which the upper limits are excluded from the respective classes and are included in the immediate next class are known as 'exclusive classes' and the classification is termed as 'exclusive type classification'.

2-2. Graphic Representation of a Frequency Distribution. It is often useful to represent a frequency distribution by means of a diagram which makes the unwieldy data intelligible and conveys to the eye the general run of the observations. Diagrammatic representation also facilitates the comparison of two or more frequency distributions. We consider below some important types of graphic representation.
2.2.1. Histogram. In drawing the histogram of a given continuous frequency distribution we first mark off along the $x$-axis all the class intervals on a suitable scale. On each class interval erect rectangles with heights proportional to the frequency of the corresponding class interval so that the area of the rectangle is proportional to the frequency of the class. If, however, the classes are of unequal width then the height of the rectangle wili be proportional to the ratio of the frequencies to the width of the classes. The diagram of continuous rectánglés so obtained is called histrogram.

Remarks. 1. To draw the histogram for an ungrouped frequency distribution of a variable we shall have to assume that the frequency corresponding to the variate value $x$ is spread over the interval $x-h / 2$ to $x+h / 2$, where $h$ is the jump from one value to the nexi.
2. If the grouped frequency distribution is not continuous, first it is to be converted into continuous distribution and then the histrogam is drawn.
3. Although the height of each rectangle is proportional to the frequency of the corresponding class, the height of a fraction of the rectangle is not proportional to the frequency of the corresponding fraction of the class, so that histogram cannot be directly used to read frequency over a fraction of a class interval.
4. The histogram of the distribution of marks of 250 students in Table 3 (page 2.2) is obtained as follows.

Since the grouped frequency distribution is not continuous, we first convert it into a continuous distribution as follows: HISTO GRAM FOR FREQ. DISTRIBU TION


Remark. The upper and lower class limits of the new exclusive type classes are known as class boundaries.

If $d$ is the gap between the upper limit of any class and the lower limit of the succeeding class, the class boundaries for any class are then given by:

$$
\begin{aligned}
& \text { Upper class boundary }=\text { Upper class limit }+\frac{d}{2} \\
& \text { Lower class boundary }=\text { Lower class limit }-\frac{d}{2}
\end{aligned}
$$

2.2.2. Frequency Polygon. For an ungrouped distribution, the frequency polygon is obtained by ploting points with abscissa as the variate values and the ordinate as the corresponding frequencies and joining the plotted points by means of straight lines. For a grouped frequency distribution, the abscissa of points are mid-values of the class intervals. For equal class intervals the frequency polygon can be obtained by joining the middle points of the upper sides of the adjacent rectangles of the histogram by mzans of straight lines. If the class intervals are of small width the polygon can be approximated by a smooth curve. The frequency curve can be obtained by drawing a smooth freehand curve through the vertices of the frequency polygon.
2.3. Averages or Measures of Central Tendency or Measures of Location. According to Professor Bowley, averages are "statistical constants which enable us to comprehend in a single effort the significance of the whole." They give us an idea about the concentration of the values in the central part of the distribution. Plainnly speaking, an average of a statistical series is the value of the variable which is representative of the entire distribution. The following are the five measures of central tendency that are in common use:
(i) Arithmetic Mean or simply Mean , (ii) Median,
(iii) Mode, (iv) Geometric Mean, and (v) Harmonic Mean.
2.4. Requisites for an Ideal Measure of Central Tendency. According to Professor Yule, the following are the characteristics to be satisfied by an ideal measure of central tendency :
(i) It should be rigidly defined.
(ii) It should be readily comprehensible and easy to calculate.
(iii) It should be based on all the observations.
(iv) It should be suitable for further mathematical treatment. By this we mean that if we are given the averages and sizes of a number of series, we should be able to calculate the average of the composite series obtained on combining the given series.
(v) It should be affected as little as possible by fluctuations of sampling.

In addition to the above criteria, we may add the following (which is not due to Prof.Yule) :
( $v i$ ) It should not be affected much by extreme values.
2.5. Arithmetic Mean. Arithmetic mean of a set of observastions is their sum divided by the number of observations, e.g., the arithmetic mean $\bar{x}$ of $n$ observations $x_{1}, x_{2}, \ldots, x_{n}$ is given by

$$
\bar{x}=\frac{1}{n}\left(x_{1}+x_{2}+\ldots+x_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} x_{i}
$$

In case of frequency distribution $x_{i} \mid f_{i}, i=1,2, \ldots, n$, where $f_{i}$ is the frequency of the variable $x_{i}$;

$$
\begin{equation*}
\bar{x}=\frac{f_{1} x_{1}+f_{2} x_{2}+\ldots+f_{n} x_{n}}{f_{1}+f_{2}+\ldots f_{n}}=\frac{\sum_{i=1}^{n} f_{i} x_{i}}{\sum_{i=1}^{n} f_{i}}=\frac{1}{N} \sum_{i=1}^{n} f_{i} x_{i},\left[\sum_{i=1}^{n} f_{i}=N\right] \tag{2•1}
\end{equation*}
$$

In case of grouped or continuous frequency distribution, $x$ is taken as the mid-value of the corresponding class.

Remark. The symbol $\Sigma$ is the leitier capital sigma of the Greek alphabet and is used in mathematics to denote the sum of values.

Example 2.1. (a) Find the arithmetic mean of the following frequency distribution:

| $x:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f:$ | 5 | 9 | 12 | 17 | 14 | 10 | 6 |

(b) Calculate the arithmetic mean of the marksfrom the following table : $\begin{array}{lllllll}\text { Marks } & : & 0-10 & 10-20 & 20-30 & 30-40 & 40-50 \\ 50-60\end{array}$ No. of students : $12 \quad 18 \quad 27 \quad 20 \quad 17 \quad 6$
Solution. (a)

| $x$ | $f$ | $f x$ |
| :--- | ---: | ---: |
| 1 | 5 | 5 |
| 2 | 9 | 18 |
| 3 | 12 | 36 |
| 4 | 17 | 68 |
| 5 | 14 | 70 |
| 6 | 10 | 60 |
| 7 | $\frac{63}{}$ | $\frac{42}{}$ |

$\therefore \quad \bar{x}=\frac{1}{N} \Sigma f x=\frac{299}{73}=4.09$
(b)

| Marks | No. of students <br> $(f)$ | Mid - paint <br> $(x)$ | $f x$ |
| :---: | :---: | :---: | :---: |
| $0-10$ | 12 | 5 | 60 |
| $10-20$ | 18 | 15 | 270 |
| $20-30$ | 27 | 25 | 675 |
| $30-40$ | 20 | 35 | 700 |
| $40-50$ | 17 | 45 | 765 |
| $50-60$ | 6 | 55 | 330 |
| Total | 100 |  | 2,800 |

Arithmetic mean or $\bar{x}=\frac{1}{N} \Sigma f x=\frac{1}{100} \times 2,800=28$
It may be noted that if the values of $x$ or (and) $f$ are large, the calculation of mean by formula (2.1) is quite time-consuming and tedibus. The arithmetic is reduced to a great extent, by taking the deviations of the given values from any arbitrary point ' $A$ ', as explained below.

Let $d_{i}=x_{i}-A$, then $f_{i} d_{i}=f_{i}\left(x_{i}-A\right)=f_{i} x_{i}-A f_{i}$
Summing both sides over $i$ from 1 to $n$, we get

$$
\sum_{i=1}^{n} f_{i} d_{i}=\sum_{i=1}^{n} f_{i} x_{i}-A \sum_{i=1}^{n} f_{i}=\sum_{i=1}^{n} f_{i} x_{i}-A . N .
$$

$$
\Rightarrow \quad \frac{1}{N} \sum_{i=1}^{n} f_{i} d_{i}=\frac{1}{N} \sum_{i=1}^{n} f_{i} x_{i}-A=\bar{x}-A,
$$

where $\bar{x}$ is the arithmetic mean of the distribution.

$$
\begin{equation*}
\therefore \quad \bar{x}=A+\frac{1}{N} \sum_{i=1}^{n} f_{i} d_{i} \tag{2•2}
\end{equation*}
$$

This formula is much more convenient to apply than formula ( $2 \cdot 1$ ).
Any number can serve the purpose of arbitrary point ' $A$ ' but, usually, the value of $x$ corresponding to the middle part of the distribution will be much more convenient.

In case of grouped or continuous frequency distribution, the arithmetic is reduced to a still greater extent by taking

$$
d_{i}=\frac{x_{i}-A}{h}
$$

where $A$ is an arbitrary point and $h$ is the common magnitude of class interval. In this case, we have

$$
h d_{i}=x_{i}-A,
$$

and proceeding exactly similarly as above, we get

$$
\begin{equation*}
\bar{x}=A+\frac{h}{N} \sum_{i=1}^{n} f_{i} d_{i} \tag{2•3}
\end{equation*}
$$

Example 2.2. Calculate the mean for the following frequency distribution.

| Class-interval: | $0-8$ | $8-16$ | $16-24$ | $24-32$ | $32-40$ | $40-48$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency $:$ | 8 | 7 | 16 | 24 | 15 | 7 |

Solution.

| Class-interval | mid-value <br> $(x)$ | Frequency <br> $(f)$ | $d=(x-A) / h$ | $f d$ |
| :---: | :---: | :---: | :---: | ---: |
| $0-8$ | 4 | 8 | -3 | -24 |
| $8-16$ | 12 | 7 | -2 | -14 |
| $16-24$ | 20 | 16 | -1 | -16 |
| $24-32$ | 28 | 24 | 0 | 0 |
| $32-40$ | 36 | 15 | 1 | 15 |
| $40-48$ | 44 | 7 | 2 | 14 |
|  | 77 |  | -25 |  |

Hère we take $A=28$ and $h=8$.
$\therefore \quad \bar{x}=A+\frac{h \Sigma f d}{N}=28+\frac{8 \times(-25)}{77 .}=28-\frac{200}{77}=25.404$

### 2.5.1. Properties of Arithmetic Mean

Property 1. Algebraic sum of the deviations of a set of values from their arithmetic mean is zero. If $\dot{x}_{i} \mid f_{i}, i=1,2, \ldots, n$ is the frequency distribution, then

$$
\sum_{i=1}^{n} f_{i}\left(x_{i}-\bar{x}\right)=0, \bar{x} \text { being the mean of distribution. }
$$

Proof. $\sum_{i} f_{i}\left(x_{i}-\bar{x}\right)=\sum_{i} f_{i} x_{i}-\bar{x} \sum f_{i}=\sum_{i} f_{i} x_{i}-\bar{x} . N$
Also $\quad \bar{x}=\frac{\sum_{i} f_{1} x_{i}}{N} \Rightarrow \sum_{i} f_{i} x_{i}=N \bar{x}$.

Hence

$$
\stackrel{n}{n}
$$

$$
\sum_{i=1}^{\infty} f_{i}\left(x_{i}-\bar{x}\right)=N \cdot \bar{x}-\bar{x} \cdot N=0
$$

Property 2. The sum of the squares of the deviations of a set of values is minimum when taken about mean.

Proof. For the frequency distribution $x_{i} \mid f_{i}, i=\cdot 1,2, \ldots, n$, let

$$
Z=\sum_{i=1}^{\prime \prime} f_{i}\left(x_{i}-A\right)^{2}
$$

be the sum of the squares of the deviations of given values from any arbitrary point ' $A$ '. We have to prove that $Z$ is minimuin when $A=\bar{x}$.

Applying the principle of maxima and minima from differential calculus, $Z$ will be minimum for variations in $A$ if

$$
\frac{\partial Z}{\partial A}=0 \text { and } \frac{\partial^{2} Z}{\partial A^{2}}>0
$$

Now $\frac{\partial Z}{\partial A}=-2 \sum_{i} f_{i}\left(x_{i}-A\right)=0 \Rightarrow \sum_{i} f_{i}\left(x_{i}-A\right)=0$
$\Rightarrow \quad \Sigma f_{i} x_{i}-A \Sigma f_{i}=0 \quad$ or $\quad A=\frac{\Sigma f_{i} x_{i}}{N}=\bar{x}$
Again $\frac{\partial^{2} Z}{\partial A^{2}}=-2 \sum_{i} f_{1}(-1)=2 \sum_{i} f_{i}=2 N>0$
Hence $Z$ is mininum at the point $A=\bar{x}$. This establishes the résult.
I'roperty 3. (Mean of the composite series). If $\bar{x}_{i},(i=1,2, \ldots, k)$ are the means of $k$-component series of sizes $n_{i},(i=1,2, \ldots, k)$ respectively, then the mean $\bar{x}$ of the composite series obtained on combining the component series $\mathbb{i s}$ given by the formula:

$$
\bar{x}=\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}+\ldots+n_{k} \bar{x}_{k}}{-n_{1}+n_{2}+\ldots+n_{k}}=\sum_{i} n_{i} \bar{x}_{i} / \sum_{i} n_{i}
$$

Proof. Let $x_{11}, x_{12}, \ldots x_{1 n 1}$ be $n_{1}$ members of the first seriess; $x_{21}, x_{22}, \ldots$. $x_{2 n z}$ be $n_{2}$ members of the second series, $x_{k 1}, x_{k 2}, \ldots, x_{i n v}$ be $n_{k}$ members of the $k$ th series. Then, by def.,

$$
\left.\begin{array}{c}
\bar{x}_{1}=\frac{1}{n_{1}}\left(x_{11}+x_{12}+\ldots+x_{1 n_{1}}\right)  \tag{*}\\
\bar{x}_{2}=\frac{1}{n_{2}}\left(x_{21}+x_{22}+\ldots+x_{2 n_{2}}\right) \\
\vdots \\
\vdots \\
\vdots \\
\bar{x}_{k}=\frac{1}{n_{k}}\left(x_{k 1}+x_{k 2}+\ldots+x_{k n_{k}}\right)
\end{array}\right\}
$$

The mean $\bar{x}$ of composite series of size $n_{1}+n_{2}+\ldots+n_{k}$ is given by

$$
\begin{aligned}
& \bar{x}=\frac{\left(x_{11}+x_{12}+\ldots+x_{1 n_{1}}\right)+\left(x_{21}+x_{22}+\ldots+x_{2 n_{2}}\right)+\ldots+\left(x_{k 1}+x_{k 2}+\ldots+x_{k n_{k}}\right)}{n_{1}+n_{2}+\ldots+n_{k}} \\
& \\
& =\frac{n_{1} \bar{x}_{1}+\dot{n}_{2} \bar{x}_{2}+\ldots+n_{k} \bar{x}_{k}}{n_{1}+n_{2}+\ldots n_{k}}, \\
& \text { Thus, } \quad \text { [From (*)] }
\end{aligned}
$$

Example 2.3. The average salary of male employees in a firm was Rs. 520 and that of females was Rs.420. The mean salary of all the employees was Rs.500. Find the percentage of male and female employees.

Solution. Let $n_{1}$ and $n_{2}$ denote respec̣tively the number of male and female employees in the concern and $\bar{x}_{1}$ and $\bar{x}_{2}$ denote respectively their average salary (in rupees). Let $\bar{x}$ denote the avarage salary of all the workers in the firm.

We are given that :

$$
\bar{x}_{1}=520, \bar{x}_{2}=420 \text { and } \bar{x}=500
$$

Also we know

$$
\begin{array}{rlrl} 
& \bar{x}=\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}} \\
\Rightarrow & 500\left(n_{1}+n_{2}\right) & =520 n_{1}+420 n_{2} \\
\Rightarrow & (520-500) n_{1} & =(500-420) n_{2} \\
\Rightarrow & 20 n_{1} & =80 n_{2} \\
\Rightarrow & \frac{n_{1}}{n_{2}} & =\frac{4}{1}
\end{array}
$$

Hence the percentage of male employees in the firm

$$
=\frac{4}{4+1} \times 100=80
$$

and percentage of female employees in the firm

$$
=\frac{1}{4+1} \times 100=20
$$

## $\mathbf{2 \cdot 5}$ 2. Merits and Demerits of Arithmetic. Mean

Merits. (i) It is rigidly defined .
(ii) It is easy to understand and easy to calculate.
(iii) It is based upon all the observations.
(iv) It is amenable to algebraic treatment. The mean of the composite series in terms of the means and sizes of the component series is given by

$$
\bar{x}=\sum_{i=1}^{k} n_{i} \bar{x}_{i} /\left(\sum_{i}^{k} n_{i}\right)
$$

(v) Of all the averages, arithmetic mean is affected least by fluctuations of sampling. This property is sometimes described by saying that arithmetic mean is. a stable average.

Thus, we see that arithmetic mean satisfies all tine properties laid down by Prof. Yule for an ideal average.

Demerits. (i) It cannot be determined by inspection nor it can be located graphically.
(ii) Arithmetic mean cannot be used if we are dealing with qualitative characteristics which cannot be measured quantitively; such as, intelligence, honesty, beauty, etc. In such cases median (discussed later) is the only average to be used.
(iii) Arithmetic mean cannot be obtained if a single observation is missing or lost or is illegible unless we drop it out and compute the arithmetic mean of the remaining values.
(iv) Arithmetis, mean is affected very much by extreme values. In case of extreme items, arithmetic mean gives a distorted picture of the distribution and no longer remains representative of the distribution.
(v) Arithmetic mean may lead to wrong conclusions if the details of the data from which it is computed are not given. Let us consider the following marks obtained by two students $A$ and $B$ in three tests, viz., terminal test, half-yearly examination and annual examination respectively.

| Marks in : $\rightarrow$ | I Test | II Test | III Test | Average marks |
| :---: | :---: | :---: | :---: | :---: |
| A | $50 \%$ | $60 \%$ | $70 \%$ | $60 \%$ |
| B | $70 \%$ | $60 \%$ | $50 \%$ | $60 \%$ |

Thus average marks obtained by each of the two students at the end of the year are $60 \%$. If we are given the average marks alone we conclude that the level of intelligence of both the students at the end of the year is same. This is a fallacious conclusion since we find from the data that student $A$ has improved consistently while student $B$ has deteriorated consistently.
(vi) Arithmetic mean cannot be calculated if the extreme class is open, e.g., below 10 or above 90 . Morever, even if a single observation is missing mean cannot be calculated.
(vii) In extremely asymmertrical (skewed) distribution, usually arithmetic mean is not a suitable measure of location.
2.5.3. Weighted Mean. In calculating arithmetic mean we suppose that all the items in the distribution have equal importance. But in practice this may not be so. If some items in a distribution are more important than others, then this
point must be borne in mind, in order that average computed is representative of the distribution. In such cases, proper weightage is to be given to various items - the weights attached to cach item being proportional to the importance of the item in the distribution. For example, if we want to have an idea of the change in cost of living of a certain group of people, then the simple mean of the prices of the commodities consumed by them will not do, since all the commodities are not equally important, e.g., wheat, rice and pulses are more important than cigarcttes, tea, confectionery, etc.

Lel $w_{i}$ be the weight atlached to the item $x_{i}, i=1,2, \ldots, n$. Then we define :
Weighted arithmetic mean or weighted mean $=\sum_{i} w_{i} x_{i} / \sum_{i} w_{i}$
It may be observed that the formula for weighted mean is the same as thic lormula for simple mean with $f_{i},(i=1,2, \ldots, n)$, the frequencies replaced by $w_{i},(i=1,2, \ldots, n)$, the weights.

Weighted mean gives the result equal to the simple mean if the weights assigned to each of the variate values are equal. It results in higher value than the simple mean if smailler weights are given to smaller items and larger weights to larger items. If the weights attached to larger items are smaller and those attached to smaller items are larger, then the weighted mean results in smaller value than the simple mean.

Example 2•4. Find the simple and weighted arithmetic mean of the first n natural numbers, the weights being the corresponding numbers.

Solution. The first natural numbers are 1, 2
, 3, ..., $n$.
We know that

$$
\begin{gathered}
1+2+3+\ldots+n=\frac{n(n+1)}{2} \\
1^{2}+2^{2}+3^{2}+\ldots+n^{2}=\frac{n(n+1)(2 n+1)}{6}
\end{gathered}
$$

Simple A.M. is

$$
\bar{X}=\frac{\sum X}{n}=\frac{1+2+3+\ldots+n}{n}=\frac{n+1}{2}
$$

Weighted A.M. is

$$
\begin{aligned}
\bar{X}_{w} & =\frac{\sum w X}{\sum w}=\frac{1^{2}+2^{2}+\ldots+n^{2}}{1+2+\ldots+n} \\
& =\frac{n(n+1)(2 n+1)}{6} \cdot \frac{2}{n(n+1)}
\end{aligned}
$$

2.6. Median. Median of a distribution is the value of the variable which divides it into two equal parts. It,is the value which exceeds and is exceeded by the same number of observations, i.e., it is the value such that the number of observations above it is equal to the number of observations below it. The median is thus a positional average.

In case of ungrouped data, if the number of observations is odd then median is the middle value after the values haye been arranged in ascending or descending order of magnitude. In case of even number of observations, there are two middle terms and median is obtained by taking the arithmetic mean of the middle terms. For example, the median of the values $25,20,15,35,18$, i.e., $15,18,20,25,35$ is 20 and the median of $8,20,50,25,15,30$, i.e., of $8,15,20,25,30,50$ is $\frac{1}{2}(20+25)=22 \cdot 5$.

Remark. In case of even number of observations, in fact any value lying between the two middle values can be taken as median but conventionally we take it to be the mean of the middle terms.

In case of discrete frequency distribution median is obtained by considering the cumulative frequencies. The steps for calculating median are given below:
(i) Find $N / 2$, where $N=\sum_{i} f_{i}$.
(ii) See the (less than) cumulative frequency (c.f.) just greater than $N / 2$.
(iii) The corresponding value of $x$ is median.

Example 2.5. Obtain the median for the following frequency distribution:

| $x:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $f:$ | 8 | 10 | 11 | 16 | 20 | -25 | 15 | 9 | 6 |

## Solution.

| $x$ | $f$ | $\ldots . f$. |
| :---: | ---: | :---: |
| $i^{1}$ | 8 | 8 |
| 2 | 10 | 18 |
| 3 | 11 | 29 |
| 4 | 16 | 45 |
| 5 | 25 | 65 |
| 6 | 15 | 90 |
| 7 | 9 | 105 |
| 8 | 6 | 114 |
| 9 | 120 | 120 |
|  |  |  |

Hence $N=120 \Rightarrow N / 2=60$
Cumulative frequency (c.f.) just greater $\tan N / 2$, is 65 and the value of $x$ corresponding to 65 is 5 . Therefore, median is 5 .

In the case of continuous frequency distribution, the class corresponding to the c.f. just greater than $N / 2$ is called the median class and the value of median is obtained by the following formula :

$$
\begin{equation*}
\text { Median }=l+\frac{h}{f}\left(\frac{N}{2}-c\right) \tag{2•6}
\end{equation*}
$$

where $\quad l$ is the lower limit of the median class,
$f$ is the frequency of the median class,
$h$ is the magnitude of the median class,
' $c$ ' is the $c, f$. of the class preceding the median class,
and $N=\Sigma f$.
Derivation of the Median Formula (2.6). Let us consider the following continuous frequency distribution, $\left(x_{1}<x_{2}<\ldots<x_{n+1}\right)$ :

Class interval: $x_{1}-x_{2}, x_{2}-x_{3}, \ldots \ldots . . x_{k}-x_{k+1}$, $\qquad$
Frequency :
$f_{1} \quad f_{2}$
$\ldots \ldots f_{k}$
$\ldots . . . . f_{n}$
The cumulalive frequency distribution is given by:
Class interval: $x_{1}-x_{2}, x_{2}-x_{3}$, $\qquad$ $x_{k}-x_{k+1}$, $\qquad$ $x_{n}-x_{n+1}$
Frequency : $\quad F_{1} \quad F_{2}$ $\qquad$ $F_{k}$
$F_{n}$
where $F_{i}=f_{1}+f_{2}+\ldots \ldots+f_{i}$. The class $x_{k}-x_{k+1}$ is the median class if and only if $F_{k-1}<N / 2 \leq F_{k}$.

Now, if we assume that the variate values are uniformly distributed over the median-class which implies that the ogive is a straight line in the median-class, then we get from the Fig. 1,

$$
\tan \phi=\frac{R S}{B S}=\frac{A C}{B C}
$$

i.e. $\quad \frac{R T-T S}{B S}=\frac{A Q-C Q}{B C}$
or $\quad \frac{R T-B P}{B S}=\frac{A Q-B P}{P Q}$
or $\quad \frac{N / 2-F_{k-1}}{B S}=\frac{F_{k}-F_{k-1}}{P Q}$

$$
=\frac{f_{k}}{h}
$$


where $f_{k}$ is the frequency and $h$ the magnitude of the median class.

$$
\therefore \quad B S=\frac{h}{f_{k}}\left(\frac{N}{2}-F_{k-1}\right)
$$

Hence
Median $=O T=O P+P T=O P+B S$

$$
=l+\frac{h}{f_{k}}\left(\frac{N}{2}-F_{k-1}\right)
$$

which is the required formula.
Remark. The median formula (2-6) can be used only for continuous classes without any gaps, i.e., for 'exclusive type' classification. If we are given a frequency
distribution in which classes are of 'inclusive type' with gaps, then it must be converted into a continuous 'exclusive type' frequency distribution without any gaps before applying (2.6). This will affect the value of $l$ in (2.6). As an illustration see Example 2.7.

Example 2.6. Find the median wage of the following distribution :
Wages (in Rs.) : 20-30 30-40 40-50 50-60 60-70
No. of labourers': $\begin{array}{llllll} & 3 & 5 & 20 & 10 & 5\end{array}$
[Gorakhpur Univ. B. Sc. 1989]
Solution.

| Wages (in Rs.) | No. of labourers | c.f. |
| :---: | :---: | ---: |
| $20-30$ | 3 | 3 |
| $30-40$ | 5 | 8 |
| $40-50$ | 20 | 28 |
| $50-60$ | 10 | 38 |
| $60-70$ | -5 | 43 |

Here $N / 2=43 / 2=21 \cdot 5$. Cumulative frequency just greater than $21 \cdot 5$ is 28 and the corresponding class is $40-50$. Thus median class is $40-50$. . Hence using (2.6), we get

$$
\text { Median }=40+\frac{10}{20}(21.5-8)=40+6.75=46.75
$$

Thus median wage is Rs. 46.75 .
Example 2.7. In a factory employing 3,000 persons, 5 per cent earn less than Rs. 3 per hour, 580 earn from Rs. 3.01 to Rs. 4.50 per hour, 30 percent earn from Rs.4.51 to Rs. 6.00 per hour, 500 earn from Rs. 6.01 to Rs. 7.50 per hour, 20 percent earn from Rs. 7.51 to Rs. 9.00 per hour, and the rest earn Rs. 9.01 or more per hour. What is the median wage?
[Utkal Univ. B.Sc.1992]
Solution. The given information can be expressed in tabular form as follows.
CALCULATIONS FOR MEDIAN.WAGE

| Earnings <br> (in Rs.) | Percentage <br> of workers | No. of <br> workers $(f)$ | Less than <br> c.f. | Class <br> boundaries |
| :---: | :---: | :---: | :---: | :---: |
| less than 3 | $5 \%$ | $\frac{5}{100} \times 3000=150$ | 150 | Below 3.005 |
| $3.01-4.50$ | - | 580 | 730 | $3.005-4.505$ |
| $4.51-6.00$ | $30 \%$ | $\frac{30}{100} \times 3000=900$ | 1630 | $4.505-6.005$ |
| $6.01-7.50$ | - | 500 | 2130 | $6.005-7.505$ |
| $7.51-9.00$ | $20 \%$ | $\underline{20} \times 3000=600$ | 2730. | $7.505-9.005$ |
| 9.01 and above |  | $3000-2730=270$ | $3000=N$ | 9.005 and above |

$N / 2=1500$. ine $c . f$. just greater than 1500 is 1630 . The corresponding class 4.51-6.00, whose class boundaries are 4.505-6.005, is the median class. Using the median formula, we get :

$$
\begin{aligned}
\text { Median } & =l+\frac{h}{f}\left(\frac{N}{2}-C\right)=4.505+\frac{1.5}{900}(1500-730) \\
& =4.505+1.283 \approx 5.79
\end{aligned}
$$

Hence median wage is Rs. 5.79.
Example 2.8. An incomplete frequency distribution is given as follows.

| Variable | Frequency | Variable | Frequency |
| :---: | :---: | :---: | :---: |
| $10-20$ | 12 | $50-60$ | $?$ |
| $20-30$ | 30 | $60-70$ | 25 |
| $30-40$ | $?$ | $70-80$ | 18 |
| $40-50$ | 65 | Total | 229 |

Given that the median value is 46 , determine the missing frequencies using the median formula.
[Delhi Univ. B. Sc., Oct. 1992]
Solution. Let the frequency of the class $30-40$ be $f_{1}$ and that of $50-60$ be $f_{2}$.

Thèn $f_{1}+f_{2}=229-(12+30+65+25+i 8)=79$.
Since median is given to be 46 , the class $40-50$ is the median class.
Hence using median formula (2.6), we get

$$
\begin{aligned}
46 & =40+\frac{114.5-\left(12+30+f_{1}\right)}{65} \times 10 \\
46-40 & =\frac{72.5-f_{1}}{65} \times 10 \text { or } 6=\frac{72.5-f_{1}}{6.5} \\
f_{1} & =72.5-39=33.5 \approx 34
\end{aligned}
$$

[Since frequency is never fractional]

$$
\therefore \quad f_{2}=79-34=45 \quad\left[\text { Since } f_{1}+f_{2}=79\right]
$$

### 2.6.1. Merits and Demerits of Median

Merits. (i) It is rigidly defined.
(ii) It is easily understood and is easy to calculate. In some cases it can be located merely by inspection.
(iii) It is not at all affected by extreme values.
(iv) It can be calculated for distributions with open-end classes.

Demerits. (i) In case of even number of observations median cannot be determined exactly. We merely estimate it by taking the mean of two middle terms.
(ii) It is not based on all the observations. For example, the median of 10,25 , 50,60 and 65 is 50 . We can replace the observations 10 and 25 by any two values which are smaller than 50 and the observations 60 and 65 by any two values greater than 50 without affecting the value of median. This property is sometimes described
by saying that median is insensitive.
(iii) It is not amenable to algebraic treatment.
(iv) As compared with mean, it is affected much by fluctuations of sampling.

Uses. (i) Median is the only average to be used while dealing with qualitative data which cannot be measured quantitatively but still can be arranged in ascending or descending order of magnitude, e.g., to find the average intelligence or average honesty among a group of people.
(ii) It is to be used for determining the typical value in problems conceming wages, distribution of wealth, etc.
2.7. Mode. Let us cosider the following statements :
(i) The average height of an Indian (male) is $5^{\prime}-6^{\prime \prime}$.
(ii) The average size of the shoes sold in a shop is 7 .
(iii) An average student in a hostel spends Rs. 150 p.m.

In all the above cases, the average referred to is mode. Mode is the value which occurs most frequently in a set of observastions and around which the other items of the set cluster densely. In other words, mode is the value of the variable which is predominant in the series. Thus in the case of discrete frequency distribution mode is the value of $x$ corresponding to maximum frequency. For example, in the following frequency distribution :

| $x$ | $:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f$ | $:$ | 4 | 9 | 16 | 25 | 22 | 15 | 7 | 3 |

the value of $x$ corresponding to the maximum frequency, viz., 25 is 4 . Hence mode, is 4 .

But in any one (or-more) of the following cases:
(i) if the maximum frequency is repeated,
(ii) if the maximum frequency occurs in the very beginning or at the end of the distribution, and
(iii) if there are irregularities in the distribution,
the value of mode is determined by the method of grouping, which is illustrated below by an example.

Example 2.9. Find the mode of the following frequency distribution :


Solution. Here we see that the distribution is not regular since the frequencies are increasing steadily up to 40 and then decrease but the frequency 45 after 20 does not seem to be consistent with the distribution. Here we cannot say that since maximum frequency is 45 , mode is 10 . Here we shall locate mode by the method of grouping as explained below :

The frequencies in column (i) are the original frequencies. Column (ii) is obtained by combining the frequencies two by two. If we leave the first frequency and combine the remaining frequencies two by two we get column (iii). Combining

| Size ( $x$ ) | Frequency - |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (i) | (ii) | (iii) | (iv) | (v) | (vi) |
| 1 | 3 |  |  |  |  |  |
| 2 | 8 |  |  | 26 |  |  |
| 3 | 15 |  | 23 |  | 46 | 73 |
| 4 | 23 | 38 |  |  |  |  |
| 5 | 35 |  |  | 98 |  |  |
| 6 | 40 | 75 |  |  | 107 | 100 |
| 7 | 32 |  |  |  |  |  |
| 8 | 28 | 60 |  |  |  |  |
| 9 |  |  |  |  | 93 |  |
| 10 | 45 | 65 | 59 | 65 |  | 79 |
| 11 12 | 14 6 |  | 59 | 65 |  |  |

the frequencies two by two after leaving the first two frequencies results in a repetition of column (ii). Hence, we proceed to combine the frequencies three by three, thus getting column (iv). The combination of frequencies three by three after leaving the first frequency results in column ( $v$ ) and after leaving the first two frequencies results in column (vi).

The maximum frequency in each column is given in black type. To find mode we form the following table:

ANALYSIS TABLE

| Column Number <br> (1) | Maximura Frequency <br> (2) | Value or combination of <br> values of x giving max. <br> frequencyin (2) <br> (3) |
| :---: | :---: | :---: |
| (i) | 45 | 10 |
| (ii) | 75 | 5,6 |
| (iii) | $72 \ldots . . . . . . . . . . . . . . . . . . . . . . .7,7$ |  |
| (iv) | 98 | $4,5,6$, |
| (v) | 107 | $5,6,7$ |
| (vi) | 100 | $6,7,8$ |

On examining the values in column (3) above, we find that the value 6 is repeated the maximum number of times and hence the value of mode' is 6 and not 10 which is an irregular item.

In case of continuous frequency distribution, mode is given by the formula :

$$
\begin{equation*}
\text { Mode }=l+\frac{h\left(f_{1}-f_{0}\right)}{\left(f_{1}-f_{0}\right)-\left(f_{2}-f_{1}\right)}=i+\frac{h\left(f_{1}-f_{0}\right)}{2 f_{1}-f_{0}-f_{2}} \tag{2•7}
\end{equation*}
$$

where $l$ is the lower limit, $h$ the magnitude and $f_{1}$ the frequency of the modal class, $f_{0}$ and $f_{2}$ are the frequencies of the classes preceding and succeeding the modal class respectively.

Derivation of the Mode Formula (2.7). Let us consider the continuous frequency distribution :

$$
\begin{array}{rccccc}
\text { Class: } & x_{1}-x_{2}, x_{2}-x_{3}, \ldots \ldots, x_{k}-x_{k+1}, \ldots . . ., x_{n}-x_{n+1} \\
\text { Frequency: } & f_{1} & f_{2} & \ldots . . & f_{k} & \ldots . \\
f_{n} .
\end{array}
$$

If $f_{k}$ is the maximum of all the frequencies, then the modal class is ( $x_{t}-x_{k+1}$ ).

Let us further consider a portion of the histogram, namely, the rectangles erected on the modal class and the two adjacent classes. The mode is the value of $x$ for which the frequency curve has a maxima. Let the modal point be Q .


From the figure, we have
and

$$
\tan \theta=\frac{L D}{L M}=\frac{N C}{M N}
$$

$$
\tan \phi=\frac{L M}{A L}=\frac{M N}{N B}
$$

$\therefore$

$$
\frac{L M}{M N}=\frac{L D}{N C}=\frac{A L}{N B}=\frac{A L+L D}{N B+N C}=\frac{A D}{B C}
$$

i.e.,
or modal/class. Thus solving for $L M$, we get

$$
L M=\frac{h\left(f_{k}-f_{k-1}\right)}{\left(f_{k}-f_{k+1}\right)+\left(f_{k}-f_{k-1}\right)}=\frac{h\left(f_{k}-f_{k-1}\right)}{2 f_{k}-f_{k-1}-f_{k+1}}
$$

Hence

$$
\begin{aligned}
\text { Mode } & =O Q=O P+P Q=O P+L M \\
& =l+\frac{h\left(f_{k}-f_{k-1}\right)}{2 f_{k}-f_{k-1}-f_{k+1}}
\end{aligned}
$$

Example 2.10. Find the mode for the following distribution :
Class-interval: 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 Frequency : $\begin{array}{lllllllll}5 & 8 & 7 & 12 & 28 & 20 & 10 & 10\end{array}$

Solution. Here maximum frequency is 28 . Thus the class $40-50$ is the modal class. Using ( $2 \cdot 7$ ), the value of mode is given by

$$
\text { Mode }=40+\frac{10(28-12)}{(2 \times 28-12-20)}=40+6.666=46.67 \text { (approx.) }
$$

Example 2.11. The Median and Mode of the following wage distribution are known to be Rs. $33 \cdot 50$ and Rs. 34 respectively. Find the values of $f_{3}, f_{4}$ and $f_{5}$.

| Wages: | $0-10$ | $10-20$ | $20-30$ | $30-40$ | $40-50$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| (in Rs.) |  | 16 | $f_{3}$ | $f_{4}$ | $f_{5}$ |
| Frequency: | 4 | 16 | Total |  |  |
| Wages: | $50-60$ | $60-70$ | 230 |  |  |
| Frequency: | 6 | 4 |  |  |  |

[Gujarat Univ. B.Sc., 1991]
Solution.
CALCULATIONS FOR MODE AND MEDIAN

| Wages <br> (inRs.) | Frequency <br> $(f)$ | Less than <br> c.f. |
| :---: | :---: | :--- |
| $0-10$ | 4 | 4 |
| $10-20$ | 16 | 20 |
| $20-30$ | $f_{3}$ | $20+f_{3}$ |
| $30-40$ | $f_{4}$ | $20+f_{3}+f_{4}$ |
| $40-50$ | $f_{5}$ | $20+f_{3}+f_{4}+f_{5}$ |
| $50-60$ | 6 | $26+f_{3}+f_{4}+f_{5}$ |
| $60-70$ | 4 | $30+f_{3}+f_{4}+f_{5}$ |
| Total | $230=30+f_{3}+f_{4}+f_{5}$ |  |

From the above table, we get

$$
\begin{array}{ll} 
& \Sigma f=30+f_{3}+f_{4}+f_{5}=230 \\
\Rightarrow & f_{3}+f_{4}+f_{5}=230-30=200 \tag{i}
\end{array}
$$

Since median is $33 \cdot 5$, which lies in the class $30-40,30-40$ is the median class. Using the median formula, we get

$$
M d=l+\frac{h}{f}\left(\frac{N}{2}-C\right)
$$

$$
\begin{array}{lrl}
\Rightarrow & 33 \cdot 5 & =30+\frac{10}{f_{4}}\left[115-\left(20+f_{3}\right)\right] \\
\Rightarrow & \frac{33.5-30}{10} & =\frac{95-f_{3}}{f_{4}} \\
\Rightarrow & 0.35 f_{4} & =95-f_{3} \Rightarrow f_{3}=95-0.35 f_{4} \tag{ii}
\end{array}
$$

Mode being 34, the modal class is also 30-40. Using mode formula we get :

$$
\begin{align*}
& 34=30+\frac{10\left(f_{4}-f_{3}\right)}{2 f_{4}-f_{3}-f_{5}} \\
& \Rightarrow \quad \frac{34-30}{10}=\frac{f_{4}+0.35 f_{4}-95}{, 2 \cdot f_{4}-\left(200-f_{4}\right)} \\
& \Rightarrow \quad 0.4=\frac{1.35 f_{4}-95}{3 f_{4}-200} \\
& \Rightarrow \quad 1.2 f_{4}-80=1.35 f_{4}-95 \\
& \Rightarrow \quad f_{4}=\frac{95-80}{1.35-1.20}=\frac{15}{0.15}=100 \tag{iii}
\end{align*}
$$

Substituting in (ii) we get :

$$
f_{3}=95-0.35 \times 100=60
$$

Substituting the values of $f_{3}$ and $f_{4}$ in (i) we get:

$$
\begin{array}{ll} 
& f_{5}=200-f_{3}-f_{4}=200-60-100=40 \\
\text { Hence } & f_{3}=60, f_{4}=100 \text { and } f_{5}=40 .
\end{array}
$$

Remarks. 1. In case of irregularities in the distribution, or the maximum frequency being repeated or the maximum frequency occurring in the very beginning or at the end of the distribution, the modal class is determined by the method of grouping and the mode is obtained by using (2.7).

Sometimes mode is estimated from the mean and the median. For a symmetrical distribution, mean, median and mode coincide. If the distribution is moderately asymmetrical, the mean, median and mode obey the following empirical relationship ( due to Karl Pearson) :

$$
\begin{align*}
& & \text { Mean }- \text { Median } & =\frac{1}{3}(\text { Mean }- \text { Mode }) \\
\Rightarrow & & \text { Mode } & =3 \text { Median }-2 \text { Mean } \tag{2.8}
\end{align*}
$$

2. If the method of grouping gives the modal class which does not correspend to the maximum frequency, i.e., the frequency of modal class is not the maximum frequency, then in some situations we may get, $2 f_{k}-f_{k-1}-f_{k+1}=0$. In such cases, the value of mode can be obtained by the formula :

$$
\text { Mode }=l+\frac{h\left(f_{k}-f_{k-1}\right)}{\left|f_{k}-f_{k-1}\right|+\left|f_{k}-f_{k+1}\right|}
$$

### 2.7.1. Merits and Demerits of Mode

Merits. (i) Mode is readily comprehensible and easy to calculate. Like median, mode can be located in some cases merely by inspection.
(ii) Mode is not at all affected by extreme values.
(iii) Mode can be conveniently located even if the frequency distribution has class-intervals of unequal magnitude provided the modal class and the classes preceding and succeeding it are of the same magnitude. Open-end classes also do not pose any problem in the location of mode.

Demerits. (i) Mode is iH-defined. It is not always possible to find a clearly defined mode. In somi cases, we may come across distributions with two modes. Such distributions are called bi-modal. If a distribution has more than two modes, it is said to be multimodal.
(ii) It is not based upon all the observations.
(iii) It is not capable of further mathematical treatment.
(iv) As compared with mean, mode is affected to a greater extent by fluctuations of sampling.

Uses. Mode is the average to be used to find the ideal size, e.g., in business forecasting, in the manufacture of ready-made garments, shoes, etc.
2.8. Geometric Mean. Geometric mean of a set of $n$ observations is the $n$th root of their product. Thus the geometric mean $G$, of $n$ observations $x_{i}, i=1,2, \ldots, n$ is

$$
\begin{equation*}
G=\left(x_{1}, x_{2}, \ldots . x_{n}\right)^{1 / n} \tag{2....}
\end{equation*}
$$

The computation is facilitated by the use of logarithms. Taking logarithm of both sides, we get

$$
\begin{array}{rlrl} 
& & \log G & =\frac{1}{n}\left(\log x_{1}+\log x_{2}+\ldots+\log x_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} \log x_{i} \\
\therefore & G & =\text { Antilog }\left[\frac{1}{n} \sum_{i=1}^{n} \log x_{i}\right]
\end{array}
$$

In case of frequency distribution $x_{i} \mid f_{i},(i=1,2, \ldots, n)$ geometric mean, $G$ is given by

$$
G=\left[x_{1}^{f_{1}} \cdot x_{2}^{j_{2}} \ldots \ldots x_{n}^{\dot{f}_{4}}\right]^{\frac{1}{N}} \text {, where } N=\sum_{i=1}^{n} f_{i}
$$

Taking logarithms of both sides, we get

$$
\begin{align*}
\log G & =\frac{1}{N}\left(f_{1} \log x_{1}+f_{2} \log x_{2}+\ldots+f_{n} \log x_{n}\right) \\
& =\frac{1}{N} \sum_{i=1}^{n} f_{i} \log x_{i}
\end{align*}
$$

Thus we see that logarithm of $G$ is the arithmetic mean of the logarithms of the given values. From ( $2 \cdot 10 a$ ), we get

$$
G=\operatorname{Antilog}\left(\frac{1}{N} \sum_{i=1}^{n} f_{i} \log x_{i}\right)
$$

In the case of grouped or continuous frequency distribution, $x$ is taken to be the value corresponding to the mid-point of the class-intervals.

## 2.8-1. Merits and Demerits of Geometric Mean

Merits. (i) It is rigidly defined.
(ii) It is based upon all the observations.
(iii) It is suitable fọ further mathematical treatment. If $\boldsymbol{n}_{1}$ and $\boldsymbol{n}_{\mathbf{2}}$ are the sizes, $G_{1}$ and $G_{2}$ the geqometric means of two series respectively, the geometric mean $G$, of the combined series is given by

$$
\begin{equation*}
\log G=\frac{n_{1} \log G_{1}+. n_{2} \log G_{2}}{n_{1}+n_{2}} \tag{2•11}
\end{equation*}
$$

Proof. Let $x_{1 i}\left(i=1,2, \ldots, n_{1}\right)$ and $x_{2 j}\left(j=1,2, \ldots, n_{2}\right)$ be $n_{1}$ and $n_{2}$ items of two series respectively: 'Then by def.,

$$
\begin{aligned}
& G_{1}=\left(x_{11} \cdot x_{12} \ldots x_{1 n 1}\right)^{1 / n_{1}} \Rightarrow \log G_{1}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \log x_{1 i} \\
& G_{2}=\left(x_{21} \cdot x_{22} \ldots x_{2 n 2}\right)^{1 / n_{2}} \Rightarrow \log G_{2}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} \log x_{2 i}
\end{aligned}
$$

The geometric mean $G$ of the combined series is given by

$$
\begin{aligned}
& G=\left(x_{11}, x_{12} \ldots x_{1 n 1} \cdot x_{21} \cdot x_{22} \ldots x_{2 n 2}\right)^{1 /\left(n_{1}+n_{2}\right)} \\
& \therefore \quad \log G=\frac{1}{n_{1}+n_{2}}\left[\sum_{i=1}^{n_{1}} \log x_{1 i}+\sum_{j=1} \log x_{2 j}\right] \\
&=\frac{1}{n_{1}+n_{2}}\left[n_{1} \log G_{1}+n_{2} \log G_{2}\right]
\end{aligned}
$$

The result cañ be easily generalised to more than two series.
(iv) It is not affected much by fluctuations of sampling.
(v) lt gives comparatively more weight to small items.

Demerits. (i) Because of its abstract mathematical character, geometric mean is not easy to understand and to calculate for a non-mathematics person.
(ii) If any one of the observations is zeró, geometric mean becomes zero and if any one of the observations is negative, geometric mean becomes imaginary regardless of the magnitude of the other items.

Uses. Ceometric mean is used -
(i) To find the rate of population growth arid the rate of interest.
(ii) In the construction of.index numbers.

Example 2.12. Show that in finding the arithmetic mean of, a set of readings on thermometer it does not matter whether we measure temperature in Centigrade or Fahrenheit, but that in finding the geometric mean it does, matter which scale we use.
[Patna Univ. B.Sc., 1991]
Solution. Let $C_{1}, C_{2}, \ldots, C_{n}$ be the $n$ readings on the Centigrade thermometer. Then their arithmetic mean $\bar{C}$ is given by :

$$
\bar{C}=\frac{1}{n}\left(C_{1}+C_{2}+\ldots+C_{n}\right)
$$

If $F$ and $C$ be the readings in Fahreṇheit and Centigrade respectively then we have the relation :

$$
\frac{F-32}{180}=\frac{C}{100} \quad \Rightarrow \quad F=32+\frac{9}{5} C
$$

Thus the Fahrenheit equivalents of $C_{i}, C_{2}, \ldots, C_{n}$ are

$$
32+\frac{9}{5} C_{1}, 32+\frac{9}{5} C_{2}, \ldots, 32+\frac{9}{5} C_{n}
$$

respectively.
Hence the arithmetic mean of the readings in Fahrenheit is

$$
\begin{aligned}
\bar{F} & =\frac{1}{n}\left\{\left(32+\frac{9}{5} C_{1}\right)+\left(32+\frac{9}{5} C_{2}\right)+\ldots+\left(32+\frac{9}{5} C_{n}\right)\right\} \\
& =\frac{1}{n}\left\{32 n+\frac{9}{5}\left(C_{1}+C_{2}+\ldots+C_{n}\right)\right\} \\
& =32+\frac{9}{5}\left(\frac{C_{1}+C_{2}+\ldots+C_{n}}{n}\right) \\
& =32+\frac{9}{5} \bar{C} .
\end{aligned}
$$

which is the Fahrenheit equivalent of $\bar{C}$.
Hence in finding the arithmetic mean of a set of $n$ readings on a thermoneter, it is immaterial whether we measure temperature in Centigrade or Fahrenheit.

Geometric mean $G$, of $n$ readings in Centigrade is

$$
G=\left(C_{1} \cdot C_{2} \ldots C_{n}\right)^{1 / n}
$$

Geometric mean $G_{1}$, (say), of Fahrenheit equivalents of $C_{1}, C_{2}, \ldots, C_{n}$ is

$$
G_{1}=\left\{\left(32+\frac{9}{5} C_{1}\right)\left(32+\frac{9}{5} C_{2}\right) \ldots\left(32+\frac{9}{5} C_{n}\right)\right\}^{1 / n}
$$

which is not equal to Fahrenheit equivalent of $G$, viz.,

$$
\left\{\frac{9}{5}\left(C_{1} \cdot C_{2} \ldots C_{n}\right)^{1 / n}+32\right\}
$$

Hence. in finding the geometric mean of the $\boldsymbol{n}$ readings on a thermometer, the scale,(Centrigrade or Fahrenheit) is important.
2.9. Harmonic Mean. Harmonic mean of a number of observations is the reciprocal of the anithmetic mean of the reciprocals of the given values. Thus, harmonic mean $H$, of $n$ observations $x_{i}, i=1,2, \ldots, n$ is

$$
\begin{equation*}
H=\frac{1}{\frac{1}{n} \sum_{i=1}^{n}\left(1 / x_{i}\right)} \tag{2•12}
\end{equation*}
$$

In case of frequency distribution $x_{i} \mid f_{i},(i=1,2, \ldots, n)$,

$$
H=\frac{1}{\frac{1}{N} \sum_{i=1}^{n}\left(f_{i} / x_{i}\right)},\left[N=\sum_{i=1}^{n} f_{i}\right]
$$

### 2.9.1. Merits and Demerits of Harmonic Mean

Merits. Harmonic mean is rigidly defined, based upon all the observations and is suitable for further mathematical treatment. Like geometric mean, it is not affected much by fluctuations of sampling. It gives greater importance to small items and is useful only when small items have to be given a greater weightage.

Demerits. Harmonic mean is not easily understood and is difficult to compute.
Example 2.13. A cyclist pedals from his house to his college at a speed of 10 m.p.h. and back from the college to his house at $15 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. Find the average speed.

Solution. Let the distance from the house to the college be $x$ miles. In going from house to college, the distance ( $x$ miles) is covered in $\frac{x}{10}$ houls, while in coming from college to house, the distance is covered in $\frac{x}{15}$. hours. Thus a total ${ }^{1}$ distance of $2 x$ miles is covered in $\left(\frac{x}{10}+\frac{x}{15}\right)$ hours.

$$
\begin{aligned}
\text { Hence average speed } & =\frac{\text { Total distance travelled }}{\text { Total time taken }}=\frac{.2 x}{\left(\frac{x}{10}+\frac{x}{15}\right)} \\
& =\frac{2}{\left(\frac{1}{10}+\frac{1}{15}\right)}=12 \mathrm{~m} . \text { p.h. }
\end{aligned}
$$

Remark. 1. In this case.the average speed is given by the harmonic mean of 10 and 15 and not by the airthmetic mean.

Rather, we have the following general result :
If equal distances are covered (travelled) per unit of time with speeds equal to $V_{1}, V_{2}, \ldots, V_{n}$, say, then the average speed is given by the harìonic mean of $V_{1}, V_{2}, \ldots, V_{n}$, i.e.,

$$
\text { Average speed }=\frac{n}{\left(\frac{1}{V_{1}}+\frac{1}{V_{2}}+\ldots+\frac{1}{V_{n}}\right)}=\frac{n}{\Sigma\left(\frac{1}{V}\right)}
$$

Proof is left as an exercise to the reader.

Hint. Speed $=\frac{\text { Distance }}{\text { Time }} \Rightarrow$ Time $=\frac{\text { Distance }}{\text { Speed }}$
Average Speed $=\frac{\text { Total distance travelled }}{\text { Total time taken }}$
2. Weighted Harmonic Mean. Instead of tixed (constant) distance being travelled with varying speed, let us now suppose that different distances, say, $S_{1}, S_{2}, \ldots, S_{n}$, are travelled with different speeds, say, $V_{1}, V_{2}, \ldots, V_{n}$ respectively. In that case, the average speed is given by the weighted harmonic mean of the speeds, the weights being the corresponding distances travelled, i.e.,

$$
\text { Áverage speed }=\frac{S_{1}+S_{2}+\ldots+S_{n}}{\left(\frac{S_{1}}{V_{1}}+\frac{S_{2}}{V_{2}}+\ldots+\frac{S_{n}}{V_{n}}\right)}=\frac{\Sigma S}{\Sigma\left(\frac{S}{V}\right)}
$$

Example 2.14. You can take a trip which entails travelling 900 km . by train at an average speed of 60 km . per hour, 3000 km . by boat at an average of 25 km . p.h., 400 km . by plane at 350 km . per hour and finally 15 km . by taxi at 25 km . per hour. What is your average speed for the entire distance?

Solution. Since different distances are covered with varying speeds, the required a verage speed for the entire distance is given by the weighted harmonic mean of the speeds (in km.p.h.), the weights being the corresponding distances covered (in kms.).

| COMPUTATION OF WEIGHTED H. M. |  |  |
| :---: | :---: | :---: |
| Speed <br> (km. / hr.) X | Distance <br> (in km.) W | W/X |
| 60 | 900. | 15.00 |
| 25 | 3000 | 120.00 |
| 3.50 | 400 | 1.43 |
| 25 | 15 | 0.60 |
| Total | $\Sigma W=4315$ | $. \Sigma(W / X)=137.03$ |

Average spced
2.10. Selection of an Average. From the preceding discussion it is evident that no single average is suitable for all practical purposes. Each one of the average has its own merits and demerits and thus its own particular ficld of importance and utility. We cannot use the averages indiscriminately. A judicious selection-of the average depending on the nature of the data and the purpose of the enquiry is essential for sound statistical analysis. Since arithmetic mean satisfies all the propertics of an ideal average as laid down by Prof. Yule, is familiar to a layman and further bas wide applications in statistical theory at large, it may be regarded as the best of all the averages. '

2-11. Partition Values. These are the values which divide the series into a number of equal parts.

The three points which divide the series into four equal parts are called quartiles. The first, second and third points are known as the first, second and third quartiles respectively. The first quartile, $Q_{1}$, is the value which exceed $25 \%$ of the observations and is exceeded by $75 \%$ of the observations. The second quartile, $Q_{2}$, coincides with median. The third quartile, $Q_{3}$, is the point which has $75 \%$ observations before it and $25 \%$ observations after it.

The nine points which divide the series into ten equal parts are called deciles whereas percentiles are the ninety-nine points which divide the series into hundred equal parts. For example. $D_{7}$, the seventh decile, has $70 \%$ observations before it and $P_{47}$, the forty-seventh percentile, is the point which exceed $47 \%$ of the observations. The methods of computing the partition values are the same as those of locating the median in the case of both discrete and continuous distributions.

Example 2.15. Eight coins were tossed together and the number of heads resulting was noted. The operation was repeated 256 times and the frequencies ()) that were obtained for different values of $x$, the number of heads, are shown in the following table. Calculate median, quartiles, 4th decile and 27th precentile.

| $x:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $f:$ | 1 | 9 | 26 | 59 | 72 | 52 | 29 | 7 | 1 |
| Solution. |  |  |  |  |  |  |  |  |  |
| $\quad x:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $f:$ | 1 | 9 | 26 | 59 | 72 | 52 | 29 | 7 | 1 |
| c.f. : | 1 | 10 | 36 | 95 | 167 | 219 | 248 | 255 | 256 |

Median : Here $N / 2=256 / 2=128$. Cumulative frequency (c.f.) just greater than 128 is 167 . Thus, median $=4$.
$Q_{1}:$ Here $N / 4=64$. c.f. just greater than 64 is 95 . Hence, $Q_{1}=3$.
$Q_{3}:$ Here $3 N / 4=192$ and $c . f$. just greater than 192 is 219 . Thus $Q_{3}=5$.
$D_{4}: \frac{4 N}{10}=4 \times 25.6=102.4$ and $c . f$. just greater than 102.4 is 167 . Hence $D_{4}=4$.
$P_{27}: \frac{27 N}{100}=27 \times 2.56=69.12$ and $c . f$. just greater than 69.12 is 95 . Hence $P_{2}=3$.
2.11.1. Graphical Location of the Partition Values. The partition values, viz., quartiles, deciles and percentiles, can be conveniently located with the help of a curve called the 'cumulative frequency curve' or 'Ogive'. The procedure is illustrated below.

First form the cumulative frequency table. Take the class intervals (or the variate values) along the $x$-axis and plot the corresponding cumulative frequencies along the $y$-axis against the upper limit of the class interval (or against the variate value in the case of discrete frequency distribution). The curve obtained on joining
the points so obtained by means of free hand drawing is called the cumulative frequency curve or ogive. The graphical lucation of partition values from this curve is explained below by means of an example.

Example 2.16. Draw the cumulative frequency curve for the following distribution showing the number of marks of 59 students in Statistics.


Solution.

| Marks-group | No. of Students | Less than <br> c.f. | More than <br> c.f. |
| :---: | :---: | :---: | :---: |
| $0-10$ | 4 | 4 | 59 |
| $10-20$ | 8 | 12 | 55 |
| $20-30$ | 11 | 23 | 47 |
| $30-40$ | 15 | 38 | 36 |
| $40-50$ | 12 | 50 | 21 |
| $50-60$ | 6 | 56 | 9 |
| $60-70$ | 3 | 59 | 3 |

Taking the marks-group along $t$-axis and $c . f$. along $y$-axis, we plot the cumulative frequencies, viz., $4,12,23, \ldots, 59$ against the upper limits of the corresponding classes, viz., 10,$20 ; \ldots, 70$ respectively. The smooth curve obtained on joining these points is called ogive or more particularly 'less than' ogive.


If we plot the 'more than' cumulative frequencies, viz., $59,55, \ldots, 3$ against the lower limits of the corresponding classes, viz., $0,10, \ldots ; 60$ and join the points by a smooth curve, we get cumulative frequency curve which is also known as ogive or more particularly "more than" ogive.

To locate graphically the value of median, mark a point corresponding to , $N / 2$ along $y$-axis. At this point draw a line parallel to $x$-axis meeting the ogive at the point ' $A$ ' (say). From ' $A$ ' draw a line prependicular to $x$-axis meeting it in ' $M$ ' (say). Then abscissa of ' $M$ ' gives the value of median.

To locate the values of $Q_{1}$ (or $Q_{3}$ ), we mark the points along $y$-axis corresponding to $N / 4$ (or $3 N / 4$ ) and proceed exactly similarly.

In the above example, we get from ogive
Median=34.33, $Q_{1}=22 \cdot 50$, and $Q_{3}=45 \cdot 21$.
Remarks. 1. The median can also be located as follows :
From the point of intersection of 'less than' ogive and 'more than' ogive, draw perpendicular to $O X$. The abscissa of the point so obtained gives median.
2. Other partition values, viz., deciles and percentiles, can be similar!y located from 'ogive'.

## EXERCISE

1. (a) What are grouped and ungrouped frequency distributions? What are their uses? What are the considerationș that one has to bear in mind while forming the frequency distribution?
(b) Explain the method of constructing Histogram and Frequency Polygon. Which; out of these two, is better representative of frequencies of $(i)$ a particular group, and (ii) whole group.
2. What are the principles governing the choice of :
(i) Number of class intervals,
(ii) The length of the class interval,
(iii) The mid-point of the class interval.
3. Write short notes on :
(i) Frequency distribution,
(ii) Histogram, frequency polygon and frequency curve,
(iii) Ogive.
4. (a) What are the properties of a good average? Examine these properties with reference to the Arithmetic Mean, the Geometric Mean and the Harmonic Mean, and give an example of situations in which each of them can be the appropriate measure for the average.
(b) Compare mean, median and mode as measures of location of a distribu: tion.
(c) The mean is the most common measure of central tendency of the data. It satisfies almost all the requirements of a good average. The median is also an average, but it does not statisfy all the requirements of a good average. However, it carries certain merits and hence is useful in particular fields. Critically examine both the averages.
(d) Describe the different measures of central tendency of a frequency distribution, mentioning their merits and demerits.
5. Define (i) arithmetic mean, (ii) geometric mean and (iii) harmonic mean of grouped and ungrouped data. Compare and contrast the merits and demerits of them. Show that the geometric mean is capable of further mathematical treatment.
6. (a) When is an average a meaningful statistics? What are the requisites of a statisfactory average? In this light compare the relative merits and demerits of three well-known averages.
(b) What are the chief measures of central tendency? Discuss their merits.
7. Show that (i) Sum of deviations about arithmetic mean is zero.
(ii) Sum of absolute deviations abodt median is least.
(iii) Sum of the squares of deviations about arithmetic mean is least.
8. The following numbers give the weights of 55 students of a class. Prepare a suitable frequency table.

| 42 | 74 | 40 | 60 | 82 | 115 | 41 | 61 | 75 | 83 | 63 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 53 | 110 | 76 | 84 | 50 | 67 | 65 | 78 | 77 | 56 | 95 |
| 68 | 69 | 104 | 80 | 79 | 79 | 54 | 73 | 59 | 81 | 100 |
| 66 | 45 | 77 | 90 | 84 | 76 | 42 | 64 | 69 | 70 | 80 |
| 72 | 50 | 79 | 52 | 103 | 96 | 51 | 86 | 78 | 94 | 71 |

(i) Draw the histogram and frequency polygon of the above data.
(ii) For the above weights, prepare a cumulative frequency table and draw the less than ogive.
9. (a) What are the points to be bome in mind in the formation of frequency table?
Choosing appropriate class-intervals, form a frequency table for the following data:

| 10.2 | 0.5 | 5.2 | 6.1 | 3.1 | 6.7 | 8.9 | 7.2 | 8.9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 5.4 | 3.6 | 9.2 | 6.1 | 7.3 | 2.0 | 1.3 | 6.4 | 8.0 |
| 4.3 | 4.7 | 12.4 | 8.6 | 13.1 | 3.2 | 9.5 | 7.6 | 4.0 |
| 5.1 | 8.1 | 1.1 | 11.5 | 3.1 | 6.8 | 7.0 | 8.2 | 2.0 |
| 3.1 | 6.5 | 11.2 | 12.0 | 5.1 | 10.9 | $11 \cdot 2$ | 8.5 | 2.3 |
| .3 .4 | 5.2 | 10.7 | 4.9 | 6.2 |  |  |  |  |

(b) What are the considerations one has to bear in mind while forming a frequency distribution?

A sample consists of 34 observations recorded correct to the nearest integer, ranging in value from 291 to 337 . If it is decided to use seven classes of width 20 integers and to begin the first class at 199.5, find the class limits and class marks of the seven classes.
(c) The class marks in a frequency table (of whole numbers) are given to be $5,10,15,20,25,30,35,40,45$ and 50 . Find out the following:
(i) the true classes.
(ii) the true class limits.
(iii) the true upper class limits.
10. (a) The following table shows the distribution of the number of students per teacher in 750 colleges :-

| Students : 1 | 4 | 7 | 10 | 13 | 16 | 19 | 22 | 25 | 28 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | Frequency: 7 $7 \quad 46 \quad 165105189$

Draw the histogram for the data and superimpose on it the frequency polygon.
(b) Draw the histogram and frequency curve for the following data.

Monthly wages

| in Rs. | $10-13$ | $13-15$ | $15-17$ | $17-19$ | $19-21$ | $21-23$ | $23-25$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| workers | 6 | 53 | 85 | 56 | 21 | 16 | 8 |

$\begin{array}{llllllll}\text { No. of workers } & 6 & 53 & 85 & 56 & 21 & 16 & 8\end{array}$
(c) Draw a histogram for the following data:
$\begin{array}{ccccccc}\text { Age (in years): } & 2-5 & 5-11 & 11-12 & 12-14 & 14-15 & 15-16\end{array}$
11. (a) Three people $A, B, C$ were given the job of finding the average of 5000 numbers. Each one did his own simplification. A's method: Divide the sets into sets of 1000 each, calculate the average in each set and then calculate the average of these averages. B's method : Divide the set into 2,000 and 3,000 numbers, take average in each set and then take the average of the averages. $C$ 's method :500 numbers were unities. He averaged all other numbers and then added one. Are these methods correct?

Ans. Correct, nòt correct, not correct.
(b) The total sale (in '000 rupees) of a particular item in a shop, on 10 consecutive days, is reported by a clerk as, $35 \cdot 00,29 \cdot 60,38 \cdot 00,30 \cdot 00,40 \cdot 00,41 \cdot 00$, $42 \cdot 00,45 \cdot 00,3 \cdot 60,3 \cdot 80$. Calculate the average. Later it was found that there was a number 10.00 in the machine and the reports of 4 th to 8 th days were 10.00 more than the true values and in the last 2 days he put a decimal in the wrong place thus for example 3.60 was really 36.0 . Calculate the true mean value.

Ans. 30.8, $32 \cdot 46$.
12. (a) Given below is the distribution of 140 candidates obtaining marks $X$ or higher in a certain examination (all marks are given in whole numbers) :

| X: | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | $100 \cdot$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| c.f. | 140 | 133 | 118 | 100 | 75 | 45 | 25 | 9. | 2 | 0 |

Calculate the mean, median and mode of the distribution. Hint.

| Class | Frequency <br> $(f)$ | Class <br> houndaries | Mid <br> value | c.f. <br> (less than) |
| :---: | ---: | :---: | :---: | :---: |
| $10-19$ | $140-133=7$ | $9.5-19.5$ | 14.5 | 7 |
| $20-29$ | $133-118=15$ | $19.5-29.5$ | 24.5 | 22 |
| $30-39$ | $118-100=18$ | $29.5-39.5$ | 34.5 | 40 |
| $40-49$ | $100-75=25$ | $39.5-49.5$ | 44.5 | 65 |
| $50-59$ | $75-45=30$ | $49.5-59.5$ | 54.5 | 95 |
| $60-69$ | $45-25=20$ | $59.5-69.5$ | 64.5 | 115 |
| $70-79$ | $25-9=16$ | $69.5-79.5$ | 74.5 | 131 |
| $80-89$ | $9-2=7$ | $79.5-89.5$ | 84.5 | 138 |
| $90-99$ | $2-0=2$ | $89.5-99.5$ | 94.5 | 140 |

$$
\begin{gathered}
\text { Mean }=54.5+\frac{10 \times(-53)}{140}=50.714 \\
\text { Median }=49.5+\frac{10}{30}\left(\frac{140}{2}-65\right)=51.167
\end{gathered}
$$

(b) The four parts of a distribution are as follows :

| Part | Frequency | Mean |
| :---: | :---: | :---: |
| 1 | 50 | 61 |
| 2 | 100 | 70 |
| 3 | 120 | 80 |
| -4 | 30 | 83 |

Find the mean of the distribution.
(Madurai Univ. B.Sc., 1988)
13. (a) Define a 'weighted mean'. If several sets of observations are combined into a single set, show that the mean of the combined set is the weighted mean of several sets.
(b) The weighted geometric mean of three numbers 229,275 and 125 is 203 The weights for the first and second numbers are 2 and 4 respectively. Find the weight of third. Ans. 3.
14. Define the weighted arithmetic mean of a set of numbers. Show that it is unaffecied if all weights are multiplied by some common factor.

The following table shows some data collected for the regions of a country:

| Region | Number of inhabitants <br> (million) | Percentage of <br> literates | Average annual <br> income per <br> person(Rs.) |
| :---: | :---: | :---: | :---: |
| A | 10 | 52 | 850 |
| $B$ | 5 | 68 | 620 |
| $C$ | 18 | 39 | 730 |

Obtain the overall figures for the three regions taken together. Prove the formulae you use.
[Calcutta Univ. B.A.(Hons.), 1991]
15. Draw the Ogives and hence estimate the median.

| Class | $0-9$ | $10-19$ | $20-29$ | $30-39$ | $40-49$ | $50-59$ | $60-69$ | $70-79$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | 8 | 32 | 142 | 216 | 240 | 206 | 143 | 13 |

16. The following data relate to the ages of a group of workers in a factory.

| Ages | No. of workers | Ages | No. of workers |
| :---: | :---: | :---: | :---: |
| $20-25$ | 35 | $40-45$ | 90 |
| $25-30$ | 45 | $45-50$ | 74 |
| $30-35$ | 70 | $50-55$ | 51 |
| $35-40$ | 105 | $55-60$ | 30 |

Draw the percentage cumulative curve and find from the graph the number of workers between the ages 28-48.
17. (a) The mean of marks obtained in an examination by a group of 100 students was found to be 49.96. The mean of the marks obtained in the same examination by another group of 200 students was $52 \cdot 32$. Find the mean of the marks obtained by both the groups of students taken together.
(b) A distribution consists of three components with frequencies 300, 200 and 600 having their means 16,8 and 4 respectively. Find the mean of the combined distribution.
(c) The mean marks got by 300 students in the subject of Statistics are 45 . The mean of the top 100 of them was found to be 70 and the mean of the last 100 was known to be 20 . What is the mean of the remaining 100 students?
(d) The mean weight of 150 students in a certain class is 60 kilograms. The mean weight of boys in the class is 70 kilograms and that of the girls is 55 kilograms.

Find the number of boys and number of girls in the class.
Ans. (a) 51.53,
(b) 8 ,
(c) 45 ,
(d) Boys $=50$, Girls $=100$.
18. From the following data, calculate the percentage of workers getting -wages
(a) more than Rs. 44, (b) between Rs. 22 and Rs. 58, (c) Find $Q_{1}$ and $Q_{3}$.

| Wages (Rs.) | $0-10$ | $10-20$ | $20-30$ | $30-40$ | $40-50$ | $50-60$ | $60-70$ | $70-80$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of workers | 20 | 45 | 85 | 160 | 70 | 55 | 35 | 30 |

Hint. Assuming that frequencies are uniformly distributed over the entire interval,
(a) Number of persons with wages more than Rs. 44 is

$$
\left(\frac{50-44}{10} \times 70\right)+55+35+30=162
$$

Hence the percentage of workers getting over Rs. 44 is

$$
=\frac{162}{500} \times 100=32.4 \%
$$

(b) Percentage of workers getting wages between Rs. 22 ind Rs. 58 is

$$
\left[\left(\frac{30-22}{10} \times 85\right)+160+70+\left(\frac{58-50}{10} \times 55\right)\right] \times 100+500=68.4 \%
$$

19. For the two frequency distributions give below the mean calculated from the first was 25.4 and that from the second was $32 \cdot 5$. Find the values of $x$ and $y$.

| Class | Distribution I <br> Frequency | Distributión II <br> Frequency |
| :---: | :---: | :---: |
| $10-20$ | 20 | 4 |
| $20-30$ | 15 | 8 |
| $30-40$ | 10 | 4 |
| $40-50$ | $x$ | $2 x$ |
| $50-60$ | $y$ | $y$ |

Ans. $x=3, y=2$
20. A number of particular articles has been classified according to their weights. After drying for two weeks the same articles have again been weighted and similarly classified. It is known that the median weight in the first weighing was 20.83 oz . while in the second weighing it was 17.35 oz . Some frequencies a and $b$ in the first weighing and $x$ and $y$ in the second are missing. It is known that $a=\frac{1}{3} x$ and $b=\frac{1}{2} y$. Find out the values of the missing frequencies.

| Class | Frequencies |  | Class | Frequencies |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1st weighing | Ind weighing |  | 1st weighing | Ind weighing |  |
| $0-5$ | $a$ | $x$ | $15-20$ | 52 | 50 |
| $5-10$ | $b$ | $y$ | $20-25$ | 75 | 30 |
| $10-15$ | 11 | 40 | $25-30$ | 22 | 28 |

Hint. We have $x=3 a, y=2 b$,
$N_{1}=$ Total frequency in 1st weighing $=160+a+b$.
$N_{2}=$ Total frequency in 2 nd weighing $=148+x+y=148+3 a+2 b$.
Using Median formula, we shall get

$$
\begin{array}{ccrl} 
& 20.83 & =20+\frac{5}{75}\left[\frac{N_{1}}{2}-(63+a+b)\right] \\
\Rightarrow & 15(20.83-20) & =\frac{160+a+b}{2}-(63+a+b) \\
\Rightarrow & & 12.45=17-\frac{a+b}{2} \\
\Rightarrow & & a+b=2(17-12-45)=9 \cdot 10 \approx 9 \tag{}
\end{array}
$$

Since $a$ and $b$, being frequencies are integral valued, $a+b$ is also integral valued. Now the median of 2 nd weighing gives:

$$
\begin{array}{ll} 
& 17.35=15+\frac{5}{50}\left[\frac{148+3 a+2 b}{2}-(40+x+y)\right] \\
\Rightarrow & : 0 \times 2.35=74+\frac{3 a+2 b}{2}-40-3 a-2 r \\
\Rightarrow & \quad \frac{3 a+2 b}{2}=34-23.5=10.5 \\
\Rightarrow & 3 a+2 b=21 \tag{*i}
\end{array}
$$

Multiplying (*) by 3, we get

$$
\begin{equation*}
3 a+3 b=27 \tag{***}
\end{equation*}
$$

Subtracting (**) from (***), we get $b=6$. Substituting in (*), we get $a=9-6=3$.

$$
\therefore \quad a=3, b=6 ; x=3 a=9, y=2 b=12 \text {. }
$$

Frequency Distributions And Measures Of Central Tendency
21. From the following table showing the wage distribution in a certain factory, determine :
(a) the mean wage,
(b) the median wage,
(c) the modal wage,
(d) the wage limits for the middle $50 \%$ of the wage earners,
(e) the percentages of workers who earned between Rs. 75 and Rs. 125.
(f) the percentage who earned more than Rs. 150 per week, and
(g) the percentage who earned less than Rs. 100 per week.

| Weekly wages <br> (Rs.) | No. of employees | Weekly wages <br> (Rs.) | No. of employees |
| :---: | :---: | :---: | :---: |
| $20-40$ | 8 | $120-140$ | 35 |
| $40-60$ | 12 | $140-160$ | 18 |
| $60-80$ | 20 | $160-180$ | 7 |
| $80-100$ | 30 | $180-200$ | 5 |
| $100-120$ | 40 |  |  |

Ans. (a) $\bar{X}=108.5$, (b) Med. $=108.75$, (c) $\mathrm{Mo}=118 \cdot 3$, (d) $81 \cdot 25,129.3$ (e) 48, (f) 12, (g) 40.
22. (a) Explain how the ogives are drawn for any frequency distribution. Point out the method of finding out the values of median, mode, quartiles, deciles and percentiles graphically. Also, write down the formula for the computation of each of them for any frequency distribution.
(b) The following table gives the frequency distribution of marks in a class of 65 students.

| Marks | No. of Students | Marks | No. of students |
| :---: | :---: | :---: | :---: |
| $0-4$ | 10 | $14-18$ | 5 |
| $4-8$ | 12 | $18-20$ | 3 |
| $8-12$ | 18 | $20-25$ | 4 |
| $12-14$ | 7 | 25 and over | 6 |
| Total |  |  | 65 |

Calculate: (i) Upper and lower quartiles.
(ii) No. of students who secured marks more than 17.
(iii) No. of students who secured marks between 10 and 15.
(c) The following table shows the age distribution of heads of families in a certain country during the year 1957. Find the median, the third quartile and the second decile of the distribution. Check your results by the graphical method. Age of head of family
years Under 25 25-29 30-34 35-44 45-54 5 55-64 65-74 above 74 Number

| (million) | 2.3 | 4.1 | 5.3 | 10.6 | 9.7 | 6.8 | 4.4 | 1.8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Ans. $\mathrm{Md}=45.2$ yrs.; $Q_{3}=57.5$ yrs.; $L_{2}=32.5$ yrs.
23. The following data represent travel expenses (other than transportation) for 7 trips made during November by a salesman for a small firm :

| Trip | Days | Expense <br> $($ Rs. $)$ | Expense per day <br> (Rs.) |
| :---: | :---: | :---: | :---: |
| 1 | 0.5 | 13.50 | 27 |
| 2 | 2.0 | 12.00 | 6 |
| 3 | 3.5 | 17.50 | 5 |
| 4 | 1.0 | 9.00 | 9 |
| 5 | 9.0 | 27.00 | 3 |
| 6 | 0.5 | 9.00 | 18 |
| 7 | 8.5 | 17.00 | 2 |
| Total | 25.0 | 105.00 | 70 |

'An auditor criticised these expenses as excessive, asserting that the average expense per day is Rs. 10 (Rs. 70 divided by 7). The salesman replied that the average is only Rs. 4.20 (Rs. 105 divided by 25) and that in any event the median is the appropriate measure and is only Rs. 3. The auditor rejoined that the arithmetic mean is the appropriate measure, but that the median is Rs. 6.

You are required to :
(a) Explain the proper interpretation of each of the four averages mentioned.
(b) Which average seems appropriate to you?
24. (a) Define Geometric and Harmonic means and explain their uses in statistical analysis.

You take a trip which entails travelling 900 miles by train at an average speed of $60 \mathrm{~m} . \mathrm{p} . \mathrm{h} ., 300$ miles by boat at an average of $25 \mathrm{~m} . \mathrm{p} . \mathrm{h} ., 400$ miles by plane at $350 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. and finally 15 miles by taxi at $25 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. What is your speed for the entire distance?
(b) A train runs 25 miles at a speed of $30 \mathrm{~m} . \mathrm{p} . \mathrm{h}$., another 50 miles at a speed of $40 \mathrm{~m} . \mathrm{p} . \mathrm{h}$., then due to repairs of the track travels for 6 minutes at a speed of 10 m.p.h. and finally covers the remaining distance of 24 miles at a speed of 24 m.p.h. What is the average speed in m.p.h.?
(c) A man motors from $A$ to $B$. A large part of the distance is uphill and he gets a mileage of only 10 per gallon of gasoline. On the return trip he makes 15 miles per gallon. Find the harmonic mean of his mileage. Verify the fact that this is the proper average to be used by assuming that the distance from $A$ to $B$ is 60 miles.
(d) Calculate the average speed of a car running at the rate of $15 \mathrm{~km} . \mathrm{p} . \mathrm{h}$. during the first 30 kms ., at 20 km .p.h. during the second 30 kms . and at 25 kmp .h. during the third 30 kms .
25. The following table shows the distribution of 100 families according to their expenditure per week. Number of families corresponding to expenditure groups Rs. $(10-20)$ and Rs. $(30-40)$ are missing from the table. The median and
mode are given to be Rs. 25 and 24 Calculate the missing frequencies and then arithmetic mean of the data :
Expenditure :
No. of families :
$0-10$
14
10-20
?
20-30
27

| $30-40$ | $40-50$ |
| :---: | :---: |
| $?$ | 15 |

Hint.

| Expenditure | No. of Families | Cumulative frequencies |
| :---: | :---: | :---: |
| $0-10$ | 14 | 14 |
| $10-20$ | $f_{1}$ | $14+f_{1}$ |
| $20-30$ | 27 | $41+f_{1}$ |
| $30-40$ | $f_{2}$ | $41+f_{1}+f_{2}$ |
| $40-50$ | 15 | $56+f_{1}+f_{2}$ |

$\therefore \quad 25=20+\frac{\frac{56+f_{1}+f_{2}}{2 \cdot}-\left(14+f_{1}\right)}{27} \times 10$
and

$$
24=20+\frac{27-f_{1}}{2 \times 27-f_{1}-f_{2}} \times 10
$$

Simplying these equations, we get

$$
\begin{aligned}
f_{1}-f_{2} & =1 \\
3 f_{1}-2 f_{2} & =27 .
\end{aligned}
$$

and
Ans. 25, 24
26. (a) The numbers $3 \cdot 2,5 \cdot 8,7.9$ and 4.5 have frequencies $x,(x+2),(x-3)$ and $(x+6)$ respectively. If their arithmetic mean is 4.876 , find the value of $x$.
(b) If $M_{g . x}$ is the geometric mean of $N x$ 's amd $M_{8, y}$ is the geometric mean of $\mathrm{N} y$ 's, then the geometric mean $M_{z}$ of the 2 N values is given by

$$
M_{g}{ }^{2}=M_{g, x} M_{z, y}
$$

(Nagpur Univ. B.Sc., 1990)
(c) The weighted geometric mean of the three numbers 229,275 and 125 is 203. The weights for the first and the second numbers are 2 and 4 respectively. Find the weight of the third. Ans. 3.
27. The geometric mean of 10 observations on a certain variable was calculated as $\mathbf{1 6 \cdot 2}$. It was later discovered that one of the observations was wrongly recorded as 12.9; in fact it was 21.9. Apply appropriate correction and calculate the correct geometric mean.

Hint. Correct value of the geometic mean, $G^{\prime}$ is given by

$$
G^{\prime}=\left(\frac{(16.2)^{10} \times 21.9}{12.9}\right)^{1 / 10}=17.68
$$

28. A variate takes the values $a, a r, a r^{2}, \ldots, a r^{n-1}$ each with frequency iunity. If $A, G$ and $H$ are respectively the arithmetic mean, geometric mean and harmonic mean, show that

$$
A=\frac{a\left(1-r^{n}\right)}{n(1-r)}, G=a r^{(n-1) / 2}, H=\frac{a n(1-r) r^{n-1}}{\left(1-r^{n}\right)}
$$

Prove that $G^{2}=A H$. Prove also that $A>G>H$ unless $r=1$, when all the three means coincide.
29. If $\bar{x}_{1}=\frac{1}{n} \sum_{i=1}^{n} x_{i}, \bar{x}_{2}=\frac{1}{n} \sum_{i=2}^{n+1} x_{i}$ and $\bar{x}_{3}=\frac{1}{n} \sum_{i=3}^{n+2} x_{i}$
then show that
(a) $\bar{x}_{2}=\bar{x}_{1}+\frac{1}{n}\left(x_{n+1}-x_{1}\right)$, and (b) $\bar{x}_{3}=\bar{x}_{2}+\frac{1}{n}\left(x_{n+2}-x_{2}\right)$
30. A distribution $x_{1}, x_{2}, \ldots, x_{n}$ with frequencies $f_{1}, f_{2} \ldots, f_{n}$ transformed into the distribution $X_{1}, X_{2}, \ldots, X_{n}$ with the same corresponding frequencies by the relation $X_{\mathrm{r}}=a x_{\mathrm{r}}+b$, where $a$ and $b$ are constants. Show that the mean, inedian and mode of the new distribution are given in terms of those of the first distribution by the same transformation.
[Kanpur Univ. B.Sc., 1992]
Use the method indicated above to find the mean of the following distribution: $x$ (duration of telephone conversation in seconds)
$49 \cdot 5,149 \cdot 5,249 \cdot 5,349 \cdot 5,449 \cdot 5,549 \cdot 5,649 \cdot 5,749 \cdot 5,849 \cdot 5,949.5$ $f$ (respective frequency)
$\begin{array}{llllllllll}6 & 28 & 88 & 180 & 247 & 260 & 132 & 48 & 11 & 5\end{array}$
31. If $\bar{x}_{w}$ is the weighted mean of $x_{i}$ 's with weights $w_{i}$, prove that

$$
\left(\sum_{i=1}^{n} w_{i}\right)\left(\sum_{i=1}^{n} w_{i}\left(x_{i}-\bar{x}_{w}\right)^{2}\right)=\sum_{i=1}^{n} \sum_{j>i}^{n} w_{i} w_{j}\left(x_{i}-x_{j}\right)^{2}, \text { where } \sum_{i=1}^{n} w_{i} \neq 0 .
$$

(Allahabad Univ. B.Sc., 1992)
Hint. $\left[\sum_{i=1}^{n}, \sum_{j>i} w_{i} w_{j}\left(x_{i}-x_{j}\right)^{2}=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=i}^{n} w_{i} w_{j}\left(x_{i}-x_{j}\right)^{2}\right.$

$$
\left.=\frac{1}{2} \sum_{i=1}^{n}, \sum_{j=i}^{n} w_{i} w_{j}\left\{\left(x_{i}-\bar{x}_{w}\right)-\left(x_{j}-\bar{x}_{w}\right)\right\}^{2}\right] .
$$

32. In à frequency table, the upper boundary of each class interval has a constant ratio to the lower boundary. Show that the geometric mean $G$ may be expressed by the formula :

$$
\log G=x_{o}+\frac{c}{N} \sum_{i} f_{i}(i-1)
$$

where $x_{\bar{\gamma}}$ is the logarithm of the mid-value of the first interval and $c$ is the logarithm of the ratio between upper and lower boundaries.
[Delhi Univ. B.Sc. (Stat. Hons.), 1990, 1986]
33. Find the minimum value of:
(i) $f(x)=(x-6)^{2}+(x+3)^{2}+(x-8)^{2}+(x+4)^{2}+(x-3)^{2}$
(ii) $g(x)=|x-6|+|x+3|+|x-8|+|x+4|+|x-3|$.
[Delhi Univ. B.Sc.(Stat. Hons.), 1991]
Hint. The sum of squares of deviations is minimum when taken from arithmetic mean and the sum of absolute deviations is minimum when taken from median.
34. If $A, G$ and $H$ be the arithmetic mean, geometric mean and harmonic mean respectively of two positive numbers a and $\mathbf{b}$, then prove that :
(i) $A \geq G \geq H$.

When does the equality sign hold?
(ii) $G^{2}=A H$.

35 Calculate simple and weighted arithmetic averages from the following data and comment on them :

| Designation | Monthly salary (in Rs.) | Strength of the cadre |
| :--- | :---: | :---: |
| Class I Officers | 1,500 | 10 |
| Class II Officers | 800 | 20 |
| Subordinate staff | 500 | 70 |
| Clerical staff | 250 | 100 |
| Lower staff | 100 | 150 |

Ans. $\bar{X}=$ Rs. $630, \bar{X}_{w}=$ Rs. 302•86. Latter is more representative.
36. Treating the number of letters in each word in the following passage as the variable $x$, prepare the frequency distribution table and obtain its mean, median, mode.
"The reliability of data must always be examined before any attempt is made to base conclusions upon them. This is true of all data, but particularly so of numerical data, which do not carry their quality written large on them. It is a waste of time to apply the refined theoretical methods of Statistics to data which are suspect from the beginning."

Ans. Mean $=4 \cdot 565$, Median $=4$, Mode $=3$.

## OBJECTIVE TYPE QUESTIONS

I. Match the correct parts to make a valid statement :
(a) Arithmetic Mean
(i) $l+\left[f_{2} /\left(f_{1}+f_{2}\right)\right] \times i$
(b) Geometric Mean
(ii) $\left(x_{1}, x_{2}, \ldots x_{n}\right)^{1 / n}$
(c) Harmonic Mean
(iii) $\Sigma f X / \Sigma f \ldots$
(d) Median
(iv) $l+\frac{N / 2-c . f .}{f} \times i$
(e) Mode

$$
\begin{aligned}
& \text { (v) }\left[\frac{1}{n}\left(\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{n}}\right)\right]^{-1} \\
& \text { (vi) } l=\frac{f_{1}-f_{o}}{2 f_{1}-f_{o}-f_{2}} \times i
\end{aligned}
$$

II. Which measure of location will be suitable to compare:
(i) heights of students in two classes;
(ii) size of agricultural holdings;
(iii) average sales for various years;
(iv) intelligence of students;
(v) per capita income in several countries;
(vi) sale of shirts with collar size; $16^{\prime \prime}, 15 \frac{1^{\prime \prime}}{2}, 15^{\prime \prime}, 14^{\prime \prime}, 13^{\prime \prime}, 15^{\prime \prime}$;
(vii) marks obtained $10,8,12,4,7,11$, and $X(X<5)$.

Ans. (i) Mean, (ii) Mode, (iii) Mean, (iv) Median, (v) Mean, (vi) Mode, (vii) Median.
III. Which of the following are true for all sets of data?
(i) Arithmetic Mean $\leq$ median $\leq$ mode,
(ii) Arithmetic mean $\geq$ median $\geq$ mode,
(iii) Arithmetic mean $=$ median $=$ mode
(iv) Nonc of these.
IV. Which of the following are true in respect of any distribution?
(i) The percentile points are in the ascending order.
(ii) The percentile points are equispaced.
(iii) The median is the mid-point of the range and the distribution.
(iv) A unique median value exists for each and every distribution.
V. Find out the missing figures :
(c) Mean $=$ ? (3 Median - Mode).
(b) Mean - Mode $=$ ? (Mean - Mcdian $)$.
(c) Mcdian $=$ Mode + ? (Mcan - Mode $)$.
(d) Mode $=$ Mean - ? $($ Mean - Median $)$.

Ans. (a) 1/2, (b) 3, (c) 2/3, (d) 3.
VI. Fill in blanks :
(i) Harmonic mean of a number of observations is
(ii) The geometric mean of $2,4,16$, and 32 is ......
(iii) The strength of 7 colleges in a city are $385 ; 1,748 ; 1,343 ; 1,935 ; 786$; 2.874 and 2,108 . Then the median strength is
(iv) The geometric mean of a set of values lies between arithmetic mean and...
(v) The mean and median of 100 items are 50 and 52 respectively. The value of the largest item is 100 . It was later found that it is actually 110. Therefore, the true mean is ... and the truc median is ......
(vi) The algebraic sum of the deviations of 20 observations measured from 30 is 2 . Therefore, mean of these observations is $\qquad$
(vii) The relationship between A.M., G.M. and H.M. is .....
(viii) The mean of 20 observations is 15 . On checking it-was found that two observations were wrongly copied as 3 and 6 . If wrong observations are replaced: by correct values 8 and 4 , then the correct mean is ...
(ix) Median = ..... Quartile.
(x) Median is the average suited for ..... classes.
(xi) A distribution with two modes is called ..... and with more than two modes is called .....
(xii) ..... is not affected by extreme observations.
Ans. (ii) 8 ;
(iii) 1,748 ; (iv) H.M. ;
(v) $50 \cdot 1,52$; (vi) $30 \cdot 1$; (vii) A.M. $\geq$ G.M. $\geq$ H.M. ; (viii) $15 \cdot 15$; (ix) Second; (x) Open end; (xi) Binodal, multimodal ; (xii) Median or mode.
VII. For the questions given below, give correct answers.
(i) The algebraic sum of the deviations of a set of $n$ values from their arithmetic mean is
(a) $n$, (b) 0, (c) $1,(d)$ none of these.
(ii) The most stable measure of central tendency is
(a) the mean, (b) the median, (c) the mode, ( $d$ ) none of these.
(iii) $\mathbf{1 0}$ is the mean of a set of $\mathbf{7}$ observations and 5 is the mean of a set of 3 observations. The mean of a combined set is given by
(a) 15 , (b) 10 , (c) $8 \cdot 5$, (d) $7 \cdot 5$, (e) none of these.
(iv) The mean of the distribution, in which the value of $x$ are $1,2, \ldots, n$, the frequency of each being unity is:

$$
\text { (a) } n(n+1) / 2, \text { (b) } n / 2,(c)(n+1) / 2, \text { (d) none of these. }
$$

(v) The arithmetic mean of the numbers $1,2,3, \ldots, n$ is (a) $\frac{n(n+1)(2 n+1)}{6}$, (b) $\frac{n(n+1)^{2}}{4}$, (c) $\frac{n(n+1)}{2}$, (d) none of these.
(ii) The most stable measure of central tendency
(vi) The point of intersection of the 'less than' and the 'greater than' ogive corresponds to
(a) the mean, (b) the median, (c) the geometric mean, (d) none of these.
(vii) When $x_{i}$ and $y_{i}$ are two variabins $(i=1,2, \ldots, n)$ with G.M.'s $G_{1}$ and $G_{2}$ respectively then the geometric mean of $\left(\frac{x_{i}}{y_{i}}\right)$ is

$$
\text { (a) } \frac{G_{1}}{G_{2}}, \text { (b) antilog }\left(\frac{G_{1}}{G_{2}}\right), \text { (c) } n\left(\log G_{1}-\log G_{2}\right) ;
$$

(d) Antilog $\left(\frac{\log G_{1}-\log G_{2}}{2 n}\right)$

Ans. (i) (b) ; (ii) (a) ; (iii) (c) ; .(iv) (c) ; (v) (d) ; (vi) (b) ; (vii) (a).
VIII. State which of the following statements are True and which are False. In case of false statements give the correct statement.
( 1 ) The harmonic mean of $n$ numbers is the reciprocal of the Arithmetic mean of the reciprocals of the numbers.
(ii) For the wholesale manufacturers interested in the type which is usually in demand, median is the most suitable average.
(iii) The algebraic sum of the deviations of a senes of individual observations from their mean is always zero.
(iv) Geometric mean is the appropriate average when emphasis in on the rate of change rather than the a mount of change.
(v) Harmonic mean becomes zero when one of the items is zero.
(vi) Mean lies between median and mode.
(vii) Cumulative frequency is not-decreasing.
(viii) Geometric mean is the arithmetic mean of harmonic mean and arithmetic mean.
(ix) Mean, median mode have the same unit.
( $x$ ) One quintal of wheat was purchased at 0.8 kg . per rupee and another quintal at 1.2 kg . per rupee. The average rate per rupee is 1 kg .
(xi) One limitation of the median is that it cannot be calculated from a frequency distribution with open end classes.
(xii) The arithmetic mean of a frequency distribution is always located in the class which has the greatest number of frequencies.
(xiii) In a moderately asymmetrical distribution, the mean, mèdian and mode are the same.
(xiv) It is really immaterial in which class an item falling at the boundary between two classès is listed.
( $x v$ ) The median is not affected by extreme items.
( $x v i$ ) The median is the point about which the sum of squared deviations is ninjulum.
(xvii) In construction of the frequency distribution, the selection of the class interval is arbitrary.
(xviii) Usual attendance of B.Sc. class is 35 per day. So for 100 working days total attendance is 3,500 .
( $x i x$ ) A car travels 100 miles at a speed of 40 m.p.h. and another 400 miles at a speed of $30 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. So the average speed for the whole journey is either $35 \mathrm{~m} . \mathrm{p} . \mathrm{h}$. or 33 in.p.h.
$(x x)$ In calculating the mean for grouped data, the assumption is made that the mean of the items in each class is equal to the mid-value of the class.
( $x x i$ ) The geometric mean of a group of numbers is less than the arithmetic mean in all cases, except in the special case in which the numbers are all the same.
(xxii) The geometric mean equals the antilog of the arithmetic mean of the logs of the values.
(xxiii) The median may be considered more typical than the mean because the median is not affected by the size of the extremes.
(xxiv) The Harmonic Mean of a series of fractions is the same as the reciprocal of the arithmetic mean of the series.
( $x \times v$ ) In a frequency distribution the true value of mode cannot be calculated exactly.
IX. İn each of the following cases, explain whether the description applies to mean, median or both.
(i) it can be calculated from a frequency distribution with open-end classes.
(ii) the values of all items are taken into consideration in the calculation.
(iii) the values of extreme items do not intluence the average.
(iv) In a distribution with a single peak and moderate skewness to the right it is closer to the concentration of the distribution.

Ans. (i) median, (ii) mean, (iii) median, (iv) median,
X. Be brief in your answer :
(a) The production in an industrial unit was 10,000 units"dunng 1981 and in 1980 the production was $\mathbf{2 5 , 0 0 0}$ units. Hence the production has declined by 150 percent. Comment.
(b) A man travels by a car for 4 days. He travelled for 10 hours each day. He drove on the first day at the rate of 45 km per hour, second day at 40 km . per hour, third day at the rate of 38 km . per hour and the fourth day at the rate of 37 km . per hour.

Which average, harmonic mean or arithmetic mean or median will give us his average speed? Why?
(c) It is seen from records that a country does not export more than $5 \%$ of its total. production. Hence export trade is not vital to the economy of that country. Is the conclusion right?
(d) A survey revealed that the children of engineers, doctors and lawyers bave high intelligence quotients. It further revealed that the grandfathers of these children were also highly intelligent. Hence the inference is that intelligence is herelditary. Do you agrec?
XI. Do you agree with the following interpretations made on the basis of the facts given. Explain briefly your answer.
(a) The number of deaths in military in the recent war was 10 out of 1,000 while the number of deaths in Hyderabad in the same period was 18 per 1,000 . Hence it is safe to join military service than to live in the city of Hyderabad.
(b) The examination result in a college $X$ was $70 \%$ in the year 1991. In the same ycar and at the same examination only 500 out of 750 students were successful in college $Y$. Hence the teaching standard in college $X$ was better.
(c) The average daily production in a small-scale factory in January 1991 was 4,000 candles and 3,800 candles in February 1981. So the workers were more efficient in January.
(d) The increase in the price of a commodity was $25 \%$. Then the price decreased by $20 \%$ and again increased by $\mathbf{1 0 \%}$. So the resultant increase in the price was $25-20+10=15 \%$.
(e) The rate of tomato in the first week of January was 2 kg . for a rupee and in the 2 nd week was 4 kg . for a rupee. Hence the average price of tomato is $\frac{1}{2}(2+4)=3 \mathrm{~kg}$. for a rupee.
XII. (a) The meân'mark of 100 students was given to be 40 . It was found later that a mark 53 was read as 83 . What is the corrected mean mark?
( $b$; The mean salary paid to 1,000 employees of an establishment was found to be Rs. 10840. Later on, after disbursement of salary it was discovered that the salary of two employees was wrongly entered as Rs. 297 and Rs. 165. Their correct salaries were Rs. 197 and Rs. 185. Find the cortect arithmetic mean.
(c) Tivelve persons gambled on a certain night. Seven of them lost at an average rate of Rs. $10 \cdot 50$ while the remaining five gained at an average of Rs. 13.00 . Is the information given above correct? If not, why?

CHAPTERTHKEE

## Measures of Dispersion, Skewness and Kurtosis

3•1. Dispersion. Averages or the measures of cential tendency give us an idea of the concentration of the observations about the central part of the distribution. If we know the average alone we cannot form a complete idea about the distribution as will be cear from the following example.

Consider the series (i) $7,8,10,11$, (ii) $3,6,9,12,15$, (iii) $1,5,9,13,17$. In all these cases we sec that $n$, the number of observations is 5 and the mean is 9 . If we are given that the mean of 5 observations is 9 , we cannot form an idea as to whether it is the average of first series or second series or third series or of any other series of 5 observations whose sum is 45 . Thus we see that the measures of central tendency are inadequate to give us a complete idea of the distribution. They amust be supported and supplemented by some other measures. One such measure is Dispersion.

Literal meaning of dispersion is 'scatteredness'. We study dispersion to bave anl idea about the bomogencity or heterogencity of the distribution. In the above case we say that series ( $i$ ) is more homogeneous (less dispersed) than the serics (ii) or (iii) or we say that series (iii) is more heterogeneous (more scattered) than the scries (i) or (ii).
3.2. Characteristics for an Ideal Measure of Dispersion. The desiderata for an ideal measure of dispersion are the same as those for an ideal measure of central tendency, viz.,
(i) It should he rigidly defined.
(ii) It should be easy to calculate and easy to understand.
(iii) It should be based on all the observations.
(ii) It should be amenable to further mathematical treament.
(v) It should be affected as little as possible by fluctuations of sampling.
3.3. Measures of Dispersion. The following are the measures of dispersion:
(i) Range,
(ii) Quartile deviation or Semi-interquartile range,
(iii) Mean deviation, and
(iv) Standard deviation.

3-4. Range. The range is the difference between two extreme obscrtations. of the distribution. If $A$ and $B$ are the greatest and smallest observations respeccively in a distribution, then its range is $A-B$.

Range is the simplest but a crude measure of dispersion. Since it is based on two extreme observations which themselves are subject to chance fluctuations, it is not at all a reliable measure of dispersion.
3.5. Quartile Deviation. Quartile deviation or semi-incerquartile range
$Q$ is given by

$$
Q=\frac{1}{2}\left(Q_{3}-Q_{1}\right)
$$

where $Q_{1}$ and $Q_{3}$ are the first and third quartiles of the distribution respectively.
Quartile deviation is definitely a better measure than the range as it makes use of $50 \%$ of the data. But since it ignores the other $50 \%$ of the data, it cannot be regarded as a reliable measure.
3.6. Mean Deviation. If $x_{1} \mid f_{1}, i=1,2, \ldots, n$ is the frequency distribution, then mean deviation from the average $A$, (usually mean, median or mode), is given by

$$
\begin{equation*}
\text { Mean deviation }=\frac{1}{N} \sum_{i} f_{i}\left|x_{i}-A\right|, \Sigma f_{i}=N \tag{2}
\end{equation*}
$$

where $\left|x_{i}-A\right|$ represents the modulus or the absolute value of the deviation $\left(x_{i}-A\right)$, when the -ive sign is ignored.

Since mean deviation is based on all the observations, it is a better measure of dispersion than range or quartile deviation. But the step of ignoring the signs of the deviations $\left(x_{1}-A\right)$ creates arificiality and renders it uscless for further mathematical treatment.

It may be pointed out here that mean deviation is least when takei from median. (The proof is given for continuous variable in Chapter 5)
3.7. Standard Ieviation and Root Mean Square Deviation. Standard deviation, usually denoted by the Greek letier small sigma ( $\sigma$ ), is the positive square root of the arithmetic mean of the squares of the deviations of the given values from their arithmetic niean. For the frequency distribution $x_{i} \mid f_{i}, i=1,2, \ldots, n$,

$$
\begin{equation*}
\sigma=\sqrt{\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}} \tag{3•3}
\end{equation*}
$$

where $\bar{x}$ is the arithmetic mean of the distribution and $\sum_{1} f_{1}=N$.
The step of squaring the deviations $\left(x_{i}-\bar{x}\right)$ overcomes the dratwback of ignoring the signs in mean deviation. Standard deviation is also suitable for further mathematical treatment ( $\$ 3 \cdot 7 \cdot 3$ ). Moreover of all the measures, standard deviation is affected least by fluctuations of sampling.

Thus we see that standard deviation satisfies almost all the propertics laid down for an ideal measure of dispersion except for the general nature of extracting the square root which is not readily comprehensible for a non-mathematical person. It mav also be pointed out that standard deviation gives greater weight to extreme values and as such bas not found favour with economists or businessmen who are more interested in the results of the modal class. Taking into consideration the pros and cons and also the wide applications of standard deviation in statistical theory, we may regard standard deviation as the best and the most powerful measure of dispersion!

The square of standard deviation is called the variance and is given by

$$
\sigma^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}
$$

Root mean square deviation, denoted by ' $s$ ' is given by

$$
s=\sqrt{\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{2}}
$$

where $A$ is any arbitrary number. $s^{2}$ is called mean square deviation.
3.7.1. Relation between $\sigma$ and $s$. By definition, we have

$$
\begin{aligned}
s^{2} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}+\bar{x}-A\right)^{2} \\
& =\frac{1}{N} \sum_{i} f_{i}\left[\left(x_{i}-\bar{x}\right)^{2}+(\bar{x}-A)^{2}+2(\bar{x}-A)\left(x_{i}-\bar{x}\right)\right] \\
& =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}+(\bar{x}-A)^{2} \frac{1}{N} \sum_{i} f_{i}+2(\bar{x}-A) \sum_{i} f_{i}\left(x_{i}-\bar{x}\right),
\end{aligned}
$$

$(\bar{x}-A)$, being constant is taken outside, the summation sign. But $\sum_{i} f_{i}\left(x_{i}-\bar{x}\right)=0$, being the algebraic sum of the deviations of the given values from their mean. Thus

$$
s^{2}=\sigma^{2}+(\bar{x}-A)^{2}=\sigma^{2}+d^{2}, \text { where } d=\bar{x}-A^{2}
$$

Obviously $s^{2}$ will be least when $d=0$, i.e., $\bar{x}=A$. Hence mean square déviation and consequently root mean square deviation is least when the deviations are taken from $A=\bar{x}$, i.e., standard deviation is the least value of root mean square deviation.

The same result could be obtained alternatively as follows: Mean square deviation is given by

$$
s^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{2}
$$

It has beell shown in $\S 2 \cdot 5 \cdot 1$ Property 2 that $\sum_{i} f_{i}\left(x_{i}-A\right)^{2}$ is mininum when $A=\bar{x}$. Thus mean square deviation is minimum tvhen $A=\bar{x}$ and its minimum value is

$$
\left(s^{2}\right) \min =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=\sigma^{2}
$$

Hence variance is the minimum value of mean square deviation or standard deviation is the minimum value of root mean square deviation.
3.7.2. Different Formulae For Calculating Variance. By definition, we have

$$
\sigma^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}
$$

More precisely we write it as $\sigma_{x}{ }^{2}$, i.e., variance of $x$. Thus

$$
\sigma_{x}^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}
$$

If $\bar{x}$ is not a whole number but conies out to be in fractions, the calculation of $\sigma_{x}{ }^{2}$ by using (3.5) is very cumbersome and time consuming. In order to overcome this difficulty, we shall develop different forms of the formula ( $3 \cdot 5$ ) which reduce the arithmetic to a great extent and are very useful for computational work. In the following sequence the summation is extended over $i$ from 1 to $n$.

$$
\begin{align*}
\sigma_{x}^{2} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}^{2}+\bar{x}^{2}-2 x_{i} \bar{x}\right) \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}^{2}+\bar{x}^{2} \frac{1}{N} \sum_{i} f_{i}-2 \bar{x} \cdot \frac{1}{N} \sum_{i} f_{i} x_{i} \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}^{2}+\bar{x}^{2}-2 \bar{x}^{2}=\frac{1}{N} \sum_{i} f_{i} x_{i}^{2}-\bar{x}^{2}  \tag{3•6}\\
\Rightarrow \quad \sigma_{x}^{2} & =\frac{1}{N} \sum_{i} f_{i} x_{i}^{2}-\left(\frac{1}{N} \sum_{i} f_{i} x_{i}\right)^{2}
\end{align*}
$$

If the values of $x$ and $f$ are large the calculation of $f x, f x^{2}$ is quite tedious. In that case we take the deviations from any arbitrary point. ' $A$ '. Generally the point in the middle of the distribution is much convenient though the formula is true in general. We have

$$
\begin{aligned}
\phi_{x}^{2} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A+A-\bar{x}\right)^{2} \\
& =\frac{1}{N} \sum_{i} f_{i}\left(d_{i}+A-\bar{x}\right)^{2}, \text { where } d_{i}=x_{i}-A \\
\sigma_{x}^{2} & =\frac{1}{N} \sum_{i} f_{i}\left[d_{i}^{2}+(A-\bar{x})^{2}+2(A-\bar{x}) d_{i}\right] \\
& =\frac{1}{N} \sum_{i} f_{i} d_{i}^{2}+(A-\bar{x})^{2}+2(A-\bar{x}) \cdot \frac{1}{N} \sum_{i} f_{i} d_{i}
\end{aligned}
$$

We know that if $d_{i}=x_{i}-A$ then $\bar{x}=A+\frac{1}{N} \sum_{i} f_{i} d_{i}$

$$
\therefore \quad A-\bar{x}=-\frac{1}{N} \sum_{i} f_{i} d_{i}
$$

Hence

$$
\begin{align*}
\sigma_{x}^{2} & =\frac{1}{N} \sum f_{i} d_{i}^{2}+\left(-\frac{1}{N} \sum_{i} f_{i} d_{i}\right)^{2}+2 \cdot\left(-\frac{1}{N} \sum_{i} f_{i} d_{i}\right)\left(\frac{1}{N} \sum_{i} f_{i} d_{i}\right) \\
& =\frac{1}{N} \sum_{i} f_{i} d_{i}^{2}-\left(\frac{1}{N} \sum_{i} f_{i} d_{i}\right)^{2} \tag{3•7}
\end{align*}
$$

$$
\Rightarrow \quad \sigma_{x}^{2}=\sigma_{d}^{2}
$$

[On comparison with (3.6a)]

Hence variance and consequently standard deviation is independent of change of origin.

If we take $d_{i}=\left(x_{i}-A\right) / h$ so that $\left(x_{i}-A\right)=/ d_{i}$, then

$$
\begin{aligned}
\sigma_{x}^{2} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A+A-\bar{x}\right)^{2} \\
& =\frac{1}{N} \sum_{i} f_{i}\left(h d_{i}+A-\bar{x}\right)^{2} \\
& =h^{2} \frac{1}{N} \sum_{i} f_{i} d_{i}^{2}+(A-\bar{x})^{2}+2(A-\bar{x}) \cdot h \cdot \frac{1}{N} \sum_{i} f_{i} d_{i}
\end{aligned}
$$

Using $\bar{x}=A+h \frac{\Sigma f_{i} d_{i}}{N}$, we get

$$
\sigma_{x}^{2}=h^{2}\left[\frac{1}{N} \sum_{i} f_{i} d_{i}^{2}-\left(\frac{1}{N} \sum_{i} f_{i} d_{i}\right)^{2}\right]=h^{2} \sigma_{d}^{2}
$$

which shows that variance is not independent of change of scale.
Aliter. If $\boldsymbol{d}_{i}=\frac{r_{i}-A}{h}$, then

$$
\begin{aligned}
x_{i}=A+h d_{i} \quad \text { and } \quad \bar{x} & =A+h \cdot \frac{1}{N} \sum_{i} f_{i} d_{i}=A+h \bar{d} \\
x_{i}-\dot{\bar{x}} & =h\left(d_{i}-\bar{d}\right)
\end{aligned}
$$

Obviously

$$
\therefore \quad \sigma_{x}^{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=h^{2} \cdot \frac{1}{N} \sum_{i} f_{i}\left(d_{i}-\bar{d}\right)^{2}=h^{2} \sigma_{d}^{2}
$$

Hence variance is :ndependent of change of origin but not of scale.
Example 3•1. Colculate the mean and standard deviation for the following table giving the age distribution of 542 members. Age in years : $\quad 20-30 \quad 30-40 \quad 40-50 \quad 50-60 \quad 60-70 \quad 70-80 \quad 80-90$ $\begin{array}{llllllll}\text { No. of membors: } & 3 & 61 & 132 & 153 & 140 & 51 & 2\end{array}$

Solution. Here we take $d=\frac{x-A}{h}=\frac{x-55}{10}$

| Age group | Mid-talue <br> $(x)$ | Frequncy <br> $(f)$ | $d=\frac{x-55}{10}$ | $f d$ | $f d^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $20-30$ | 25 | 3 | -3 | -9 | 27 |
| $30-40$ | 35 | 61 | -2 | -122 | 244 |
| $40-50$ | 45 | 132 | -1 | -132 | 132 |
| $50-60$ | 55 | 153 | 0 | 0 | 0 |
| $60-70$ | 65 | 140 | 1 | 140 | 140 |
| $70-80$ | 75 | 51 | 2 | 102 | 204 |
| $80-90$ | 85 | 2 | 3 | 6 | 18 |
|  |  | $N=\Sigma f=542$ |  | $\Sigma f d=-15$ | $\Sigma \int d^{2}=765$ |

$$
\begin{aligned}
\bar{x} & =A+h \frac{\Sigma f d}{N^{\prime}}=55+\frac{10 \times(-15)}{542}=55-0.28=54.72 \text { years. } \\
\sigma^{2} & =h^{2}\left[\frac{1}{N} \Sigma \int d^{2}-\left(\frac{1}{N} \Sigma f d\right)^{2}\right]=100\left[\frac{765}{5+2}-(0.28)^{2}\right]
\end{aligned}
$$

$$
\begin{array}{ll} 
& =100 \times 1.333=133.3 \\
\therefore \quad & \sigma(\text { standard deviation })=11.55 \text { years }
\end{array}
$$

Example 3.2. Prove that for any discrete distribution standard deviation is not less than mean deviation from mean.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
Solution. Let $x_{i} \mid f_{i}, i=1,2,3, \ldots, n$ be any discrete distribution. Then we have to prove that

$$
\begin{array}{lc} 
& \text { S.D. } \& \text { Mean deviation from mean } \\
\Rightarrow & \text { (S.D. })^{2} \& \text { (Mean deviation from mean) } \\
\Rightarrow & \text { (S.D. })^{2} \geq \text { (M. D. from mean) } \\
\Rightarrow & \frac{1}{N} \sum_{i=1}^{n} f_{i}\left(x_{i}-\bar{x}\right)^{2} \geq\left(\frac{1}{N} \sum_{i=1}^{n} f_{i}\left|x_{i}-\bar{x}\right|\right)^{2}
\end{array}
$$

If we put $\left|x_{i}-\bar{x}\right|=z_{i}$, then we have to prove that

$$
\frac{1}{N} \sum_{i=1}^{n} f_{i} z_{i}^{2} \geq\left(\frac{1}{N} \sum_{i=1}^{n} f_{i} z_{i}\right)^{2}
$$

i.e., $\frac{1}{N} \sum_{i=1}^{n} f_{i} z_{i}^{2}-\left(\frac{1}{N} \sum_{i=1}^{n} f_{i} z_{i}\right)^{2} \geq 0$
i.e.,

$$
\frac{1}{N} \sum_{i=1}^{n} f_{i}\left(z_{i}-\bar{z}\right)^{2} \geq 0
$$

i.e.,

$$
\sigma_{z}^{2} \geq 0
$$

which is always true. Hence the result.
Example 3.3. Find the mean deviation from the mean and standard deviation of A.P. $a, a+d, a+2 d, \ldots, a+2 n d$ and verify that the latter is greater than the former.
[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
Solution. We know that the mean of a series in A.P. is the mean of its first and last term. Hence the mean of the given series is

$$
\bar{x}=\frac{1}{2}(a+a+2 n d)=a+n d
$$

| $x^{2}$ | $\|x-\bar{x}\|$ | $(x-\bar{x})^{2}$ |
| :---: | :---: | :---: |
| $a$ | $n d$ | $n^{2} d^{2}$ |
| $a+d$ | $(n-1) d$ | $(n-1)^{2} d^{2}$ |
| $a+2 d$ | $(n-2) d$ | $(n-2)^{2} d^{2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $a+(n-2) d$ | $2 d$ | $2^{2} \cdot d^{2}$ |
| $a+(n-1) d$ | $d$ | $1^{2} \cdot d^{2}$ |
| $a+n d$ | 0 | 0 |
| $a+(n+1) d$ | $d$ | $1^{2} \cdot d^{2}$ |
| $a+(n+2) d$ | $2 d$ | $2^{2} \cdot d^{2}$ |


| $\vdots$ | $\vdots$ | $\vdots$ |
| :---: | :---: | :---: |
| $a+(2 n-2) d$ | $(n-2) d$ |  |
| $a+(2 n-2) d$ | $(n-1) d$ | $(n-2)^{2} d^{2}$ |
| $a+2 n d$ | $n d$ | $(n-2)^{2} d^{2}$ |

Mean deviation from mean $=\frac{1}{2 n+1} \Sigma|x-\bar{x}|$

$$
\begin{aligned}
& =\frac{1}{2 n+1} 2 \cdot d(1+2+3+\ldots+n) \\
& =\frac{n(n+1) d}{(2 n+1)}
\end{aligned}
$$

$$
\sigma^{2}=\frac{1}{2 n+1} \Sigma(x-\bar{x})^{2}=\frac{1}{2 n+1} 2 \cdot d^{2}\left(1^{2}+2^{2}+3^{2}+\ldots+n^{2}\right)
$$

$$
=\frac{1}{2 n+1} 2 d^{2} \cdot \frac{n(n+1)(2 n+1)}{6}=\frac{n(n+1) d^{2}}{3}
$$

Hence standard deviation

$$
\sigma=\sqrt{\frac{n(n+1)}{3}} \times d
$$

## Verification.

> S.D. > M.D. from mean
if
(S.D.) ${ }^{2}>$ (M.D. from mean $^{2}$
i.e., if $\quad \frac{n(n+1) d^{2}}{3}>\left(\frac{n(n+1) d}{2 n+1}\right)^{2}$
or if

$$
(2 n+1)^{2}>3 n(n+1)
$$

or if

$$
n^{2}+n+1>0
$$

or-if

$$
\left(n+\frac{1}{2}\right)^{2}+\frac{3}{4}>0
$$

which is always ture.
Example 3.4. Show that in a discrete series if deviations are small compared with mean $M$ so that $(x / M)^{3}$ and higher powers of $(x / M)$ are neglected, we have
(i) $G=M\left(1-\frac{1}{2} \cdot \frac{\sigma^{2}}{M^{2}}\right)$,
(ii) $M^{2}-G^{2}=\sigma^{2}$, and (iii) $H=M\left(1-\frac{\sigma^{2}}{M^{2}}\right)$,
where $M$ is the arithemetic mean, $G$, the grometric mean, $H$, the harmonic mean and $\sigma$ is the standard deviation of the distribution.

Solution. Let $X_{i} \mid f_{i}, i=1,2, \ldots, n$ be the given frequency distribution. Then we are given that $x_{i}=X_{i}-M$, i.e., $X_{i}=x_{i}+M$ where $M$ is the mean of
the distribution. We have

$$
\begin{equation*}
\sum_{i} f_{i} x_{i}=\sum_{i} f_{i}\left(X_{i}-M\right)=0 \tag{1}
\end{equation*}
$$

being the algebraic sum of the deviations of the given values from their mean. Also

$$
\begin{equation*}
\sum_{i} f_{i} x_{i}^{2}=\sum_{i} f_{i}\left(X_{i}-M\right)^{2}=\sigma^{2} \tag{2}
\end{equation*}
$$

(i) By definition, we have

$$
\begin{aligned}
G & =\left(X_{1}^{f_{1}} . X_{2} f_{2} \ldots X_{n}^{f_{n}}\right)^{1 / N}, \text { where } N=\Sigma f_{i} \\
\log G & =\frac{1}{N} \sum_{i} f_{i} \log X_{i}=\frac{1}{N} \sum_{i} f_{i} \log \left(x_{i}+M\right) \\
& =\frac{1}{N} \sum_{i}\left\{f_{i} \log \left[M\left(1+\frac{x_{i}}{M}\right)\right]\right\} \\
& =\frac{1}{N} \sum_{i}\left\{f_{i}\left[\log M+\log \left(1+\frac{x_{i}}{M}\right)\right]\right\} \\
& =\log M+\frac{1}{N} \sum_{i} f_{i} \log \left(1+\frac{x_{i}}{M}\right) \\
& =\log M+\frac{1}{N} \sum_{i} f_{i}\left[\frac{x_{i}}{M}-\frac{1}{2} \frac{x_{i}^{2}}{M^{2}}+\frac{1}{3}\left(\frac{x_{i}}{M}\right)^{3}+\ldots\right]
\end{aligned}
$$

the expansion of $\log \left(1+\frac{x_{i}}{M}\right)$ in ascending powers of $\left(x_{i} / M\right)$ being valid since $\left|x_{i} / M\right|<1$. Neglecting $\left(x_{i} / M\right)^{3}$ and.higher powers of $\left(x_{i} / M\right)$, we get

$$
\begin{aligned}
\log G & =\log M+\frac{1}{N M} \sum_{i} f_{i} x_{i}-\frac{1}{2 M^{2}} \cdot \frac{1}{N} \sum_{i} f_{i} x_{i}^{2} \\
& =\log M-\frac{\sigma^{2}}{2 M^{2}}, \\
& =\log \left(M e^{-\sigma^{-} / 2 M^{2}}\right) \\
\Rightarrow \quad G & =M e^{-\sigma^{2} / 2 M^{2}}=M\left(1-\frac{\sigma^{2}}{2 M^{2}}\right)
\end{aligned}
$$

$\{$ On using (1) and (2) \}
neglecting higher powers.
Hence $\quad G=M\left(1-\frac{1}{2} \cdot \frac{\sigma^{2}}{M^{2}}\right)$.
(ii) Squaring both sides in (3), we get

$$
G^{2}=M^{2}\left(1-\frac{1}{2} \cdot \frac{\sigma^{2}}{M^{2}}\right)^{2}=M^{2}\left(1-\frac{\sigma^{2}}{M^{2}}\right)=M^{2}-\sigma^{2}
$$

neglecting $(\sigma / M)^{4}$.

$$
\begin{equation*}
\therefore \quad M^{2}-\dot{G}^{2}=\sigma^{2} \tag{4}
\end{equation*}
$$

(iii) By definition, harmonic mean $H$ is given by

$$
\begin{aligned}
\frac{1}{H} & =\frac{1}{N} \sum_{i}\left(f_{i} / X_{i}\right)=\frac{1}{N} \sum_{i}\left[f_{i} /\left(x_{i}+M\right)\right] \\
& =\frac{1}{M N} \sum_{i} \frac{f_{i}}{\left[1+\left(x_{i} / M\right)\right]}=\frac{1}{M N} \sum_{i} f_{i}\left(1+\frac{x_{i}}{M}\right)^{-1}
\end{aligned}
$$

Since $\left|\frac{x_{i}}{M}\right|<1$, the expansion of $\left(1+\frac{x_{i}}{M}\right)^{-1}$ in ascending powers of $\left(x_{i} / M\right)$ is valid. Neglecting $\left(x_{i} / M\right)^{3}$ and higher powers of $\left(x_{i} / M\right)$, we get

$$
\begin{aligned}
\frac{1}{H} & =\frac{1}{M N} \sum_{i} f_{i}\left(1-\frac{x_{i}}{M}+\frac{x_{i}^{2}}{M^{2}}\right) \\
& =\frac{1}{M}\left(\frac{1}{N} \sum_{i} f_{i}-\frac{1}{M N} \sum_{i} f_{i} x_{i}+\frac{1}{M^{2}} \frac{1}{N} \sum_{i} f_{i} x_{i}^{2}\right) \\
& =\frac{1}{M}\left(1+\frac{\sigma^{2}}{M^{2}}\right) \quad \quad \text { On us } \\
H & =M\left(1+\frac{\sigma^{2}}{M^{2}}\right)^{-1}=M\left(1-\frac{\sigma^{2}}{M^{2}}\right),
\end{aligned}
$$

higher powers being neglected.
Hence

$$
\begin{equation*}
H=M\left(1-\frac{\sigma^{2}}{M^{2}}\right) \tag{5}
\end{equation*}
$$

Example 3.5. For a group of 200 candidates, the mean and standard deviation of scores were found to be 40 and 15 ;espectively. Later on it was discovered that the scores 43 and 35 were misread as 34 and 53 respectively. Find the corrected mean and standard deviation corresponding to the corrected figures.

Solution. Let $x$ be the given variable. We are given $n=200, \bar{x}=40$ and $\sigma=15$
Now

$$
\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \Rightarrow \sum_{i} x_{i}=n \bar{x}=200 \times 40=8000
$$

Also

$$
\sigma^{2}=\frac{1}{n} \sum_{i} x_{i}^{2}-\bar{x}^{2}
$$

$\therefore \quad \sum_{i} x_{i}^{2}=n\left(\sigma^{2}+\bar{x}^{2}\right)=200(225+1600)=365000$
Corrected $\sum_{i} x_{i}=8000-34-53+43+35=7991$
and

$$
\text { Corrected } \sum_{i} x_{i}^{2}=365000-(34)^{2}-(53)^{2}+(43)^{2}+(35)^{2}=364109
$$

Hence,

$$
\text { Corrected mean }=\frac{7991}{200}=39.955
$$

$$
\text { Corrected } \sigma^{2}=\frac{364109}{200}-(39 \cdot 955)^{2}=1820 \cdot 54-1596 \cdot 4 u \cdot-224 \cdot 14
$$

## $\therefore \quad$ Corrected standard deviation $=14.97$

3.7.3. Theorem. (Variance of the combined series). If $n_{1}, n_{2}$ are the sizes; $\bar{x}_{1}, \bar{x}_{2}$ the means, and $\sigma_{1}, \sigma_{2}$ the standard deviations of two series, then the standard deviation $\sigma$ of the combined series of size $n_{1}+n_{2}$ is given by

$$
\begin{equation*}
\sigma^{2}=\frac{1}{n_{1}+n_{2}}\left[n_{1}\left(\sigma_{1}^{2}+d_{1}^{2}\right)+n_{2}\left(\sigma_{2}^{2}+d_{2}^{2}\right)\right] \tag{3•9}
\end{equation*}
$$

where $d_{1}=\bar{x}_{1}-\bar{x}, d_{2}=\bar{x}_{2}-\bar{x}$
and $\bar{x}=\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}}$, is the mean of the combined series.
Proof. Let $x_{1 i} ; i=1,2, \ldots, n_{1}$ and $x_{2 j} ; j=1,2, \ldots, n_{2}$, be the two series then

$$
\left.\left.\begin{array}{l}
\bar{x}_{1}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} x_{1 i}  \tag{**}\\
\bar{x}_{2}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} x_{2 j}
\end{array}\right\} \ldots(*) \quad \text { and } \quad \begin{array}{l}
\sigma_{1}^{2}=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)^{2} \\
\end{array} \quad \begin{array}{l}
\sigma_{2}^{2}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}}\left(x_{2 j}-\bar{x}_{2}\right)^{2}
\end{array}\right\}
$$

The mean $\bar{x}$ of the combined series is given by

$$
\begin{equation*}
\bar{x}=\frac{1}{n_{1}+n_{2}}\left[\sum_{i=1}^{n_{1}} x_{1 i}+\sum_{j=1}^{n_{2}} x_{2 j}\right]=\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}} \tag{*}
\end{equation*}
$$

The variance $\sigma^{2}$ of the combined series is given by

$$
\sigma^{2}=\frac{1}{n_{1}+n_{2}}\left[\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}\right)^{2}+\sum_{j=1}^{n_{2}}\left(x_{2 j}-\bar{x}\right)^{2}\right]
$$

Now

$$
\begin{aligned}
\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}\right)^{2} & =\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}+\bar{x}_{1}-\bar{x}\right)^{2} \\
& =\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)^{2}+n_{1}\left(\bar{x}_{1}-\bar{x}\right)^{2}+2\left(\bar{x}_{1}-\bar{x}\right) \sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{k}\right) \cdot(3 \cdot 10 a)
\end{aligned}
$$

$$
n_{1}
$$

But $\quad \Sigma\left(x_{1 i}-\bar{x}_{1}\right)=0$, being the algebraic sum of the deviations the values $i=1$
of tirst series from their mean. Hence from (3•10a), on using (**), we get

$$
\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}\right)^{2}=n_{1} \sigma_{1}^{2}+n_{1}\left(x_{1}-\bar{x}\right)^{2}=n_{1} \sigma_{1}^{2}+n_{1} d_{1}^{2}
$$

where $d_{1}=\bar{x}_{1}-\bar{x}$.
Similarly, we get

$$
\begin{aligned}
\sum_{j=1}^{n_{2}}\left(x_{2 j}-\bar{x}\right)^{2} & =\sum_{j=1}^{n_{2}}\left(x_{2 j}-\bar{x}_{2}+\dot{\bar{x}}_{2}-\bar{x}\right)^{2} \\
& =\sum_{n_{2}}\left(x_{2 j}-\bar{x}_{2}\right)^{2}+n_{2}\left(\bar{x}_{2}-\bar{x}\right)^{2}=n_{2} \sigma_{2}^{2}+n_{2} d_{2}^{2} \\
\text { where } \quad d_{2} & =\bar{x}_{2}-\bar{x} .
\end{aligned}
$$

Substituting from $(3 \cdot 10 b)$ and (3.10c) in (3.10), we get the required formula

$$
\sigma^{2}=\frac{1}{n_{1}+n_{2}}\left[n_{1}\left(\sigma_{1}^{2}+d_{1}^{2}\right)+n_{2}\left(\sigma_{2}^{2}+d_{2}^{2}\right)\right]
$$

This formula can be simplified still further. We have

$$
\begin{aligned}
& d_{1}=\bar{x}_{1}-\bar{x}=\bar{x}_{1}-\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}}=\frac{n_{2}\left(\bar{x}_{1}-\bar{x}_{2}\right)}{n_{1}+n_{2}} \\
& d_{2}=\bar{x}_{2}-\bar{x}=\bar{x}_{2}-\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}}=\frac{n_{1}\left(\bar{x}_{2}-\bar{x}_{1}\right)}{n_{1}+n_{2}}
\end{aligned}
$$

Hence

$$
\begin{align*}
\sigma^{2} & =\frac{1}{n_{1}+n_{2}}\left[n_{1} \sigma_{1}^{2}+n_{2} \dot{\sigma}_{2}^{2}+\left\{\frac{n_{1} n_{2}^{2}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}}{\left(n_{1}+n_{2}\right)^{2}}+\frac{n_{2} n_{1}^{2}\left(\bar{x}_{2}-\bar{x}_{1}\right)^{2}}{\left(n_{1}+n_{2}\right)^{2}}\right\}\right] \\
& =\frac{1}{n_{1}+n_{2}}\left[n_{1} \sigma_{1}^{2}+n_{2} \sigma_{2}^{2}+\frac{n_{1} n_{2}}{n_{1}+n_{2}}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}\right]
\end{align*}
$$

Remark. The formula (3.9) can be easily generalised to the case of more than two series. If $n_{i}, \bar{x}_{i}$ and $\sigma_{i}, i=1,2, \ldots, k$ are the sizes, nicans and standard deviations respectively of $k$-component series then the standard deviation $\sigma$ of the combined series of size $\sum_{i=1}^{k} n_{i}$ is given by $i=1$

$$
\sigma^{2}=\frac{1}{n_{1}+n_{2}+\ldots+n_{k}}\left[n_{1}\left(\sigma_{1}^{2}+d_{1}^{2}\right)+n_{2}\left(\sigma_{2}^{2}+d_{2}^{2}\right)+\ldots+n_{k}\left(\sigma_{k}^{2}+d_{k}^{2}\right)\right]
$$

where

$$
\begin{align*}
d_{i} & =\bar{x}_{i}-\overline{\bar{x}} ; i=1,2, \ldots, k \\
\bar{x} & =\frac{n_{1} \cdot \bar{x}_{1}+n_{2} \bar{x}_{2}+\ldots+n_{k} \bar{x}_{k}}{n_{1}+n_{2}+\ldots+n_{k}}
\end{align*}
$$

Example 3.6. The first of the two samples has 100 items with mean 15 and standard deviation 3. If the whole group has 250 items with mean 15.6 and standard deviation $\sqrt{13 \cdot 44}$, find the standard deviation of the second group.

Solution. Here we are given

$$
\begin{aligned}
n_{1} & =100, \bar{x}_{1}=15 \text { and } \sigma_{1}=3 \\
n & =n_{1}+n_{2}=250, \bar{x}=15 \cdot 6, \text { and } \sigma=\sqrt{13: 44}
\end{aligned}
$$

We want $\sigma_{2}$.
Obviously

$$
n_{2}=250-100=150 . \text { We have }
$$

$$
\begin{array}{lrl} 
& & \bar{x} \\
& =\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}} \quad \Rightarrow \quad 15.6=\frac{100 \times 15+150 \times \bar{x}_{2}}{250} \\
\Rightarrow & 150 \bar{x}_{2} & =250 \times 15 \cdot 6-1500=2400 \\
& \therefore & \bar{x}_{2}
\end{array}=\frac{2400}{150}=169 .
$$

The variance $\sigma^{2}$ of the combined group is given by the formula :

$$
\begin{aligned}
& \left(n_{1}+n_{2}\right) \sigma^{2}=\dot{n}_{1}\left(\sigma_{1}^{2}+d_{1}^{2}\right)+n_{2}\left(\sigma_{2}^{2}+d_{2}^{2}\right) \\
& \Rightarrow \quad 250 \times 13.44=100(9+0.36)+150\left(\sigma_{2}{ }^{2}+0.16\right) \\
& \therefore \quad 150 \sigma_{2}{ }^{2}=250 \times 13.44-100 \times 9.36-150 \times 0.16 \\
& =3360-936-24=2400 \\
& \therefore \quad \sigma_{2}{ }^{2}=\frac{2400}{150}=16 \\
& \text { Hence } \quad \sigma_{2}=\sqrt{16}=4
\end{aligned}
$$

3.8. Co-efficient of Dispersion. Whenever we want to compare the variability of the iwo scries which differ widely in their averages or which are measured in different units, we do not merely calculate the measures of dispersion but we calculate the co-efficients of dispersion which are pure numbers independent of the units of measurement. The co-efficients of dispersion (C.D.) based on different measures of dispersion are as follows :

1. C.D. based upon range $=\frac{A-B}{A+B}$, where $A$ and $B$ are the greatest and the smallest items in the series.
2. Based upon quartile deviation :

$$
\text { C.D. }=\frac{\left(Q_{3}-Q_{1}\right) / 2}{\left(Q_{3}+Q_{1}\right) / 2}=\frac{Q_{3}-Q_{1}}{Q_{3}+Q_{1}}
$$

3. Based upon mean deviation :

$$
\text { C.D. }=\frac{\text { Mean deviation }}{\text { Average from which it is calculated }}
$$

4. Based upon standará deviation :

$$
\text { C.D. }=\frac{\text { S.D. }}{\text { Mean }}=\frac{0}{\bar{r}}
$$

3.8.1. Co-efficient of Variation. 100 times the co-efficient of desperison based upon standard deviation is called co-effecient of variation (C.V.),

$$
\begin{equation*}
\text { C.V. }=100 \times \frac{\sigma}{x} \tag{3•13}
\end{equation*}
$$

Ascording to Professor Karl Pearson who suggested this measure, C.V. is the percentage variation in the mean, stundard deviation being considered "s the total lariation in the mean.

For comparing the variability of two scries, we calculate the co-cfficient of variations for each series. The series having greater C.V. is said to be more variable than the other and the scries having lesser $C . V$. is said to be
more consistent (or homogenóus) than the other.
Example 3.7. An analysis of monthly wages paid to the workers of two firms $A$ and $B$ belonging to the same industry gives the following results:

Number of workers Firm A Firm B

Aierage montily wage
Variance of distribution of wàges

(i) Which firm, $A$ or B, has a larger wage bill?

(iii) Golculate (a) the average montl!ly wage, and (b) the variance of the distribution of nagess, of !!ll the workers in the firms At and B twken together.

## Solution.

(i) Firm A:

No. of wage-carnen (say $) n_{1}=500$
Average monthly wages (say). $\bar{x}_{1}=$ Rs. 186
Alerage monhly wage $=\frac{\text { Total wages paid }}{\text { No. of workers }}$
Hence total wages paid to the workers $=\mu_{1} \overline{\mathrm{r}}_{1}=500 \times 186=$ Rs. 93.090
Firm is
No. of wage-carners (say) $n_{2}=6 \underline{60}$
Average monthly wages (say) $\overline{r_{:}}=$Rs. 175
$\therefore$ Total wages paid to the workers $=1 i_{2} \cdot \overline{\mathrm{~F}}=600 \times 175=$ Rs. $1,05,000$
Thus we see that the firm $B$ has larger wage bill.
(ii) Variance of distribution of wages in firm $A$ (siay) $\sigma_{1}{ }^{2}=81$

Variance of distribution of wages in firm $B$ (say) $\sigma_{2}{ }^{-}=100$
C. 'V' of distribution of wages for firm $A=100 \times \frac{\sigma_{1}{ }^{\prime}}{\bar{x}_{1}}=\frac{100 \times \cdot 9}{186}=4.84$
C.V. ol distribution of wages for firm $B=100 \times \frac{\sigma_{2}}{\overline{\sqrt{2}}}=\frac{100 \times 10}{175}=5.71$

Since C.V. for firm $B$ is greater than C.V. for firm $A$, lirm $B$ has greader tariabilits in individual wages.
(iii) (ii) The average mouthly wages (say) $\bar{x}$, of all the workers ia the two firms $A$ and $B$ taken together is given by
$\bar{v}=\frac{n_{1} \bar{x}_{1}+n_{3} \bar{T}_{2}}{n_{1}+n_{2}}=\frac{500 \times 186+600 \times 175}{500+600}=\frac{198000}{1100}=\mathrm{R}$
(b) The combined variance $\sigma^{2}$ is given be the formula:

$$
\sigma^{2}=\frac{1}{n_{1}+n_{2}}\left[n_{1}\left(\sigma_{1}^{2}+d_{1}^{2}\right)+n_{2}\left(\sigma_{2}+d_{3}^{:}\right)\right.
$$

where $d_{1}=\bar{x}_{1}-\bar{x}$ and $d_{2}=\bar{x}_{2}-\bar{x}$
Here $\quad d_{1}=186-180=6$ and $d_{2}=175-180=-5$

Hence

$$
\sigma^{2}=\frac{500(81+36)+600(100+25)}{500+600}=\frac{133500}{1100}=121 \cdot 36
$$

## EXERCISE 3 (a)

1. (a) Explạin with suitable examples the term 'dispersion. ${ }^{2}$ State the relative and absolute measures of dispersion and describe the merits and demerits of standard deviation.
(b) -Explain the main difference between mean deviation and standard deviation. Show that standard deviation is independent of change of origin and scale.

- (c) Distinguish between absolute and retative measurés of dispersion.

2, (a) Explain the graphical method of obtaining median and quartile deviation.
(Calicut Univ.B.Sc, .April 1989)
(b) Compute quartile deviation graphically for the following data : Marks : 20-30 $30-40 \quad 40-50 \quad 50-60 \quad 60-70 \quad 70$ \& over Number of students : $\begin{array}{lllllll}5 & 20 & 14 & 10 & 8 & 5\end{array}$
3. (a) Show that for raw data mean deviation is minimum when measured from the median.
(b) Compuite a suitable measure of dispersion for the following grouped frequency distribution giving reasons :

Classes
Less than 20
20-30
Frequency 30

30-40
$4 \theta-50$
50-60 5
(c) Age distribution of hundred life insurance policyholders is as follows:

| . Age as on nearest birtliday | Number |
| :---: | :---: |
| $17-19 \cdot 5$ | 9 |
| $20-25 \cdot 5$ | 16 |
| $26-35 \cdot 5$ | 12 |
| $36-40 \cdot 5$ | 26 |
| $41-50 \cdot 5$ | 14 |
| $51-55 \cdot 5$ | 12 |
| $56-60 \cdot 5$ | 6 |
| $61-70 \cdot 5$ | 5 |

Calculate mean deviation from median age.
Ans. Median $=38.25$, M.D. $=10 \cdot 605$
4. Prove that the mean deviation about the mean $\bar{x}$ of the variate x , the frequency of whose ith size $x_{i}$ is $f_{t}$ is given by

$$
\frac{2}{N}\left[\bar{x} \sum_{x_{1}<\bar{x}} f_{i}-\sum_{x_{i}<\bar{x}} f_{i} x_{i}\right]
$$

Hint. Mean deviation about meạn

$$
\begin{aligned}
& =\frac{1}{N}\left[\sum_{x_{i}<\bar{x}} f_{i}\left(\bar{x}-x_{i}\right)+\sum_{x_{i}>\bar{x}} f_{i}\left(x_{i}-\bar{x}\right)\right] \\
& =\frac{1}{N}\left[\underset{x_{i}<\bar{x}}{\left.-\sum f_{i}\left(x_{i}-\bar{x}\right)+\sum_{x_{i}>\bar{x}} f_{i}\left(x_{i}-\bar{x}\right)\right]}\right.
\end{aligned}
$$

Since $\quad\left\{\Sigma f_{i}\left(x_{i}-\bar{x}\right)=0\right.$,

$$
\begin{gathered}
\sum_{x_{i}>\bar{x}} f_{i}\left(x_{i}-\bar{x}\right)+\sum_{x_{i}<\bar{x}} f_{i}\left(x_{i}-\bar{x}\right)=0 \\
\therefore M D .=\frac{1}{N}\left(\underset{x_{i}<\bar{x}}{-f_{i}\left(x_{i}-\bar{x}\right)-\sum_{x_{i}<\bar{x}} f_{i}\left(x_{i}-\bar{x}\right)}\right)=-\frac{2}{N}\left(\sum_{x_{i}<\bar{x}}^{\sum} f_{i}\left(x_{i}-\bar{x}\right)\right)
\end{gathered}
$$

5. What is standard deviation? Explain its superiority over other measures of dispersion.
6. Calculate the mean and standard deviation of the following distribution:

$$
\begin{array}{lccccc}
\mathrm{x}: & 2.5-7.5 & 7.5-12.5 & 12.5-17.5 & 17.5-22.5 \\
\mathrm{f}: & 12 & 28 & 65 & 121 \\
\mathrm{x}: & 22.5-27.5 & 27.5-32.5 & 32.5-37.5 & 37.5-42.5425-47.5 \\
\mathrm{f}: & 175 & 198 & 176 & 120 & 66 \\
\mathrm{x}: & 47.5-52.5 & 52.5-57.5 & 57.5-62.5 \\
\mathrm{f}: & 27 & 9 &
\end{array}
$$

Ans. Mean $=30.005$, Standard Deviation $=0.01$
7. Explain clearly the ideas implied in using arbitrary working orgin, and scafe for the calculation of the arithmetic mean and standard deviation of a frequency distribution. The values of the arithmetic mean and standard deviation of the following frequency distribution of a continuous variable derived from the analysis in the above manner are 40.604 lb . and 7.92 lb . respectively.

| $x:$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 | Total |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $f:$ | 3 | 15 | 45 | 57 | 50 | 36 | 25 | 9 | 240 |

Determine the actual class intervals.
8. (a). The arithmetic mean and variance of a set of 10 figures are known to be 17 and 33 respectively. Of the 10 figures, one figure (i.e., 26) was subsequently found inacurate, and was weeded out. What is the resulting (a) arithmetic mean and (b) standard deviation.
(M.S. Baroda U. B.Sc. 1993)
(b) The mean and standard deviation of 20 items is found to be 10 and 2 respectively. At the time of checking it was found that one item 8 was : incorrect. Calculate the mean and standard deviation if
(i) the wrong item is omitted, and
(ii) it is replaced by 12 .
(c) For a frequency distribution of marks in Statistics of 200 candidates (grouped in intervals $0-5,5-10, \ldots$, etc.), the mean and standard deviation were found to be 40 and 15 respectively. Later it was discovered that the score 43 was misread as 53 in obtaining the frequency distribution. Find the corrected mean and standard deviation corresponding to the correcied frequency distribution.

Ans. Mcàn $=39 \cdot 95$, S.D. $=1,4: 974$.
9. (a) Complete a table showiñg the frequencies with which words of different numbers of letters occur in the extract reproduced below (omitting punctuation marks) treating as the variable the number of letiers in each word, and obtain the mean, median and co-efficient of variation of, the distribution :
"Her eyes were blue : blue as autumn distance:blue as the blue we see, between the retreating niouldings of bills and woody slopes on a sunny September morning : a misty and shady blue, that had no beginning or surface, and was looked into rather than at.

Ans. Mean $=443 \bar{y}$, - Median $=4, \quad \sigma=2.23$ and C.V. $=51 \cdot \underline{2} 6$
(b) Treating the number of letters in each word in the following passage as the variable x , prepare the, frequency distribution table and obtain its mean, median, mode and variance.
"The reliability of data must always be examined before any attempt is made to base conclusions upon them. This is true of all data, but particularly so of numerical data,..which do not carry their quality written large on them. It is a waste of time to apply the refined theoretical methods of Statistics to data which are suspect from the beginning. "

Ans. Mean $=4.565$, Median $=4$, Mode $=3$, S.D. $=2.673$.
10. The mean of 5 observations is 4.4 and variance is 8.24 . It three of the five observation are 1,2 and 6 , find the other two.
11. (a) Scores of two golfers for 24 rounds were as follows:

Golfer A : 74, 75, 78,72, 77, 79, 78, 81, 76; 72, 72, 77, 74, 70, 78, 79, 80,81 , 74, 80, 75, 71, 73.
Golfer B : $86,84,80,88,89,85,86,82,82,79,86,80,82,76,86,89,87,83$, $80,88,86,81,81,87$
Find which golfer may be considered to be a more conșistent player?
Ans . Golfer B is more consistent player.
(b). The sum and sum of squares corresponding to length $X$ (in cms.) and weight $Y$ (in gms.) of 50 tapioca tubers are given below :

$$
\begin{array}{ll}
\Sigma X=212, & \Sigma X^{2}=902 \cdot 8 \\
\Sigma Y=261, & \Sigma Y^{2}=1457 \cdot 6
\end{array}
$$

Which is more varying, the length or weight.
12. (a) Lives of two models of refrigerators turned in for new models in a recent survey are

| ' Life | Model A | Model. B: |
| :---: | :---: | :---: |
| (No. of years) | 5 | 2 |
| $0-2$ | 16, | . .7 |


| $4-6$ | 13 | 12 |
| :---: | ---: | ---: |
| $6-8$ | 7 | 19 |
| $8-10$ | 5 | 9 |
| $10-12$ |  | 4 |

What is the average life of each model of these refrigerators? Which model shows more uniformity ?

Ans: C.V. (Model A) $=54.9 \%$, C.V. (Model B) $=3.62 \%$
(b) Goals scored by two teams A and B in a football season were as follows :

| No. of goals scored |  |  |
| :---: | :--- | :---: |
| in a match | No. of matches |  |
| 0 | A | B |
| 1 | 27 | 17 |
| 2 | 9 | 9 |
| 3 | 8 | 6 |
| 4 | 5 | 5 |
|  | 4 | 3 |

(Sri Venketeswara,U. B.Sc. Sept. 1992)
Find out which team is more consistent.
Ans. Team $A: \quad C . V .=122 \cdot 0$, Team $B: C . \dot{V} .=108.3$.
(c) An analysis of monthly wagés paid to the workèrs in two firms, $A$ and $B$ belonging to the same industry', gave the following results :


Variance of distribution of wages $100 \quad 121$
(i) Which firm, $A$ or $B$, pays out larger amount as monthly wagès ?
(ii) In which firm $A$ or $B$, is there greater variabibility in individual wages?
(iii) What are the measures of average monthly wages and the variability in individual wages, öf all the workërs in the two firms, $A$ änd $B$ taken together.

Ans. (i) Firm $B$ pays a larger amount as monthly wages.
(ii) There is greater variability in individual wageś in firm $B$.
(iii) Combined arithmetic mean $=$ Rs.49:87.

Combined standard deviation $=$ Rs. 10.82 .
14. (a) The following data give the arithmetic averages and standard devia-ו tions of three, sub-groups. Calculate the arithmetic average and standard deviation of the whole gröup.

| Sub-gruap | .No. of men | Average wages (Rs.) | Standard <br> deviation.(Rs.) |
| :---: | :---: | :---: | :---: |
| A | 50 | 1 | 61.0 |
| B | 100 | 70.0 | 8.0 |
| C | 120 | 80.5 | 9.0 |
| A |  | 10.0 |  |

Ans. Combined Mean $=73$, Combined S.D. $=11.9$.
(b) Find the missing information from the following data :

|  | Group I | Group II | Group III | Combined |
| :--- | :---: | :---: | :---: | :---: |
| Number | 50 | $?$ | 90 | 200 |
| Standard Deviation | 6 | 7 | $?$ | 7.746 |
| Mean | 113 | $?$ | 115 | 116 |

Ans. $n_{2}=60, \bar{x}_{2}=120$ and $\sigma_{3}=8$
15. A collar manufacturer is considering the production of a new style collar to attract young men. The following statistics of neck circumference are avail based on the measurement of a typical group of students :
$\begin{array}{lllllllll}\text { Mid-value } & : & 12.5 & 13.0 & 13.5 & 14.0 & 14.5 & 15.0 & 15.5 \\ 16.0\end{array}$ in inches
No. of students : $\begin{array}{lllllllll}4 & 19 & 30 & 63 & 66 & 29 & 18 & 1\end{array}$
Compute the mean and standard deviation and use the criterion $\bar{x} \pm$ obtain the largest and smallest size of collar he should make in order to meet needs of practically all his customers bearing in mind' that the collars are worn on average $3 / 4$ inch larger than neck size.
(Nagpur Univ. B.Sc., 1992)
Ans. Mean $=14.232$, S.D. $=0.72$, largest size $=17 \cdot 14^{\prime \prime}$, smallest size $=12.83^{\prime \prime}$
16. (a) A frequency distribution is divided into two parts: The mean and standard deviation of the first part are $m_{1}$ and $s_{1}$ and those of the second part are $m_{2}$ and $s_{2}$ respectively. Obtain the mean and standard deviation for the combined distribution.
[Delhi Univ. B.Sc.(Stat.Hons.), 1986]
(b) The means of two samples of size 50 and 100 respectively are $54 \cdot 1$ and 50.3 and the standard deviations are 8 and 7 . Obtain the mean and standard deviation of the sample of size 150 obtained by combining the two samples.

Ans. . Combined mean $=51.57$. Combined S.D: $=7.5$ approx.
(c) A distribution consists of three components with frequencies 200,250 and 300 having means 25,10 and 15 and standard deviations 3,4 and 5 respectively.

Show that the mean of the combined group is 16 and its standard deviation 7.2 approximately.
(Bangalore Univ. B.Sc. 1992)
17. In a certain test for which the pass marks is 30 , the distribution of marks of passing candidates classified by sex (boys and girls) were as given below:

| Marks | Frequency |  |
| :---: | :---: | :---: |
|  | Boys | Girls |
| $30-34$ | 5 | 15 |
| $35-39$ | 10 | 20 |
| $40-44$ | 15 | 30 |
| $45-49$ | 30 | 20 |
| $50-54$ | 5 | 5 |
| $55-59$ | 5 | - |
| Total | $7 C$ | 90 |

The overall means and standard deviation of marks for bovs including the 30 failed were 38 and 10. The corresponding figures for girls including the 10 failed were 35 and 9 .
(i) Find the mean and standard deviation of marks obtained by the $\mathbf{3 0}$ boys who failed in the test.
(ii) The moderation committee argued that percentage of passes among girls is higher because the girls are very studious and if the intention is to pass those who are really intelligent, a higher pass marks-should be used for girls. Wiothout quetioning the propriety of this argument, suggest what the pass mark should be which would allow only $70 \%$ of the girls to pass.
(iii) The prize committee decided to award prizes to the best 40 candidates (irrespective of sex) judged on the basis of marks obtained in the test. Estimate the number of girls who would receive prizes.
Ans.
(i) $\bar{x}=22.83, \quad \sigma_{2}=8.27$
(ii) 39
(iii) 15
18. Find the mean and variance of first $n$-natural numbers.
(Agra Univ. B.Sc., 1993)
Ans. $\bar{x}=\frac{n+1}{2}, \sigma_{2}=\frac{n^{2}-1}{12}$
19. In a frequency distribution, the $n$ intervals are 0 to 1,1 to $2, \ldots$, $(n-1)$ to $n$ with equal frequencies. Find the mean deviation and variance.
20. If the mean and standard deviation of a variable $x$ are $m$ and $\sigma$ respectively, obtain the mean and standard deviation of $(a x+b) / c$, where $a, b$ and $c$ are constants.

Ans. $\bar{u}=\frac{1}{c}(a \bar{x}+b), \sigma_{u}=\left|\frac{a}{c}\right| \sigma$
21. In a series of measurements we obtain $m_{1}$ values of magnitude $x_{1}, m_{2}$ values of magnitude $x_{2}$, and so on. If $\bar{x}$ is the mean value of all the measurements, prove that the standard deviation is

$$
\sqrt{\frac{\sum m_{r}\left(k-x_{r}\right)^{2}}{\sum m_{r}}-\delta^{2}}
$$

where $\bar{x}=k+\delta$ and $k$ is any constant.
Delh Univ. B.Sc. (Stat. Hons.), 1992
22. (a) Show that in a discrete series if deviations are small compared with mean $M$ so that $(x / M)^{2}$ and higher powers of $(x / M)$ are neglected, prove that
(i) $M H=G^{2}$
(II) $M-2 G+H=0$,
where $G$ is geometric mean and $H$ is harmonic mean.
(b) The mean and standard deviation of a variable $x$ are $m$ and $\sigma$ respectively. If the deviations are small compared with the value of the mean, show that

$$
\begin{equation*}
\text { Mean }(\sqrt{x})=\sqrt{m}\left(1-\frac{\sigma^{2}}{8 m^{2}}\right) \tag{i}
\end{equation*}
$$

(ii) Mean $\left(\frac{1}{\sqrt{x}}\right)=\frac{1}{\sqrt{m}}\left(1+\frac{3 \sigma^{2}}{8 m^{2}}\right)$ approximately.
(c) If the deviation $X_{i}=x_{i}-M$ is very sinall in comparison with mean $M$ and $\left(X_{i} \% M\right)^{2}$ and higher powers of $\left(X_{i} / \dot{M}\right)$ are neglected, prove that

$$
V=\sqrt{\frac{2(M-G)}{M}}
$$

where $G$ is the geometric mean of the valucs $x_{1}, x_{2}, \ldots, x_{n}$ and $V$ is the ëocflificient of dispersion ( $\sigma / M$ ).
(Lucknow Univ. B.Sc., 1993)
23. From' a. sample' of observations the arithmeic mean and variance âre calculated. It is then found that one of the values, $\tilde{x}_{1}$, is in error and showuld be replaced by $x_{1}{ }^{\prime}$. Show that the adjustment to the variance to correct this error is

$$
\frac{1}{n}\left(x_{1}^{\prime}-x_{1}\right) \cdot\left(x_{1}^{\prime}+x_{1}-\frac{x_{1}^{\prime}-x_{1}+2 T}{n}\right)
$$

where $T$ is the total of the original results.
(Meerut Univ. B.Sc., 1992; Del̉hi Univ. B.Sc. (Stat. Hons.), 1989, 1985]
Hint. $\sigma^{2}=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\bar{x}^{2}$

$$
=\frac{1}{n}\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right)-\frac{T^{2}}{n_{1}^{2}}
$$

where $T=x_{1}+x_{2}+\ldots+x_{n}$.
Let $\sigma_{1}^{2}$ be the corrected variance. Then

$$
\sigma_{1}^{2}=\frac{1}{n}\left\{x_{1}^{2}+x_{2}^{2}+\ldots+x_{11}^{2}\right\}-\left\{\frac{T-x_{1}+x_{1}^{\prime}}{{ }_{11}}\right\}^{2}
$$

Adjustment to the variance to correct the crror is :

$$
\begin{aligned}
\sigma_{1}^{2}-\sigma^{2} & =\frac{1}{n}\left\{x_{1}^{\prime 2}-x_{1}^{2}\right\}-\frac{1}{n^{2}}\left\{\left(T-x_{1}+x_{i}^{\prime \prime}\right)^{2}-\dot{T}^{2}\right\} \\
& =\frac{1}{n}\left\{x_{1}^{\prime}+x_{1}\right\}\left\{x_{1}^{\prime}-x_{1}\right\}-\frac{1}{n^{2}}\left\{\left(x_{1}^{\prime}-x_{\mathrm{p}}\right) \times\left(2 T-x_{1}+x_{1}^{\prime}\right)\right\}
\end{aligned}
$$

24. Show that, if the variable takes the values $0,1,2, \ldots, n$ with frequencies' proportional to the binomial coefficients ${ }^{n} C_{0},{ }^{n} C_{1},{ }^{n} C_{2}, \ldots,{ }^{n} C_{n}$ réspectively' then the meàn of the distribution its ( $n / 2$ ), the mican siquare deviation about $x^{\prime}=0$ is $n(n+1) / 4$ and the variance is $n / 4$
[Delhi Univ. B.Sc. (Stat. Hons.), 1991]
Hint. $\quad N=\Sigma f={ }^{n} C_{0}+{ }^{n} C_{1}+{ }^{n} C_{2}+\ldots+{ }^{n} C_{p n}=(1+1)^{n}=2^{n}$

$$
\begin{aligned}
\Sigma f x & =0 .{ }^{n} C_{0.1}+1_{1}{ }^{n} C_{1}+2 \cdot n C_{2}+3 . C_{3}+\ldots+n \cdot{ }^{n} C_{n} \\
& =n \cdot\left\{1+(n-1) \cdot \frac{(n-1)(n-2)}{2!}+\ldots+1\right\} \\
& =n(1+1)^{n-1}=n \cdot 2^{(n-1)}
\end{aligned}
$$

Hence mean $(\bar{x})=\frac{1}{N} \sum f x=\frac{n \cdot 2^{(n-1)}}{2^{n}}=\frac{n}{2}$
The mean square deviation $s^{2}$. (sas'y), about the point $x=0$ is given by.

$$
\begin{aligned}
s^{2}= & \frac{1}{N} \sum f x^{2}=\frac{1}{2^{n}}\left[1^{2} \cdot{ }^{n} C_{1}+2^{2} \cdot{ }^{n} C_{2}+3^{2} \cdot{ }^{n} C_{2}+\ldots+n^{2} \cdot{ }^{n} C_{n}\right] \\
= & \frac{n}{2^{n}}\left[1+2(n-1)+\frac{3}{2}(n-1)(n-2)+\ldots+n\right] \\
= & \frac{n}{2^{n}}\left(\left\{1+(n-1)+\frac{(n-1)(n-2)}{2!}+\ldots+1\right\}\right. \\
& \quad+\{(n-1)+(n-1)(n-2)+\ldots+(n-1)\}) \\
= & \frac{n}{2^{n}}\left[\left({ }^{n-1} C_{0}+{ }^{n-1} C_{1}+{ }^{n-1} C_{2}+\ldots+{ }^{n-1} C_{n-1}\right) .\right. \\
& \left.\quad+\left\{(n-1)\left(n-2 C_{0}+{ }^{n-2} C_{1}+\ldots+{ }^{n-2} C_{n-2}\right)\right\}\right] \\
= & \frac{n}{2^{n}}\left[(1+1)^{n-1}+(n-1)+(1+1)^{n-2}\right] ;=\frac{n(n+1)}{4^{\circ}} \\
\therefore \quad & \sigma^{2}=\frac{n(n+1)}{-4}-\frac{n^{2}}{4}=\frac{n}{4} .
\end{aligned}
$$

25. (a) Let $r$ be the range and $s$ be the standard deviation of a set of observations $x_{1}, x_{2}, \ldots, x_{n}$; then prove by general reasoning or otheriwise that $s \leq r$.

Hint. Since $x_{i}-\bar{x} \leq r, i=1,2, \ldots, n$, we have

$$
\begin{aligned}
& s^{2}=\frac{1}{N} \sum_{i=1}^{n} f_{i}^{\prime}\left(x_{i_{i}}-\overline{x_{i}}\right)^{2} \leq \frac{1}{N} \sum_{i=1}^{n} \dot{f}_{i}\left(r_{i}^{2}\right) \\
\Rightarrow \quad & \quad \bar{s}^{2} \leq i^{2} \frac{1}{N} \sum_{i=1}^{n} f_{i}=r^{2} \quad \Rightarrow \quad s \leq \dot{r}
\end{aligned}
$$

(b) Let $r$ be the range and

$$
S=\left(\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right)^{\frac{1}{2}}
$$

be the standard deviation of a set of observations $x_{1}, x_{2}, \ldots, x_{n}$, then prove that

$$
S \leq r\left(\frac{n}{n-1}\right)^{\frac{1}{2}} \text { [Punjab Univ. B.Sc (Stat. Hons.), 1993] }
$$

3.9. Morinents. The $r$ th moment of a variable $x$ - about any point. $x=A$, usually denoted by $\mu_{r}{ }^{\prime}$ is givẹn by

$$
\begin{align*}
\mu_{r}^{\prime} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{r}, \sum_{i} f_{i}=N \\
& =\frac{1}{N} \sum_{i} f_{i} d_{i}^{r}
\end{align*}
$$

where $d_{i}=x_{i}-A$.
The $r$ th moment of a variable about the mean $\bar{x}$, usually denoted by $\mu_{r}$ is given by

$$
\mu_{r}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{r}=\frac{1}{N} \sum_{i} f_{i} z_{i}^{\prime}
$$

where

$$
z_{i}=x_{i}-\bar{x}
$$

In particular

$$
\mu_{0}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{0}=\frac{1}{N} \sum_{i} f_{i}=1
$$

and $\mu_{1}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)=0$, being the algebraic sum of deviations from the mean. Also

$$
\begin{equation*}
\mu_{2}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}=\sigma^{2} \tag{3•16}
\end{equation*}
$$

These results, viz., $\mu_{0}=1, \mu_{1}=0$, and $\mu_{2}=\sigma^{2}$; are of fundamental importance and should be committed to memory.
We know that if $d_{i}=x_{i}-A$, then

$$
\bar{x}=A+\frac{1}{N} \sum_{i} f_{i} d_{i}=A+\mu_{1}^{\prime}
$$

3.9.1. Relation between moments about mean in terms of moments about any point and vice versa.

We have

$$
\begin{aligned}
\mu_{r} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{r}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A+A-\bar{x}\right)^{r} \\
& =\frac{1}{N} \sum_{i} f_{i}\left(d_{i}+A-\bar{x}\right)^{r}, \text { where } d_{i}=x_{i}-A
\end{aligned}
$$

Using (3-17), we get

$$
\begin{align*}
\mu_{r} & =\frac{1}{N} \sum_{i} f_{i}\left(d_{i}-\mu_{1}^{\prime}\right)^{r} \\
& =\frac{1}{N} \sum f_{i}\left[d_{i}^{\prime}-C_{1} d_{i}^{-1} \mu_{1}^{\prime}+{ }^{\prime} C_{2} d_{i}^{-2} \mu_{1}^{\prime 2}-C_{3} d_{i}^{-3} \mu_{1}^{\prime 3}+\ldots+(-1)^{r} \mu_{1}^{\prime r}\right] \tag{3-18}
\end{align*}
$$

$=\mu_{r}^{\prime}-{ }^{r} C_{1} \mu_{r-1} \mu_{1}^{\prime}+{ }^{r} C_{2} \mu_{r-2} \mu_{1}^{\prime 2}-\ldots+(-1)^{r} \mu_{1}^{\prime r} \quad$ [ On using (3.14a)]
In particular, on putting $r=2,3$ and 4 in (3.18), we get

$$
\begin{align*}
& \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2} \\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3}  \tag{3.19}\\
& \mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4}
\end{align*}
$$

Conversely,

$$
\begin{aligned}
\mu_{r}^{\prime} & =\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{r}=\frac{1}{\tilde{N}_{i}} \sum_{i} f_{i}\left(x_{i}-\bar{x}+\bar{x}-A\right)^{r} \\
& =\frac{1}{N} \sum_{i} f_{i}\left(z_{i}+\mu_{1}^{\prime}\right)^{r}
\end{aligned}
$$

where $x_{i}-\bar{x}=z_{i}$ and $\bar{x}=A+\mu_{1}{ }^{\prime}$
Thus

$$
\begin{aligned}
\mu_{r}^{\prime} & =\frac{1}{N} \sum_{i} f_{i}\left(z_{i}^{r}+{ }^{r} C_{1} z_{i}^{r-1} \mu_{1}^{\prime}+{ }^{r} C_{2} z_{i}^{r-2} \mu_{1}^{\prime 2}+\ldots+\mu_{1}^{\prime r}\right) \\
& =\mu_{r}+{ }^{r} C_{1} \mu_{r-1} \mu_{1}^{\prime}+{ }^{r} C_{2} \mu_{r-2} \mu_{1}^{\prime}{ }^{\prime}+\ldots+\mu_{1}^{\prime r} \text {. [From (3.15). }
\end{aligned}
$$

In particular, putting $r=2,3$ and 4 and noting that $\mu_{1}=0$, we get
$\mu_{2}{ }^{\prime}=\mu_{2}+\mu_{1}{ }^{\prime 2}$
$\mu_{3}^{\prime}=\mu_{3}+3 \mu_{2} \mu_{1}^{\prime}+\mu_{1}^{\prime 3}$
$\mu_{4}^{\prime}=\mu_{4}+4 \mu_{3} \mu_{1}^{\prime}+6 \mu_{2} \mu_{1}^{\prime 2}+\mu_{1}^{\prime 4}$
These formulae enable us to find the moments about any point, once the mean and the moments about mean are known.

### 3.9.2 Effect of Change of Origin and Scale on Moments.

Let $u=\frac{x-A}{h}$, so that $x=A+h u, \bar{x}=A+h \bar{u}$ and $x-\bar{x}=h(u-\bar{u})$
Thus, $r$ th moment of $x$ about any point $x \doteq A$ is given by

$$
\mu_{r}^{\prime}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-A\right)^{r}=\frac{1}{N} \sum_{i} f_{i}\left(h u_{i}\right)^{r}=h^{r} \cdot \frac{1}{N} \cdot \sum_{i} f_{i} u_{i}^{r}
$$

And the $r$ th moment of $x$ about mean is

$$
\begin{gathered}
\mu_{r}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{r}=\frac{1}{N} \sum_{i} f_{i}\left[h\left(u_{\mathrm{i}}-\bar{u}\right)\right]^{r} \\
=h^{r} \frac{1}{N} \sum_{i} f_{i}\left(u_{i}-\bar{u}\right)^{r}
\end{gathered}
$$

Thus the $r$ th moment of the variable $x$ about mean is $h^{r}$ times the $r$ th moment of the variable $u$ about its mean.
3.9.3. Sheppard's Corrections for Moments. In case of grouped frequency distribution, while calculating moments we assume that the frequencies are concentrated at the middle point of the class intervals. If the distribution is symmetrical or slightly symmetrical and the class intervals are not greater than one-twentieth of the range, this assumption is very nearly true. But since the assumption is not in general true, some error, called the 'grouping error', creeps into the calculation of the moments. W.F. Sheppard proved that if
(i) the frequency distribution is continuous, and
(ii) the frequency tapers off to zero in both directions,
the effect due to grouping at the mid-point of the intervals can be corrected by the following formulae, known as Sheppard's corrections :

$$
\begin{align*}
& \mu_{2}(\text { corrected })=\mu_{2}-\frac{h^{2}}{12} \\
& \mu_{3}(\text { corrected })=\mu_{3} \\
& \mu_{4}(\text { corrected })=\mu_{4}-\frac{1}{2} h^{2} \mu_{2}+\frac{7}{240} h^{4}
\end{align*}
$$

where $h$ is the width of the class interval.
3.9-4. Charlier's Checks. The following identities
$\sum f(x+1)=\sum f x+N ; \sum f(x+1)^{2}=\sum f x^{2}+2 \Sigma f x+N$
$\sum f(x+1)^{3}=\sum f x^{3}+3 \sum f x^{2}+3 \sum f x+N$
$\sum f(x+1)^{4}=\sum f x^{4}+4 \sum f x^{3}+6 \sum f x^{2}+4 \sum f x+N$,
are often used in checking the accuracy in the calculation of first four moments and are known as Charlier's Checks.

3•10. Pearson's $\beta$ and $\gamma$ Coefficients. Karl Pearson defined the following four coefficients, based upon the first four moments about mean :

$$
\beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}, \gamma_{1 \cdot}=+\sqrt{\beta_{1}} \text { and } \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}, \gamma_{2}=\beta_{2}-3
$$

It may be pointed out that these coefficients are pure numbers independent of units of measurement. The practical utility of these coefficients is discussed in § 3.13 and § 3.14.

Remark. Sometimes, another coefficient based on moments, viz, Alpha $(\alpha)$ coefficient is used. Alpha coefficients are defined as:

$$
\alpha_{1}=\frac{\mu_{1}}{\sigma}=0, \alpha_{2}=\frac{\mu_{2}}{\sigma^{2}}=1, \alpha_{3}=\frac{\mu^{3}}{\sigma^{3}}=\sqrt{\beta_{1}}=\gamma_{1} ; \alpha_{4}=\frac{\mu_{4}}{\sigma^{4}}=\beta_{2}
$$

3•11. Factorial Moments. Factorial moment of order $r$ about the origin of the frequency distribution $x_{i} \mid f_{i}(i=1,2, \ldots n)$, is defined as

$$
\mu_{(r)}^{\prime}=\frac{1}{N} \sum_{i=1}^{n} f_{i} x_{i}^{(r)}
$$

where $x^{(r)}=x(x-1)(x-2) \ldots(x-r+1)$ and $N=\sum_{i=1}^{n} f_{i}$
Thus the factorial 'moment of order $r$ abouit any point $x=a$ is given by

$$
\mu_{(r)}^{\prime \prime}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-a\right)^{(r)}
$$

where $(x-a)^{(r)}=(x-a)(x-a-1) \ldots(x-a-r+1)$
In particular from (3.23), we have

$$
\begin{aligned}
\mu_{(1)^{\prime}}^{\prime} & =\frac{1}{N} \sum_{i} f_{i} x_{i}=\mu_{1}^{\prime} \cdot(\text { about origin })=\operatorname{Mean}(\bar{x}) . \\
\mu_{(2)}^{\prime} & =\frac{1}{N} \sum_{i} f_{i} x_{i}^{(2)}=\frac{1}{N} \sum_{i} f_{i} x_{i}\left(x_{i}-1\right) \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}^{2}-\frac{1}{N} \sum_{i} f_{i} x_{i}=\mu_{2}^{\prime}-\mu_{1}^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
\mu_{(3)}^{\prime} & =\frac{1}{N} \sum_{i} f_{i} x_{i}^{(3)}=\frac{1}{N} \sum_{i} f_{i} x_{i}\left(x_{i}-1\right)\left(x_{i}-2\right) \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}^{\prime 3}-3 \frac{1}{N} \sum_{i} f_{i} x_{i}^{2}+2 \frac{1}{N} \cdot \sum_{i} f_{i} x_{i} \\
& =\mu_{3}^{\prime}-3 \mu_{2}^{\prime}+2 \mu_{1}^{\prime} \\
\mu_{(4)}^{\prime} & =\frac{1}{N} \sum_{i} f_{i} x_{i}^{(4)}=\frac{1}{N} \sum_{i} f_{i} x_{i}\left(x_{i}-1\right)\left(x_{i}-2\right)\left(x_{i}-3\right) \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}\left(x_{i}^{3}-6 x_{i}^{2}+11 x_{i}-6\right) \\
& =\frac{1}{N} \sum_{i} f_{i} x_{i}^{4}-6 \cdot \frac{1}{N} \sum f_{i} x_{i}^{3}+11 \cdot \frac{1}{N} \sum f_{i} x_{i}^{2}-6 \cdot \frac{1}{N} \sum f_{i} x_{i} \\
& =\mu_{4}^{\prime}-6 \mu_{3}^{\prime}+11 \mu_{2}^{\prime}-6 \mu_{1}^{\prime}
\end{aligned}
$$

Conversely, we will get

$$
\begin{align*}
& \mu_{1}^{\prime}=\mu_{(1)}^{\prime} \\
& \mu_{2}^{\prime}=\mu_{(2)}^{\prime}+\mu_{(1)}^{\prime} \\
& \mu_{3}^{\prime}=\mu_{(3)}^{\prime}+3 \mu_{(2)}^{\prime}+\mu_{(1)}^{\prime} \\
& \mu_{4}^{\prime}=\mu_{(4)}^{\prime}+6 \mu_{(3)}{ }^{\prime}+7 \mu_{(2)}^{\prime}+\mu_{(1)}^{\prime}
\end{align*}
$$

3•12. Absolute Moments. For the frequency distribution $x_{i} / f_{i} i=1,2, \ldots$ $n$, the $r$ th absolute moment of the variable about the origin is given by

$$
\frac{1}{N} \sum_{i=1}^{n} f_{i}\left|x_{i}^{r}\right|, N=\sum f_{i}
$$

where $\left|x_{i}^{r}\right|$ represents the absolute or modulus value of $x_{i}^{r}$.
The ith absolute moment of the variable about the mean $\bar{x}$ is given by

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{n} f_{i}\left|x_{i}-\bar{x}\right|^{r} \tag{3•26a}
\end{equation*}
$$

Example 3•8. The first four moments of a distribution about the value 4 of the variable are $-1 \cdot 5,17,-30$ and 108 . Find the moments aljout' niean, $\beta_{1}$ and $\beta$.

Find cllso the moments about (i) the origin, and (ii) the point $x=2$.
Solution. In the usual notations, we are given $A^{\prime}=4$ and

$$
\mu_{1}{ }^{\prime}=-1: 5, \mu_{2}{ }^{\prime}=17, \mu_{3}{ }^{\prime}=-30 \text { and } \mu_{4}{ }^{\prime}=108
$$

Moments about mean : $\mu_{1}=0$

$$
\begin{aligned}
\mu_{2} & =\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=17-(-1.5)^{2}=17-2.25=14.75 \\
\mu_{3} & =\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3} \\
& =-30-3 \times(17) \times(-1.5)+.2(-1.5)^{3} \\
& =-30+76.5-6.75=39.75
\end{aligned}
$$

$$
\begin{aligned}
\mu_{4} & =\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4} \\
& =108-4(-30)(-1.5)+6(17)(-1.5)^{2}-3(-1.5)^{4} \\
& =108-180+229.5-15 \cdot 1875=142.3125 \\
\beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{(39.75)^{2}}{(14.75)^{3}}=0.4924 \\
\beta_{2} & =\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{(142.3125)}{(14.75)^{2}}=0.6541
\end{aligned}
$$

Hence

Also

$$
\bar{x}=A+\mu_{1}^{\prime}=4+(-1.5)=2.5
$$

Moments about origin. We have

$$
\bar{x}=2.5, \mu_{2}=14.75, \mu_{3}=39.75 \text { and } \mu_{1}=142.31 \text { (approx). }
$$

We know $\bar{x}=A+\mu_{1}{ }^{\prime}$, where $\mu_{1}{ }^{\prime}$ is the first moment about the point $x=A$.
Taking $A=0$, we get the first moment about origin as $\mu_{1}{ }^{\prime}=$ mean $=2.5$.
Using (3.20), we get

$$
\begin{aligned}
\mu_{2}^{\prime} & =\mu_{2}+\mu_{1}^{\prime 2}=14.75+(2.5)^{2}=14.75+6.25=21 \\
\mu_{3}^{\prime} & =\mu_{3}+3 \mu_{2} \mu_{1}^{\prime}+\mu_{1}^{\prime 3}=39.75+3(14.75)(2.5)+(2.5)^{3} \\
& =39.75+110.625+15.625=166 \\
\mu_{4}^{\prime} & =\mu_{4}+4 \mu_{3} \mu_{1}^{\prime}+6 \mu_{2} \mu_{1}^{\prime 2}+\mu_{1}^{\prime 4} \\
& =142.3125+4(39.75)(2.5)+.6(14.75)(2.5)^{2}+(2.5)^{4} \\
& =142.3125+397.5+553 \cdot 125+39.0625 \\
& =1132 .
\end{aligned}
$$

Moments about the point $x=2$. We have $\bar{x}=A+\mu_{1}{ }^{\prime}$. Taking $A=2$, the first moment about the point $x=2$ is

$$
\mu_{1}^{\prime}=\bar{x}-2=2.5-2=0.5
$$

Hence

$$
\begin{aligned}
\mu_{2}^{\prime} & =\mu_{2}+\mu_{1}^{\prime 2}=14.75+0.25=15 \\
\mu_{3}^{\prime} & =\mu_{3}+3 \mu_{2} \mu_{1}^{\prime}+\mu_{1}^{\prime 3}=39.75+3(14.75)(0.5)+(0.5)^{3} \\
& =39.75+22.125+0.125=62 \\
\mu_{4}^{\prime} & =\mu_{4}+4 \mu_{3} \mu_{1}^{\prime}+6 \mu_{2} \mu_{1}^{\prime 2}+\mu_{1}^{\prime 4} \\
& =142.3125+4(39.75)(0.5)+6(14.75)(0.5)^{2}+(0.5)^{4} \\
& =142.3125+79.5+22.125+0.0625 \\
& =244
\end{aligned}
$$

Example 3.9. Calculate the first four moments of the following distribution about the mean and hence find $\beta_{1}$ and $\beta_{2}$.

| $x:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f:$ | 1 | 8 | 28 | 56 | 70 | 56 | 28 | 8 | 1 |

Solution.
CALCULATION OF MOMENTS

| $x$ | $f$ | $d=x-4$ | $f d$ | $f d^{2}$ | $f d^{3}$ | $f d^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | -4 | -4 | 16 | -64 | 256 |
| 1 | 8 | -3 | -24 | 72 | -216 | 648 |
| 2 | 28 | -2 | -56 | 112 | -224 | 448 |
| 3 | 56 | -1 | -56 | 56 | -56 | 56 |
| 4 | 70 | 0 | 0 | 0 | 0 | 0 |
| 5 | 56 | 1 | 56 | 56 | 56 | 56 |
| 6 | 28 | 2 | 56 | 112 | 224 | 448 |
| 7 | 8 | 3 | 24 | 72 | 216 | 648 |
| 8 | 1 | 4 | 4 | 16 | 64 | 256 |
| Total | 256 | 0 | 0 | 512 | 0 | 2,816 |

Moments about the points $x=4$ are

$$
\begin{aligned}
& \mu_{1}^{\prime}=\frac{1}{N} \Sigma f d=0, \mu_{2}^{\prime}=\frac{1}{N} \Sigma f d^{2}=\frac{512}{256}=2, \\
& \mu_{3}^{\prime}=\frac{1}{N} \Sigma f d^{3}=0 \text { and } \mu_{4}^{\prime}=\frac{1}{N} \Sigma f d^{4}=\frac{2816}{256}=11
\end{aligned}
$$

Moments about mean are:

$$
\begin{aligned}
& \mu_{1}=0, \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=2 \\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3}=0 \\
& \mu_{4}=\mu_{1}^{\prime}-4 \mu_{3} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4}=11 \\
& \beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=0, \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{11}{4}=2.75
\end{aligned}
$$

Example 3.10 For a distribution the mean is 10, variance is 16, $\gamma_{2}$ is + 1 and $\beta_{2}$ is 4. Obtain the first four moments about the orgin, i.e., zero. Comment upon the nature of distribution.

Solution. We are given

$$
\text { Mean }=10, \mu_{2}=16, \gamma_{1}=+1, \beta_{1}=4
$$

First four moments about origin ( $\mu_{1}{ }^{\prime}, \mu_{2}{ }^{\prime}, \mu_{3}{ }^{\prime}, \mu_{4}{ }^{\prime}$ )
$\mu_{1}{ }^{\prime}=$ First moment about origin $=$ Mean $=10$

$$
\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2} \Rightarrow \mu_{2}^{\prime}=\mu_{2}+\mu_{1}^{\prime 2} \Rightarrow \mu_{2}^{\prime}=16+10^{2}=116
$$

we have $y_{1}=+1 \Rightarrow \frac{\mu_{3}}{\mu_{2}^{3 / 2}}=1$

$$
\begin{aligned}
\Rightarrow \mu_{3} & =\mu_{2}^{3 / 2}=(16)^{3 / 2}=4^{3}=64 \\
\therefore \mu_{3} & =\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3} \\
\Rightarrow \mu_{3}^{\prime} & =\mu_{3}+3 \mu_{2}^{\prime} \mu_{1}^{\prime}-2 \mu_{1}^{\prime 3} \\
& =64+3 \times 116 \times 10-2 \times 1000=3544-2000=1544
\end{aligned}
$$

Now $\beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=4 \Rightarrow \mu_{4}=4 \times 16^{2}=1024$
and

$$
\mu_{1}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-\mu_{1}^{\prime 4}
$$

$$
\begin{aligned}
\Rightarrow \quad \mu_{\Lambda^{\prime}} & =1024+4 \times 1544 \times 10-6 \times 1,16 \times 100+3 \times 10000 \\
& =92784-69600=23184 .
\end{aligned}
$$

Comments of. Nature of distribution: [c.f. § 3.13 and § 3.14] Since $y_{1}=+1$, the distribution is moderately positively skewed, i.e, if we draw the curve for the given distribution, it will have longer tail towards the right. Further since $\beta_{2}=4>3$, the distribution is leptokurtic, i.e., it will be more peaked than the normal curye.

Example 3.11. If for a random variable $x$, the absolute moment of order $k$ exists for ordinary $k=1,2, \ldots, n-1$, then the following inequalities
(i) $\beta_{k}^{2 \kappa} \leq \beta_{k-1}^{\kappa} \cdot \beta_{k+1}^{k}$, (ii) $\beta_{k}^{1 / k} \leq \beta_{k+1}^{1 / k+1}$
holds for $k=1,2, . . ., n-1$, whe': $\beta_{k}$ is the kth absolute moment about the origin.
[Delhi Univ. B.Sc. (Stat.Hons.) 1989]
Solution. If $x_{i} \mid f_{i}, i=1,2, \ldots, n$ is the given frequency distrbution ${ }_{\text {it }}$ then

$$
\begin{equation*}
\beta_{\mathrm{k}}=\frac{1}{N} \Sigma f_{i}\left|x_{i}^{k}\right| \tag{1}
\end{equation*}
$$

Let $\|$ and $v$ be arbitrary real numbers, then ihe expression

$$
\begin{aligned}
& \sum_{i=1}^{n} f_{i}\left[u\left|x_{i}^{(k-1) / 2}\right|+v\left|x_{i}^{(k+1) / 2}\right|\right]^{2} \text {, is nọn-negative. } \\
\Rightarrow & \sum_{i=1}^{n} f_{i}\left[u\left|x_{i}\right|^{(k-1) / 2}+v\left|x_{i}\right|^{(k+1) / 2}\right]^{2} \geq 0 \\
\Rightarrow & \left.\mu^{2} \sum f_{i}\left|x_{i} x^{k-1}+v^{2} \sum f_{i}\right| x_{i}\right|^{k+1}+\left.2 u v \sum f_{i} x_{i}\right|^{k} \geq 0
\end{aligned}
$$

Dividing throughout by N and using relation (1), we get

$$
\begin{equation*}
u^{2} \beta_{k-1}+v^{2} \beta_{\kappa+1}+2 u v \beta_{k} \geq 0 \text {, i.e., } u^{2} \beta_{k-1}+2 u v \beta_{k}+v^{2} \beta_{k+1} \geq 0 \tag{2}
\end{equation*}
$$

We know that the condition for the expression $a x^{2}+2 l u y+b y^{2}$ to be non - negative for all values of $x$ and $y$ is that

$$
\left|\begin{array}{ll}
a & h \\
h & b
\end{array}\right| \geq 0
$$

Using this result, we get from (2)'

$$
\left|\begin{array}{ll}
\beta_{k-1} & \beta_{k} \\
\beta_{k} & \beta_{k+1}
\end{array}\right| \geq 0
$$

$$
\begin{equation*}
\Rightarrow \quad \beta_{N-1} \cdot \beta_{N+1}-\beta_{N}^{2} \geq 0 \tag{3}
\end{equation*}
$$

Raising both sides of (3) to power $k$, we get

$$
\begin{equation*}
\beta_{k}^{2 k} \geq \beta_{k-1}^{k} \cdot \beta_{k+1}^{k} \tag{4}
\end{equation*}
$$

Putting $k=1,2, \ldots, k-1, k$ successively in (4), we get.

$$
\begin{aligned}
& \beta_{1} \leq \beta_{0} \beta_{2} \\
& \beta_{2}^{4} \leq \beta_{2}^{2} \beta_{5}^{2} \\
& \beta_{3}^{6} \leq \beta_{2}^{3} \beta_{3}^{3} \\
& \cdots
\end{aligned}
$$

$$
\beta_{k}^{2 k} \leq \beta_{k-1}^{k} \cdot \beta_{k+1}^{k}
$$

Multiplying these inequalities and noting that. $\beta_{0}=1$, we get

$$
\beta_{k}^{k+1} \leq \beta_{k+1}^{k} \text { for } k=1,2, \ldots, n-1 \text {. }
$$

Raising both sides of the inequality to the power $\frac{1}{k(k+\mathrm{i})}$, we get

$$
\begin{equation*}
\beta_{k}^{1 / k} \leq \beta_{k+1}^{1 /(k+1)} \tag{5}
\end{equation*}
$$

Remark. Result (5) shows that $\beta_{k}^{1 / k}$ is an increasing function of $k$.

## EXERCISE 3 (b)

1. (a) Define the raw and central moments of a frequency distribution. Obtain the relation between the central moments of order $r$ in terms of the raw moments. What are Sheppard's corrections to the central moments?
(b) Define moments. Establish the relationship between the moments about mean, i.e., Central Moments in terms of moments about any arbitrary point and vice verṣa.

The first three moments of a distribution about the value 2 of the variable are 1,16 and -40 . Show that the mean is 3 , the variance is 15 and $\mu_{3}=-86$. Also show that the first three moments about $x=0$ are 3,24 and 76 .
(c) For a distribution the mean is 10 , variance is $16, \gamma_{1}$ is +1 and $\beta_{2}$ is 4 . Find the first four moments about the origin.

Ans. $\mu_{1}{ }^{\prime}=10, \mu_{2}{ }^{\prime}=116, \mu_{3}{ }^{\prime}=1544$ and $\mu_{4}{ }^{\prime}=23184$.
(d) (i) Define 'moment'. What is its use ? Express first four central moments in terms of moments about the origin. What is the effect of change of origin and scale on $\mu_{3}$ ?
(ii) The first three moments of a distribution about the point $X=7$ are 3, II and 15 respectively. Obtain mean, variance and $\beta_{1}$.
2. The first four moments of distribution about the value 5 of the variable are 2,20,40 and 50 . Obtain as far as possible, the various characteristics of the distribution on the basis of the information given.

Ans. Mean $=7, \mu_{2}=16, \mu_{3}=-64, \mu_{4}=162, \beta_{1}=1$ and $\beta_{2}=0.63$.
3. (a) If the first four moments of a distribution about the value 5 are equal $10-4,22,-117$ and 560 , determine the corresponding moments (i) about the mean, (ii) about zero.
(b) What is Sheppard's correction? Wha. will be the corrections for the first lour moments?

The first four moments of a distribution about. $x \cong 4$ are $1,4,10,45$. Show that the meañ is 5 and the variance is 3 and $\mu_{3}$ and $\mu_{4}$ are 0 and 26 respectively,
(c) In certain distribution, the lirst four moments about the point 4 are $-1 \cdot 5,17,-13$ and 308. Calculate $\beta_{1}$ and $\beta_{2}$.
(d) The first four moments of a frequency distribution about the point. 5 are $-0.55 .4 \cdot 46,-0.43$ and .68.52. Find $\beta_{1}$ and $\beta_{2}$.

Ans. $\mu_{2}=4.1575, \mu_{3}=6.5962, \mu_{4}=75.3944, \beta_{1}=0.6055, \beta_{2}=4.3619$.
4. (a) For the following data, calculate (i) Mean, (ii) Median, (iii) Semi-inter-quartile range, (iv) Coefficient of variation, and ( $v$ ) $\beta_{1}$ and $\beta_{2}$ coefficiẹnts.

Wages in 170 - 180- 190 - 200- 210- 220- 230- 240 -
$\begin{array}{lllllllll}\text { Rupees: } & 180 & 190 & 200 & 210 & 220 & 230 & 240 & 250\end{array}$

| No. of | 52 | 68 | 85 | 92 | 100 | 95 | 70 | 28 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Persons:
Ans. Mean $=209$ (approx.); Median $=209.8 ;$ Q.D. $=15.8 ; \sigma=19.7$; C.V. $=9.4 ; \beta_{1}=0.003 ; \beta_{2}=26.105$.
(b) Find the second, third and fourth central moments of the frequency distribution given below. Hence find (i) a measure of skewness $\left(\gamma_{1}\right)$ and (ii) measure of kurtosis ( $\gamma_{2}$ ).

| Class Limits | Frequency |
| :---: | :---: |
| $100.0-114.9$ | 5 |
| $115.0-119.9$ | 15 |
| $120.0-124.9$ | 20 |
| $125.0-129.9$ | 35 |
| $130.0-134.9$ | 10 |
| $135.0-139.9$ | 10 |
| $140.0-144.9$ | 5 |

Also apply Sheppard's corrections for moments.
Ans. $\mu_{2}=2.16, \mu_{3}=0.804, \mu_{4}=12.5232$

$$
\gamma_{1}=\sqrt{\beta_{1}}=0.25298 ; \gamma_{2}=\beta_{2}-3=-0.317 .
$$

(c) The standard deviation of a symmetrical distribution is 5 . What must be the value of the fourth moment about the mean in order that the distribution be (i) leptokurtic, (ii) mesokurtic, and (iii) platykurtic?

Hint : $\mu_{1}=\mu_{3}=0$ (because distribution is symmetrical).

$$
\begin{aligned}
& \sigma=5 \Rightarrow \sigma^{2}=\mu_{2}=25 \\
& \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{\mu_{4}}{625}
\end{aligned}
$$

(i) Distribution is leptokurtic if $\beta_{2}>3$, i.e., if $\frac{\mu_{4}}{625}>3 \Rightarrow \mu_{4}>1875$
(ii) Distribution is mesokurtic if $\beta_{2}=3 \Rightarrow$ if $\mu_{4}=1875$
(iii) Distribution is platykurtic if $\beta_{2}<3 \Rightarrow$ if $\mu_{4}<1875$
5. Show that for discrete distribution $\beta_{2}>1$.
[Allahabad Univ. M.A., 1993; Delhi Univ. B.Sc. (Stat. Hons), 1992]
Hint. We have to show that $\mu_{4} / \mu_{i}^{2}>1$, i.e., $\mu_{4}>\mu_{2}^{2}$. If $x_{i} / f_{i}, i=1,2, \ldots$, $n$, be the given discrete distribution, then we have to prove that

$$
\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{4}>\left(\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)^{2}\right)^{2}
$$

Putting $\left(x_{i}-\bar{x}\right)^{2}=z_{i}$, we have to show that

$$
\frac{1}{N} \sum_{i} f_{i} z_{i}^{2}>\left(\frac{1}{N} \sum_{i} f_{i} z_{i}\right)^{2}
$$

$$
\begin{array}{ll}
\text { i.e., } & \frac{1}{N} \sum_{i} f_{i} z_{i}^{2}-\left(\frac{1}{N} \sum_{i} f_{i} z_{i}\right)^{2}>0 \\
\text { i.e., } & \sigma_{Z}^{2}>0,
\end{array}
$$

which is always true, since variance is always positive.
Hence $\quad \beta_{2}>1$.
6. (a) The scores in Economics of 250 candidates appearing at an examination bave

Mean

$$
=\bar{x}=39.72
$$

Variance $\quad=\sigma^{2}=97.80$
Third Central moment $=\mu_{3}=-114.18$
Fourth central moment $=\mu_{+}=28,396 \cdot 14$
It was later found on scrutiny that the score 61 of a candidate has been wrongly recorded as 51 . Make necessary corrections in the given values of the mean and the central momenti.
(Gujarat Univiv.M.A, 1993)
(b) Fori a distribution of 250 heights, calculations showed that the mean, standard deviation, $\beta_{1}$ and $\beta_{2}$ were 54 inches, 3 inches 0 and 3 inches respectively. It was, however, discovered on checking.that the two items 64 and.E Jin the origingal/ data were wrongly written in place of correct values 62 and 52 inches respectively. Calculate the correct frequency constants.

Ans. Correct Mean =54, S.D. $=2 \cdot 97, \mu_{3}=-2 \cdot 18, \mu_{4}=218 \cdot 42, \beta_{1}=0.0070$ and $\beta_{2}=2 \cdot 81$
7. In calculating the moments of a frequency distribution based on 100 observations, the following results are obtained :

Mean $=9$, Variance $=19, \beta_{1}=0.7\left(\mu_{3}+\right.$ ive $), \beta_{2}=4$
But later on its was found that one observation 12 was read as 21. Otiain the correct value of the first four central moments.

Ans. Correctéd mean $=8.91, \mu_{2}=17.64, \mu_{3}=57.05, \mu_{4}=1257.15$, $\beta_{1}=0.59$ and $\beta_{2}=4.04$.
8. (a) Show that if a range of six times the standard deviation coivers at least 18 class intervals, Sheppard's correction will make a difference of Ięss theni 0.5 percent in the corrected yalue of the standard deviation.

Hint. If $h$ is the magnitude of the class interval, then we want:

$$
\begin{aligned}
& \quad 6 \sigma>18 h \Rightarrow \sigma>3 h \Rightarrow h^{2}<\frac{1}{9} \sigma^{2} \Rightarrow-h^{2}>-\frac{1}{9} \sigma^{2} \\
& \therefore \quad \mu_{2} \text { (corrected) }=\mu_{2}-\frac{h^{2}}{12} \geq \sigma^{2}-\frac{1}{9 \times 12} \sigma^{2}=\sigma^{2}\left(1-\frac{1}{108}\right) \\
& \Rightarrow \text { s.d. }(\text { corrected }) \geq \sigma\left(1-\frac{1}{108}\right)^{1 / 2}-\frac{-\sigma}{}\left(1-\frac{1}{2} \times \frac{1}{108}\right)
\end{aligned}
$$

$\therefore$ Required adjustement $=\sigma-\sigma($ corrected $)<\frac{\sigma}{216}<\frac{\sigma}{200}=\frac{1}{2} \%$ of s'd.
(b) Show that, if the class intervals of a grouped distribution is less than one-third of the calculated standard deviation, Sheppard's adjustment makes a difference of less than $\frac{1}{2} \%$ in the estimate of the standard deviation
9. (a) If $\partial_{r}$ is the $r$ th absolute moment about zero, use the mean value of

$$
\left[u|x|^{(r-1) / 2}+v|x|^{(r+1) / 2}\right]^{2}
$$

to show that

$$
\left(\delta_{r}\right)^{2 r} \leq\left(\partial_{r-1}\right)^{r}\left(\partial_{r+1}\right)^{r}
$$

From this derive the following inequalities .-
(i) $\left(\partial_{r}\right)^{r+1} \leq\left(\delta_{r+1}\right)^{r}$, (ii) $\left(\partial_{r}\right)^{1 / r} \leq\left(\delta_{r+1}\right)^{1 /(r+1)}$
(b) For a random variable. $X$ moments of all order exist. Denoting by $\mu_{j}$ and $\partial_{j}$, the $j$ th central moment and $j$ th absolute moment respectively, show that $t_{i}$
(i) $\left(\mu_{2 j+1}\right)^{2} \leq \mu_{2 j} \mu_{2 j+2}$,
(ii) $\left(\partial_{j}\right)^{1 / j} \leq\left(\partial_{j+1}\right)^{1 /(j+1)}$
(Karnataka Univ. B.Sc., 1993)
10. If $\beta_{1}$ and $\beta_{2}$ 'are the Pearsons's coefficients of skewness and Kurtosis respectively, show that $\beta_{2}>\beta_{1}+1$.
(Bangalore Univ. B:Sc., 1993)

- 3•13. Skewness. Literally, skewness means 'lack of syminietry'. We study skewness to have an idea about the shape of the curve which we can draw with the help of the given data. A distribution is said to be' skewed if
(i) Mean, median and mode fall at different points,
i.e., Mean $\neq$ Median $\neq$ Mode,
(ii) Quartiles are not equidistant from median, and
(iii) The curve drawn with the help of the given data is not symmetrical but stretched more to one side than to the other.

Measures of Skewness. Various measures of skewness are
(1) $S_{k}=M-M_{d}$ (2) $S_{k}=M^{i}-M_{0}$.
where $M$ is the mean, $M_{d}$, the median and $M_{0}$, the mode of the distribution.
(3) $S_{k}=\left(Q_{3}-M_{d}\right)-\left(M_{d}-Q_{1}\right)$.

These are the absolute measures of skewness. As in dispersion, for comparing two series we do not, calculate these absolute measures but we calculate the relative measures çalled the co-efficients of skewness which are pure numbers independent of units of measurement. The following are the coefficients of Skewness.

1. Prof: Karl Pearson's Coefficient of Skewness.

$$
S_{k}=\frac{\left(M-M_{0}\right)}{\sigma}
$$

where. $\sigma$ is the standard deviation of the distribution.
If mode is ill-defined, then using the relation, $M_{0}=3 M_{d}-2 M$, for a moderately asymmetrical distribution, we get

$$
S_{k}=\frac{3\left(M-M_{d}\right)}{\sigma}
$$

The lịmits for Karl Pearson's coefficient of skewness are $\pm 3$. In practice, these limits are rarely attained.

Skewness is positive if $M>M_{0}$ or $M>M_{d}$ and negative if $M<M_{0}$ or $M<M_{d}$.
II. Prof. Bowley.'s Coefficient of Skewness. Based on quartiles,

$$
S_{K}=\frac{\left(Q_{3}-M_{d}\right)-\left(M_{d}-Q_{1}\right)}{\left(Q_{3}-M_{d}\right)+\left(M_{d}-Q_{1}\right)}=\frac{Q_{3}+Q_{1}-2 M_{d}}{Q_{3}-Q_{1}}
$$

Remarks 1. Bowley's coefficient of skewness is also known as Quartile coefficient of skewness and is especially useful in situations where quartiles and median are used, viz.,
(i) When the mode is ill-defined and extreme observations are present in the data.
(ii) When the distribution has open end classes or unequal class intervals.

In these situations Pearson's coefficient of skewness cannot be used.
2. From (3.28), we observe that

$$
S_{k}=0 \text {, if } Q_{3}-M_{d}=M_{d}-Q_{1}
$$

This implies that for a symmetrical distribution ( $S_{k}=0$ ), median is equidistant from the upper and lower quartiles. Moreover skewness is positive if :

$$
Q_{3}-M_{d}>M_{d}-Q_{1} \Rightarrow Q_{3}+Q_{1}>2 M_{d}
$$

and skewness is negative if

$$
Q_{3}-M_{d}<M_{d}-Q_{1} \Rightarrow Q_{3}+Q_{1}<2 M_{d}
$$

3. Limits.for Bowley's Coefficient of Skewness. We know that for two real positive numbers $a$ and $b$ (i.e., $a>0$ and $b>0$ ), the moduls value of the difference $(a-b)$ is always less than or equal to the modules value of the sum $(a+b)$, i.e.,

$$
\begin{equation*}
|a-b| \leq|a+b| \Rightarrow\left|\frac{a-b}{\mid a+b}\right| \leq 1 \tag{*}
\end{equation*}
$$

We also know that ( $Q_{3}-M_{d}$ ) and ( $M_{d}-Q_{1}$ ) are both non-negative. Thus, taking $a=Q_{3}-M_{d}$ and $b=M_{d}-Q_{1}$ in (*), we get

$$
\begin{array}{rlrl} 
& & \left|\frac{\left(Q_{3}-M_{d}\right)-\left(M_{d}-Q_{1}\right)}{\left(Q_{3}-M_{d}\right)+\left(M_{d}-Q_{1}\right)}\right| & \leq 1 \\
\Rightarrow & & \mid S_{k} \text { (Bowley) } \mid & \leq 1 \\
\Rightarrow & -1 \leq S k \text { (Bowley) } & \leq 1 .
\end{array}
$$

Thus, Bowley's coefficient of skewness ranges from -1 to 1 .
Further ${ }_{j}$ we note from (3.28) that :

$$
\begin{aligned}
& S_{k}=+1 \text {, if } M_{d}-Q_{1}=0, \text { i.e., if } M_{d}=Q_{1} \\
& S_{k}=-1 \text {, if } Q_{3}-M_{d}=0 \text {. } i_{i} e_{4} \text { if } Q_{3}=M_{d} .
\end{aligned}
$$

4. It should be clearly understood that the values of the coefficients of skewness obtained by Bowley's formula and Pearson's formula are not comparable, although in each case, $S_{k}=0$, implies the absence of skewness, i.e., the distribution is symmetrical. It may even happen that one of them gives positive skewness while the other gives negative skewnés.
5. In Bowley's coefficient of skewneśs the disturbing factor of variation is eliminated by dividing the absolute measure of skewness, viz., ( $Q_{3}-M d$ ) ( $M d-Q_{1}$ ) by the measuie of dispersion ( $Q_{3}-Q_{i}$ ), i.e., quartile range.
6. The only and perhaps quite serious limitations of this coefficient is that it is based only on the central $50 \%$ of the.data and ignores the remaining $50 \%$ of the data towards the extremes.
III. Based upon moments, co-efficient of skewness is

$$
S_{k}=\frac{\sqrt{\beta_{1}}\left(\beta_{2}+3\right)}{2\left(5 \beta_{2}-6 \beta_{1}-9\right)}
$$

where symbols have their usual meaning. Thus $S_{k}=0$ if either $\beta_{1}=0$ or $\beta_{2}=-3$. But since $\beta_{2}=\mu_{4} / \mu_{2}^{2}$, cannot be negative, $S_{k}=0$ if and only if $\beta_{1}=0$. Thus for a symmetrical distribution $\beta_{1}=0$. In this respect $\beta_{1}$ is taken to be a measure öf skëēwènès. The co-efficient, in ( 3.29 ) is to be regarded as' without sign.

We observe in ( 3.27 ) and ( 3.28 ) that skewness cán be positive as well as negative. The skewness is positive if the larger tail of the distribution lies towards


$$
\begin{gathered}
\overline{x_{.}}(\text {Mean })=M_{0}=M_{d} \\
\text { (Symnictrical Distribution) }
\end{gathered}
$$

the higher values of the variate (the right), i.e., if the curve drawn with the help of the given data is tretched more to the right than to the left and is negative

in the contracy case.
3•14. Kurtosis. If we know the neasures of central tendency, đispersion and skewness, we still cannot form a complete idea about the distribution as will be clear from the following figure in which all the three curves $A, B$ and $C$ are symmetrical about the mean ' $m$ ' and have the same range.

In addition to these measures we should know one more measure which Prof. Karl Pearson calls as the 'Convexity of curic' or Kurtosis. Kurtosis enables us to have'an idea about the flatness or peakedness of the curve. It is measured by' the co-efficient $\beta_{?}$ ? or its derivation $r_{2}$ given by

$$
\beta_{2}=\mu_{1} / \mu_{2}^{\prime}, \gamma_{2}=\beta_{2}-3
$$



Curve of the type ' $A$ ' which is neither flat nor peaked is called the normal curve or 'mesokirric curve and for such a curve $\beta_{2}=3$, i.e., $\gamma_{2}=0$. Curve of the type ' $B$ ' which is flatter than the normal curve is known as platykurtic' and for such a curve $\beta_{2}<3$, i.e., $\gamma_{2}<0$. Curve of the type ' $C$ ' which is more peaked than the normal curve is called leptokurtic and for such a curve $\beta_{2}>3_{2}$ i.e., $y_{2}>0$.

## EXERCISE 3 (c)

1. What do you understand by skewness? How is it measured ? Distinguish clearly, by giving figures, between positive and negative.skewness.
2. Explain the methods of measuring skewness and kurtosis of a frequency distribution.
3. Show that for any frequency distribution :
(i) Kurtosis is greater than unitiy.
(ii) Co-efficient of skewness is less than 1 numerically.
4. Why do we calculate in general, only the first four moments about mean of a distribution and not the higher moments?
5. (a) Obtain Karl Pearsons's measure of skewness for the following data:

| Values | Frequency | Values | Frequency |
| :---: | :---: | :---: | :---: |
| $5-10$ | 6 | $25-30$ | 15 |
| $10-15$ | 8 | $30-35$ | 11 |
| $15-20$ | 17 | $35-40$ | 2 |
| $20-25$ | 21 |  |  |

(b) Assume that a firm has selected a random sample of 100 from its production line and has obtain the data.shown in the table below :

Class interval Frequency Class interval Frequency

| $130-134$ | 3 | $150-154$ | 19 |
| ---: | ---: | ---: | ---: |
| $135-139$ | 12 | $155-159$ | 12 |
| $140-144$ | 21 | $160-164$ | 5 |
| $145-149$ | 28 |  |  |

Compute the following :
(a) The a rithmetic niean, (b) the standard deviation,
(c) Karl Pearson's coefficient of skewness.
Ans. (a) 147.2,
(b) 7.2083
(c) 0.0711
6. (a) For the frequency distribution given below, calculate the coefficient of skewness based on quartiles.
Annual Ş̣les

(Rs. '000 ) $\quad$ No. of Firms | Annual Sales. |
| :---: |
| (Rs. '000) |$\quad$ No. of firms

Less than 20. $30 \quad$ Less than $70 \quad 644$
Less than 30225
Less than 40465
Less than 50580
Less than 60
(b) (i) Karl Pearsons's.coefficient of śkewness of a disiribution is 0.32 , its s.d: is $\mathbf{6 . 5}$ and mean is $\mathbf{2 9 . 6}$. Find the mode of the distribution.
(ii) If the mode of the above distribution is $24 \cdot 8$, what will be the s.d.?
7. (a) In a frequency distribution, the co-efficient of skewness based upon the quartiles lis $0 \cdot 6$. If the sum oif the upper and lower quartiles is 100 and median is 38 , find the value of the upper and:lower.quariles.

Hint. We are given'

$$
\begin{equation*}
S_{k}=\frac{Q_{3}+Q_{1}-2 M d}{Q_{3}-Q_{1}}=0.6 \tag{*}
\end{equation*}
$$

Also $Q_{3}+Q_{1}=100$ and 'Me'dian $=38$
Subsituting ( ${ }^{*}$ ), we get

$$
\begin{array}{lrl} 
& \frac{100-2{ }_{n} \times 38}{Q_{3} \perp Q_{1}} & =0.6 \\
\Rightarrow & Q_{3}-Q_{1} & =40 \\
\text { Simplifying we get ! } & Q_{1}=30, Q_{3} & =70
\end{array}
$$

(b) A frequency distribution gives the following results:
(i) C.V. $=5$
(ii) Karl Pearsons's co-efficient of skewness $=0.5$
(iii) $\sigma=2$.

Find the mean and mode of the distribution.
(c) find the C.V. of a frequency distribution given that its mean is 120 , mode is $\mathbf{1 2 3}$ and Karl Pearons's co-efficient of skewness is $\mathbf{- 0 . 3}$.

Ans. C.V. $=8.33$
(d) The first three moments of distribution about the value 2 are 1, 16 and 40 respectively. Examine the skewness of the distribution.
8. The first three moments about the origin 51 Kg . salculated from the data on the weights of 25 college students are

$$
\mu_{1}^{\prime}=+0.4 \mathrm{~kg} ., \sqrt{\mu_{2}^{\prime}}=1.2 \mathrm{~kg} . \text { and }\left(u_{3}^{\prime}\right)^{1 / 2}=-0.25 \mathrm{~kg} .
$$

Determine the mean, the standard deviation and coefficient oif skewness.
9. The first three moments about the origin are given by

$$
\mu_{1}^{\prime}=\frac{n+1}{2}, \mu_{2}^{\prime}=\frac{(n+1)(2 n+1)}{6} \text { and } \mu_{3}^{\prime}=\frac{n 9 n+1)^{2}}{4}
$$

Exaniine the skewness of the data.
10. Find out the kurtosis of the data given below:

| Class interval | $0-10$ | $10-20$ | $20-30$ | $30-40$ |
| :---: | :---: | :---: | :---: | :---: |
| Frequency | 1 | 3 | 4 | 2. |

11. Data were obtained for diśtribution of pas'sengers, entering Bombay local trains over time at intervals of 15 minutes for morning and evening rush hours separately, and the following results were obtained.

Morning hours Evening hours
Arithmetic mean (Peak Hours) $\quad 8$ his. $38 \mathrm{~min} . \quad 5 \mathrm{hrs} .40 \mathrm{~min}$.
Standard deviation
38.5 min . 34.9 min.

Coefficient of skewness (in 15 min . unit)
$+0 \cdot 17$

## Kurtosis measure

$2 \cdot 2$
Interpret the result and discuss giving reasons, whether you approve of the measure of 'peak hour'.
12. (a) The standard deviation of a symmertrical distribution is 5 ., What must be the value of the fount moment about the mean in ordẹ be (i) Leptokurtic, (ii) mesokurtic, and (iii) platykurtic.

Hint. $\mu_{1}=\mu_{3}=0$ (Because distribution is symmetrical), $\sigma=5 \Rightarrow \sigma^{2}=$ $\mu_{2}=25$

$$
\beta_{2}=\frac{\dot{\mu}_{4}}{\mu_{2}^{2}}=\frac{\dot{\mu}_{4}}{625}
$$

(i) Distt. is leptokurtic if $\beta_{2}>3$ i.e., if $\frac{\mu_{4}}{625}>3 \Rightarrow \mu_{4}>1875^{\circ}$
(ii) Distt. is mesokurtic if $\beta_{2}=3 \Rightarrow$ if $\stackrel{1}{4}^{625}<1875$
(iii) Distt. is platykurtic if $\beta_{2}<3 \Rightarrow$ if $\mu_{4}<1875$.
(b) Find the second, third and fourth central moments of the frequency distribution given below., Hence, find (i) a measure of skewness, and (ii) a measure of kurtosis ( $\gamma_{2}$ ).

| Class linits | Frequency |
| :--- | :---: |
| $110.0-114.9$ | 5 |
| $115.0-119.9$ | 15 |
| $120.0-124.9$ | 20 |
| $125.0-129.9$ | 35 |
| $130: 0-134.9$ | 10 |
| $135.0-139.9$ | 10 |
| $140.0-144.9$ | 5 |

Ans. $\mu_{2}=2.16, \mu_{3}=0.804, \mu_{4}=12.5232$.

$$
\gamma_{1}=\sqrt{\beta_{1}}=0.25298 ; \dot{\gamma}_{2}=\beta_{2}-3=-0.317 .
$$

13. (a) Define Pearsonian coefficients $\beta_{1}$ and $\beta_{2}$ and discuss their utility in statistics.
[Delhi Univ. B.Sc. (Hons.), 1993]
(b) What do you mean by skewness and kurtosis of a distribution? Shou that the Pearson's Beta coefficients satisfy the ińèquality $\beta_{2}-\beta_{1}-1 \geq 0$. Alsc deduce that $\beta_{2} \geq 1$.
(Delhi Univ. B.Sc. (Stat. Hons.), 1991
(c) Define the 'Pearson's coefficients $\gamma_{1}$ and $\gamma_{2}$ and discuss their utility it Statistics.

## OBJECTIVE TYPE QUESTION̦S

1. Match the correct parts to make a valid statement.
(a) Range
(i) $\left(Q_{3}-Q_{1}\right) / 2$
(b) Quarrile Deviation
(ii) $\sqrt{\frac{\mathrm{I}}{N} \Sigma f_{\mathrm{i}}\left(x_{i}-\bar{x}\right)^{2}}$
(c) Mean Deviation
(iii) $\frac{S . D .}{M e a n} \times 100$
(d) Standard Deviation
(iv) $\frac{\mathrm{I}}{N} \Sigma f_{i}\left|\left(x_{1}-\bar{x}\right)\right|$
(e) Coefficient of Variation
(v) $X_{\text {max }}-X_{\text {min }}$
II. Which value of ' $a$ ' gives the minimum ?
(i) Mean square deviation from ' $a$ '
(ii) Mean deviation from ' $a$ '
III. Mcan of 100 observations is 50 and S.D. is 10 . What will be the nev mean and S.D., if
(i) 5 is added to each observation,
(ii) each observation is multiplied by 3 ,
(iii) 5 is subtracted from each observation and then it is divided by 4 ?
IV. Fill in the blanks :
(i) (d) Absolute sum of deviation is minimum from.
(b) Least value of root mean square deviation is
(ii) The sum of squares of deviations is least when measured from
(iii) The sum of 10 items is 12 and the sum of their squares is 16.9 .
(iv) In any distribution, the standard deviation is always the mean deviation.,
(v) The relationship between root mean square deviation and standard deviation $\sigma$ is $\qquad$
(vi) If $25 \%$ of the items are less than 10 and $25 \%$ are more than 40 , the coefficient of quartile deviation is $\qquad$
(vii) The median and standard deviation of a distribution are 20 and 4 respectively. If each item is increased by 2 , the median will be $\qquad$ and the new standard deviation will be $\qquad$
(viii) In a symmetric distribution, the mean and the mode are $\qquad$
(xi) In symmetric distribution, the upper and the lower quartiles are equidistant from
(x) If the mean, mode and standard deviation of a frequencý distribution are 41,45 and 8 respectively, then its pearson's coefficient of skewness is
(xi) For a symmetrical distribution $\beta_{1}=$ $\qquad$
(xii) If $\beta_{2}>3$ the distribution is said to be $\qquad$
(xiii) For a symmetric distribution $\mu_{2}=$ $\qquad$
$\mu_{2 n+1}=$ $\qquad$
(xiv) If the mean and the mode of a given distribution are equal then its coefficient of skewness is $\qquad$
(xv) If the kurtosis of a distribution is 3 , it is called $\qquad$ distribution.
(xvi) In a perfectly symmetrical distribution $50 \%$ of items are above 60 and $75 \%$ itens are below 75. Therefore, the coefficient of quartile deviation is and coefficient of skewness is $\qquad$
(xvii) Relation between $\beta_{1}$ and $\beta_{2}$ is given by $\qquad$
V. For the following questions given correct answers:
(i) Sum of absolute deviations about median is
(a) Least,
(b) greatest,
(c) zero,
(d) equal.
(ii) The sum of squares of deviations is least when measured from
(a) Median
(b)
(c) Mean,
(d) Mode,
(e) none of then:
(iii) In any discrete series (ivhen all the values are not same) the relationship between M.D. about mean and S.D. is
(a) M.D. = S.D.,
(b) M.D. $\geq$ S.D.,
(c) M.D. < S.D.,
(d) M.D. $\leq$ S.D.
(e) None of these.
(iv) If each of a set of observaṭions of a variable is multiplied by a constant (non-zero) value, the variance of the resultant variable.
(a) is unaltered,
(b) increases
(c) decreases,
(d) is unknown:
(v) The appropriate measure whenever the extreme items, are to be disregarded and when the distribution contains indefinite classes at the end is
(a) Median,
(b) Mode,
(c) Quartile deviation,
(d) Staņard Deviation
(vi) A.M., G.M. and H.M. in any series are equal when
(a) the distribution is symmetric, (b) all the values are same,
(c) the distribution is positively skewed,
(d) the distribution is unimodal.
(vii) The limits for quartile cöefficient of skewness are
(a) $\pm 3$,
(b) 0 and 3 ,
(c) $\pm 1$,
(d) $\pm \infty$
(viii) The statement that the variance' is equal to the second central moment'
(a) always true,
(b) sometimes true,
(c) never true,
(d) a mbiguous.
(ix) The standard deviation of a distribution is 5 . The value of the founth central moment ( $\mu_{4}$ ), in order that the distribution be mesokurtic should be
(a) equal to 3 ,
(b) greater than 1,875 ,
(c) equal to 1,875 .
(d) less than 1,875 .
(x) In a frequency curve of scores the mode was found to be higher than the mean. This shows that the distribution is
(a) Symmetric,
(b) negatively skewed ${ }_{2}$
(c) positvely skẹwed,
(d) normal.
(xi) For any frequency distribution, the kurtosis is
(a) greater than 1 ,
(b) less than 1 ,
(c) equal to 1.
(xii) The measure of kurtosis is
(a) $\beta_{2}=0$,
(b) $\beta_{2}=3$,
(c) $\beta_{2}=4$ :
(xiii) For the distribution
(a) $\mu_{4}=0$,
(b) Median $=0$,
(c) The distribution of $x$ is symmetrical.

$$
\begin{array}{lrrrrrrrrrr}
X: & -4 & -3 & -2 & -1 & 0 & 1 & 2 & 3 & 4 & \text { Total } \\
f: & 2 & 4 & 5 & 7 & 10 & 7 & 5 & 4 & 2 & 46 \\
\text { (xiv) } & \text { For a symmetric distribution }
\end{array}
$$

(a) $\mu_{2}=0$,
(b) $\mu_{2}>0$;
(c) $\mu_{3}>0$
VI. State which of the following statements are Ture and which False. In each of false statements given the correct statement.
(i) Mean, standard deviation and varaince have the same unit.
(ii) Standard deviation of every distribution is unique and aliways exists.
(iii) Median is the value of the variance which divides the total frequency it two equal parts.
(iv) Mean - Mode $=\mathbf{3}$ (mean - median) is often approximately satisified.
(v) Mean deviation $=\frac{4}{5}$ (standarờ deviation) is always satisfied.
(vi) $\quad \beta_{2} \geq 1$ is always satisfied
(vii) $\beta_{1}=0$ is a conclusive test for a distribution to be symmetrical.

## Theory of Probability

4.1. Introduction. If aṇ experiment is repeated under essentially homogeneous and similar conditions we generally come across two types of situations:
(i) The result or what is usually known as-the 'outcome' is unique or certain.
(ii) The result is not unique but may be one of the several possible outcomes.

The phenomena covered by: (i) are known as 'deterministic' or 'predictable' phenomena. By a deterministic phenomenon we mean one in which, the result can be predicted with certainty. For example :
(a) For aperfect gas,

$$
V \propto \frac{1}{P} \quad \text { i.e. }, P V=\text { constant },
$$

provided the temperature remains the same.
(b) The velocity ' $v$ ' of a.particle after time ' $t$ ' is given by

$$
v=u+a t
$$

where $u$ is the initial velocity and $a$ is the acceleration. This equation uniquely determines $v$ if the right-hand quantities;are known.
(c) Ohm's Laẅ, viz., $C=\frac{E}{R}$
where $\mathbf{C}$ is the flow of current, E the potential difference, between the two ends of the conductor and R the resistance, uniquely determines the value C as soon as E and $R$ are given:

A deterministic model is defined as a model which stipulates that the conditions under which an experiment is performed determine the outcome of the experiment. For a number of situations the deterministic model suffices. However, there are phenomena [as covered by (ii) above] which do not lend themselves to deterministic approach and are known as 'unpredictable' or 'probabilistic' phenomena. For example:
(i) In tossing of à coin one is not súre if a head or tail will be obtained.
(ii) If a light tube has lasted for $t$ hours, nothing can be said about its further life. It may fail to function any moment.

In such cases we talk of chance or probability which is taken to'be a quantitative measure of certainty.
4.2. Short-History. Galileo (1564-1642), an Italian mathematician, was the first to attempt at a quantitative 'measure of probability while dealing with some problems related to the theory of dice in gambling. But the first foundation of the mathematical theory if probability was laid in the mid-seventeenth century by two French mathematicians, B. Pascal (1623-1662) and P. Fermat (1601-1665), while.
solving a number of problems posed by French gambler and noble man Chevalier-De-Mere to Pascal. The famous 'problem of points' posed by De-Mere to Pascal is : "Two persons play a game of chance. The person who first gains a certain number of points wins the stake. They stop playing before the game is completed. How is the stake to be decided on the.basis of the number of points each has won?" The two mathematicians after a lengthy correspondence between themselves ultimately solved this problem and this correspondence laid the first foundation of the science of probability. Next stalwart in this field was J. Bemoulli (1654-1705) whose 'Treatise on Probability' was published posthumously by his nephèw N. Bernoulli in 1713. De-Moivre (1667-1754) also did considerable work in this field and published his famous 'Doctrine of Chances' in 1718. Other:main contributors are: T. Bayes (Inverse probability), P.S. Laplace (1749-1827) who after extensive research over a number of years finally püblished 'Theoric analytique des probabilities' in 1812. In addition to these, other outstanding contributors are Levy, Mises and R.A. Fisher.

Russian mathematicians also have made very valuable contributions to the modern theory of probability. Chief contributors, to mention only a few of them are,: Chebyshev (1821-94) who founded the Russian School of Statisticians; A. Markoff (1856-1922); Liapounoff (Central Limit Theorem); A. Khintchine (Law of Large Numbers) and A. Kolmogorov, who axiomised the calculus of probability.
4.3. Definitions of Various Terms. In this section we willdefine and explain the various terms which are used in the definition of probability.

Trial and Event. Consider an experiment which, though repeated under essentially identical conditions, does not give unique results but may result in any one of the several possible outcomes. The experiment is known as a trial and the outcomes are known as events or cases. For example :
(i) Throwing of a die is a trial and getting 1 (or 2 or $3, \ldots$ or 6 ) is an event.
(ii) Tossing of a coin is a trial and getting head ( $H$ ) or tail $(T)$ is an event.
(iii) Drawing two cards from a pack of well-shuffled cards is a atrial and getting a king and a queen are events.

Exhaustiye Events. The total number of possible outcomes in any trial is knowṇ as exhaustive events or exhaustive cases. For example :
(i) In tossing of a coin there are two exhaustive cases, viz., head and tail (the possibility of the coin standing on an edge being ignored).
(ii) In throwing of a die, there are six exhaustive cases since any one of the 6 faces $1,2, \ldots, 6$ may come uppermost.
(iii) In drawing two cards from a pack of cards the exhaustive number of cases is ${ }^{52} C_{2}$, since 2 cards can be drawn out of 52 cards in ${ }^{52} C_{2}$ ways.
(iv) In throwing of two dice, the exhaustive number of cases is $6^{2}=36$, since any of the 6 numbers $1 . t 06$ on the first die can be associated with any of the six numbers on the other die.

In general in throwing of $n$ dice the exhaustive number of cases is $6^{n}$.
Favourable Events or Cases. Thé number of cases favourable to an event in a trial is the number of outcomes which entail the happening of the event. For example,
(i) In drawing a card from a pack of cards the number of cases favourable to drawing of an ace is 4 , for drawing a spade is 13 and for drạwing a red card is 26.
(ii) In throwing of two dice, the number of cases favourable to getting the sum 5 is: $(1,4)(4,1)(2,3)(3,2)$, i.e., 4.

Mutually exclusive events. Eivents are said to be mutually exclusive or incompatible if the happening of any one of them precludes the happening of all the others si.e., if no two or more of them can happen simultarieously in the same trial-For example :
(i) In throwing a die all the 6 faces numbered 1 to 6 are mutually exclusive since if any one of these faces comes, the possibility of others, in the same trial, is ruled out.
(ii) Similarly in tossing à cooin thé events head ánd tail are mutually exclusive.

Equally likely events. Outcomes of a trial are set to be equally likely if taking into consideration all the relevant evidences; there is no reason to expect one in preference to the others. For example
(i) In tossing an unbiased òr uniform coin, héad or tail are'equally likely events.
(ii) In throwing an unbiased die, all the six faces are equally likely tocome.

Independent events. Several events are said to be indeperident if the happening (or non-happening) of an event is not affected by the supplementary knowledge conceming the occurrence of any number of the remaining events. For example
(i) In tossing an unbiased coin the event of getting a head in the first toss is independent of getting a head in the second, third and subsequent throws.
(ii) If we draw a card from a pack of well-shuffled cards and replace it before drawing. the second card, the result of the second draw is independent of the first draw. But, however, if the first card drawn is not replaced then the second draw is dependent on the first draw.

### 4.3.1. Mathematical or Classical or 'a.priori' Probabality

Definition. If a trial results in $n$ exhaustive, mutually exclusive and equally likely cäses and $m$ of them are favourable to the happening of an event $E$, then the probability ' $p$ ' of happening of $E$ is given by

$$
\begin{equation*}
p=P(E)=\frac{\text { Favourable number of cases }}{\text { Exhaustive number of cases }}=\frac{m}{n} \tag{4•1}
\end{equation*}
$$

Sometimes we express (4-1) by saying that 'the odds in favour of $E$ are $m$ : ( $n-m$ ) or the odds against $E$ are $(n-m): n . \prime$

Since the number of cases favourable to the 'non-happening' of the event $E$ are. $(n-m$ ), the probability ' $q$ ' that $E$ will not happen is given by

$$
q=\frac{n-m}{n}=1-\frac{m}{n}=1-p \quad \Rightarrow \quad p+q=11 .
$$

Obviously $p$ as well as $q$ are non-negative and cannot exceed unity, i.e, $0 \leq p \leq 1.0 \leq q \leq 1$.

Remarks. 1. Probability ' $p$ ' of the happening of an event is also known as the probability of success and the probability ' $q$ ' of the non- happening of the event as the probability of failure.
2. If $P(E)=1, E$ is called a certain event and if $P(E)=0, E$ is called an impossible event.
3. Limitations of Classical Definition. This definition of Classical Probability breaks down in the following cases:
(i) If the various outcomes. of the trial are not equally likely or equally probable. For example, the probability that a candidate will pass in a certain test is not $50 \%$ since the two possible outcomes, viz., sucess and failure (excluding the possibility of a compartment) are not equally likely.
(ii) If the exhaustive number of cases in a trial is infinite.

### 4.3.2. Statistical or Empirical Probability

Definition (Von Mises). If a trial is' repeated a number of times under essentially homogeneous and identical conditions; then the limiting value of the ratio of the number of times the event happens to the number of trials, as the number of trials become indefinitely large, is called the probability of happening of the.event. (It is assumed that the limit is finite and unique).

Symbolically, if in $n$ trials an event $E$ happens $m$ times; then the probability ' $p$ ' of the happening of $E$ is given by

$$
\begin{equation*}
p=P(E)=\operatorname{limit}_{n \rightarrow \infty} \frac{m}{n} \tag{4•2}
\end{equation*}
$$

Example 4:1. What is the chance that a leap year selested at random will contain 53 Sundays?

Solution. In a leap year (which consists of 366 days) there are 52 complete weeks and 2 days over. The following are the possible combinations for these two 'over' days:
(i) Sunday and Monday, (ii) Monday and Tuesday, (iii) Tuesday and Wednesday, (iv) Wednesday and Thursday, (v) Thursday and Friday, (vi) Friday and Saturday, and (vii) Saturday and Sunday.

In order that à léap year selected at random should contain 53 Sundays, one of the two "over" days must be Sunday. Since out of the above 7 possibilities, 2 viz., (i) and (vii), are favourable to this event,

$$
\therefore \quad \text { Required probability }=\frac{2}{7}
$$

Example 4.2. A bag contains 3 red, 6 white and 7 blue balls. What is theprobability that two balls drawn are white and blue?

Solution. Total number of balls $=3+6+7=16$.
Now, out of 16 balls, 2 can be drawn in ${ }^{16} C_{2}$ ways .
$\therefore$ Exhaustive number of cases $={ }^{16} C_{2}=\frac{16 \times 15}{2}=120$.
Out of 6 white balls 1 ball can be drawn in ${ }^{6} C_{1}$ ways and out of 7 blue balls 1 ball can be drawn in ${ }^{7} C_{1}$ ways. Since each of the former cases can be associaiced with each of the latter cases, total number of favourable cases is: ${ }^{6} C_{1} \times{ }^{7} C_{1}$ $=6 \times 7=42$.

$$
\therefore \quad \text { Required probability }=\frac{42}{120}=\frac{7}{20} .
$$

Example 4.3. (a) Two cards are drawn at random from a well-shuffled pack of 52 cards. Show that the chance of drawing two aces is $1 / 221$.
(b) From a pack of 52 cards, three are drawn at random. Find the chance that they are a king, a queen and a knave.
(c) Four cards are d-awn from a pack of cards. Find the probability that
(i) all are diamond, (ii) there is one card of each suit, and (iii) there are two spades and two hearts.

Solution. (a) From a pack of 52 cards 2 cards can be drawn in ${ }^{52} C_{2}$ ways, all being equally likely.
$\therefore \quad$ Exhaustive number of cases $={ }^{52} C_{2}$
In a pack there are 4 aces and therefore 2 aces can be drawn in ${ }^{4} C_{2}$ ways.
$\therefore \quad$ Required probability $=\frac{{ }^{4} C_{2}}{{ }^{52} C_{2}}=\frac{4 \times 3}{2} \times \frac{2}{52 \times 51}=\frac{1}{221}$
(b) Exhaustive number of cases $={ }^{52} C_{3}$

A pack of cards contains 4 kings, 4 queens and 4 knaves. A king, a queen and a knave can each be drawn in ${ }^{4} C_{1}$ ways and since each way of drawing a king can be associated with each of the ways of drawing a queen and a knave, the total number of favourable cases $={ }^{4} C_{1} \times{ }^{4} C_{1} \times{ }^{4} C_{1}$
$\therefore \quad$ Required probability $=\frac{{ }^{4} C_{1} \times{ }^{4} C_{1} \times{ }^{4} C_{1}}{{ }^{52} C_{3}}=\frac{4 \times 4 \times 4 \times 6}{52 \times 51 \times 50}=\frac{16}{5525}$
(c) Exhaustive number of cases $={ }^{52} \mathrm{C}_{4}$.

Required probability $=\frac{{ }^{13} C_{4}}{{ }^{52} C_{4}}$
(ii)
(iii)

$$
\begin{equation*}
\text { Required probability }=\frac{{ }^{13} C_{1} \times{ }^{13} C_{1} \times{ }^{13} C_{1} \times{ }^{13} C_{1}}{{ }^{52} C_{4}} \tag{i}
\end{equation*}
$$

$$
\text { Required probability }=\frac{{ }^{13} C_{2} \times{ }^{13} C_{2}}{{ }^{52} C_{4}}
$$

Example 4.4. What is the probability of getting 9 cards of the same suit in one hand at a game of bridye?

Solution. One hand in a game of bridge consists of 13 cards.
$\therefore$ Exhaustive number of cases $={ }^{52} C_{13}$
Number of ways in which, in one hand, a particular player gets 9 cards of one suit are ${ }^{13} \mathrm{C}$, and the number of ways in which the remaining 4 cards are of some other suit are ${ }^{39} C_{4}$. Since there are 4 suits in a pack of cards, total number of favourable cases $=4 \times{ }^{13} \mathrm{C}_{9} \times{ }^{39} \mathrm{C}_{4}$.

$$
\therefore \quad \text { Required probability }=\frac{4 \times{ }^{13} C_{9} \times{ }^{39} C_{4}}{{ }^{52} C_{13}}
$$

Example 4.5. (a) Among the digits 1,2,3,4,5, at first one is chosen and then a second selection is made among the remaining four digits. Assuming that all twenty possible outcomes have equal probabilities, find the probability that an odd digit will be selected (i) the first time, (ii) the second time, and (iii) both times.
(b) From 25 tickets, marked with the first 25 numerals, one is drawn at random. Find the chance that
(i) it is a multiple of 5 or 7 ,
(ii) it is a multiple of 3 or 7 .

Solution. (a) Total number of cases $=5 \times 4=20$
(i) Now there are 12 cases in which the first digit drawn is odd, viz., (1, 2), $(1,3),(1,4),(1,5),(3,1),(3,2),(3,4),(3,5),(5,1),(5,2),(5,3)$ and $(5,4)$.
$\therefore$ The probability that the first digit drawn is odd

$$
=\frac{12}{20}=\frac{3}{5}
$$

(ii) Also there are 12 cases in which the second digit drawn is odd, viz., $(2,1),(2,1),(4,1),(5,1),(1,3),(2,3),(4,3),(5,3),(1,5),(2,5),(3,5)$ and $(4,5)$.
$\therefore$ The probability that the second digit drawn is odd

$$
=\frac{12}{20}=\frac{3}{5}
$$

(iii) There are six cases in which both the digits drawn are odd, viz., ( 1,3 ), $(1,5),(3,1),(3,5),(5,1)$ and $(5,3)$.
$\therefore$ The probability that both the digits drawn are odd

$$
=\frac{6}{20}=\frac{3}{10}
$$

(b) (i) Numbers (out of the first 25 numerals) which are multiples of 5 are 5 , 10. 15, 20 and 25 , i.e., 5 in all and the numbers which are multiples of 7 are 7, 14 and 21, i.e., 3 in all. Hence required number of favourable cases are $5+3=8$.
$\therefore \quad$ Required probability $=\frac{8}{25}$
(ii) Numbers (among the first 25 numerals) which are multiples of 3 are 3,6 , $9,12,15,18,21,24$, i.e., 8 in all, and the numbers which are multiples of 7 are 7 ,

14,21 , i.e., 3 in all. Since the number 21 is common in both the cases, the required number of distinct favourable cases is $8+3-1=10$.
$\therefore \quad$ Required probability $=\frac{10}{25}=\frac{2}{5}$
Example 4.6. A committee of 4 people is to be appointed from 3 officers of the production department, 4 officers of the purchase department, two officers of the sales department and 1 chartered accountant. Find the probability offorming the committee in the following manner:
(i) There must be one from each category.
(ii) It should have at least one from the purchase department.
(iii) The chartered accountant must be in the committee.

Solution. There are $3+4+2+1=10$ persons in all and a committee of 4 people can be formed out of them in ${ }^{10} \mathrm{C}_{4}$ ways. Hence exhaustive number of cases is

$$
{ }^{10} C_{4}=\frac{10 \times 9 \times 8 \times 7}{4!}=210
$$

(i) Favourable number of cases for the committee to consist of 4 members, one from each category is :

$$
{ }^{4} C_{1} \times{ }^{3} C_{1} \times{ }^{2} C_{1} \times 1=4 \times 3 \times 2=24
$$

$\therefore \quad$ Required probability $=\frac{24}{210}=\frac{8}{70}$
(ii) $\boldsymbol{P}$ [Committee has at least one purchase officer]

$$
=1-P \text { [Committee has no purchase officer] }
$$

In order that the commituee has no purchase officer, all the 4 members are to be selected from amongst officers of production department, sales department and chartered accountant, i.e., out of $3+2+1=6$ members and this can be done in ${ }^{9} C_{4}=\frac{6 \times 5}{1 \times 2}=15$ ways. Hence
$P[$ Committee has no purchase officer $]=\frac{15}{210}=\frac{1}{14}$
$\therefore \quad P[$ Committee has at least one purchase officer $]=1-\frac{1}{14}=\frac{13}{14}$
(iii) Favourable number of cases that the committee consists of a charlered accountant as a member and three others are:

$$
1 \times{ }^{9} C_{3}=\frac{9 \times 8 \times 7}{1 \times 2 \times 3}=84 \text { ways, }
$$

since a chartered accountant can be selected out of one chartered accountant in on'y 1 way and the remaining 3 menibers can be selected out of the remaining $10-1=9$ persons in ${ }^{9} C_{3}$ ways. Hence the required probability $=\frac{84}{210}=\frac{2}{5}$.

Example 4.7. (a) If the letters of the word 'REGULATIONS' be arra"ged at randcm, what is the chance that there will be exactly 4 letters between $R$ and $E$ ?
(b) What is the probability that four S's come consecutively in the word 'MISSISSIPPI'?

Solution. (a) The word 'REGULATIONS' consists of 11 letters. The two letters $R$ and $E$ can occupy ${ }^{11} P_{2}$, i.e., $11 \times 10=110$ positions.

The number of ways in which there will be exactly 4 letters between $R$ and $E$ are enumerated below:
(i) $R$ is in the 1st place and $E$ is in the 6th place.
(ii) $\quad R$ is in the 2nd place and $E$ is in the 7th place.

| -•• | $\cdots$ | - |
| :---: | :---: | :---: |
| -•• | -.• | - 0 |
| ... | -.. | -.. |

(vi) $\quad R$ is in the 6th place and $E$ is in the 11th place.

Since $R$ and $E$ can interchange their positionss, the required number of favourable cases is $2 \times 6=12$
$\therefore \quad$ The required probability $=\frac{12}{110}=\frac{6}{55}$.
(3) Total number of permutations of the 11 letters of the word 'MISSISSIPPI', in which 4 are of one kind (viz., S), 4 of othe! kind (viz., I), 2 of third kind (viz., $P$ ) and 1 of fourth kind (viz., $M$ ) are
$\frac{11!}{4!4!2!1!}$

Following are the 8 possible combinations of 4 's coming consecutively:


Since in each of the above cases, the total number of arrangements of the remair:ing 7 letters, viz., MIIIPPI of which 4 are of one kind, 2 of other kind and ene sf third kind are $\frac{7!}{4!2!1!}$, the required number of favourable cases

$$
\begin{aligned}
& =\frac{8 \times 7!}{4!2!1!} \\
\therefore \quad \text { Required probability } & =\frac{8 \times 7!}{4!2!1!}+\frac{11!}{4!4!2!1!} \\
& =\frac{8 \times 7!\times 4!}{11!}=\frac{4}{165}
\end{aligned}
$$

Example 4.र̂. Each coefficient in the equation $a x^{2}+b x+c=0$ is deterined by throwing an ordinary die. Find the probability that the equation will nave real roots.
[Miadras Univ. B. Sc. (Stat. Main), 1992]

Solution. The roots of the equation $a x^{2}+b x+c=0$ will be real if its discriminant is non-negative, i.e., if

$$
b^{2}-4 a c \geq 0 \quad \Rightarrow \quad b^{2} \geq 4 a c
$$

Since each co-efficient in equation (*) is determined by throwing an ordinary die, each of the co-efficients $a, b$ and $c$ can take the values fıom 1 to 6 .
$\therefore$ Total number of possible outcomes (all being equally likely)

$$
=6 \times 6 \times 6=216
$$

The number of favourable cases can be enumerated as follows:


Since $b^{2} \geq 4 a c$ and since the maximum value of $b^{2}$ is $36, a c=10,11,12, \ldots$ etc. is not possible.

Hence total number of favourable cases $=43$.

$$
\therefore \quad \text { Required probability }=\frac{43}{216}
$$

Example 4.9. The sum of two non-negative quantities is equal to $2 n$. Find the chance that their product is not less than $\frac{3}{4}$ times their greatest product.

Solution. Let $x>0$ and $y>0$ be the given quantities so that $x+y=2 n$.
We know that the product of two positive quantities whose sum is constant is greatest when the quantities are equal. Thus the product of $x$ and $y$ is maximum when $x=y=n$.

$$
\begin{aligned}
& \therefore \quad \text { Maximum product }=n . n=n^{2} \\
& \text { Now } \\
& P\left[x y \& \frac{3}{4} n^{2}\right]=P\left[x y \geq \frac{3}{4} n^{2}\right]=P\left[x(2 n-x) \geq \frac{3}{4} n^{2}\right] \\
& =P\left[\left(4 x^{2}-8 n x+3 n^{2}\right) \leq 0\right] \\
& =P[(2 x-3 n)(2 x-n) \leq 0] \\
& =P\left[x \text { lies between } \frac{n}{2} \text { and } \frac{3 n}{2}\right] \\
& \therefore \quad \text { Favourable range }=\frac{3 n}{2}-\frac{n}{2}=n \\
& \text { Total range }=2 n \\
& \therefore \quad \text { Required probability }=\frac{n}{2 n}=\frac{1}{2}
\end{aligned}
$$

Example 4.10. Out of $(2 n+1)$ tickets consecutively numbered three are drawn at random. Find the chance that the numbers on them are in A.P.
[Calicut Univ. B.Sc., 1991; Delhi Univ. B.Sc.(Stat. Hons.), 1992]
Solution. Since out of $(2 n+1)$ tickets, 3 tickets can be drawn in ${ }^{2 n+1} C_{3}$ ways,

Exhaustive number of cases $={ }^{2 n+1} C_{3}=\frac{(2 n+1) 2 n(2 n-1 .)}{3!}$

$$
=\frac{n\left(4 n^{2}-1\right)}{3}
$$

To find the favourable number of cases we are to enumerate all the cases in which the numbers on the drawn tickets are in A.P with common difference, (say $d=1,2,3, \ldots, n-1, n$ ).

If $d=1$, the possible cases are as follows:

$$
\left.\begin{array}{rll}
1, & 2, & 3 \\
2, & 3, & 4 \\
\vdots & \vdots & \vdots \\
2 n-1, & n, & 2 n+1
\end{array}\right\} \text {, i.e., }(2 n-1) \text { cases in all }
$$

If $d=2$, the possible cases are as follows :

$$
\left.\begin{array}{rcl}
1, & 3, & 5 \\
2, & 4, & 6 \\
\vdots & \vdots & \vdots \\
2 n-3, & 2 n-1, & 2 n+1
\end{array}\right\} \text {, i.e., }(2 n-3) \text { cases in all }
$$

and so on.

If $d=n-1$, the possible cases are as follows:

$$
\left.\begin{array}{ll}
1, n, & 2 n-1 \\
2, n+1, & 2 n \\
3, n+2, & 2 n+1
\end{array}\right\} \text {,i.e., } 3 \text { cases in all }
$$

If $d=n$, there is only one case, viz., $(1, n+1,2 n+1)$.
Hence total number of favourable cases

$$
\begin{aligned}
& =(2 n-1)+(2 n-3))+\ldots+5+3+1 \\
& =1+3+5+\ldots+(2 n-1),
\end{aligned}
$$

which is a series in A.P. with $d=2$ and $n$ terms.
$\therefore$ Number of favourable cases $=\frac{n}{2}[1+(2 n-1)]=n^{2}$
$\therefore$ Required probability $=\frac{n^{2}}{n\left(4 n^{2}-1\right) / 3}=\frac{3 n}{\left(4 n^{2}-1\right)}$

## EXCERCISE 4 (a)

1. (a) Give the classical and statistical definitions of probability. What are the objections raised in these definitions?
[Delhi Univ. B.Sc. (Stat. Hons.), 1988, 1985]
(b) When are a number of cases said to be equally likely? Give an example each of the following :
(i) the equally likely cases,
(ii) four cases which are not equally likely, and
(iii) five cases in which one case is more likely than the other four.
(c) What is meant by mutually exclusive events? Give an example of
(i) three mutually exclusive events,
(ii) three events which are not mutually exclusive.
[Meerut Univ. B.Sc. (Stat.), 1987]
(d) Can
(i) events be mutually exclusive and exhaustive?
(ii) events be exhaustive and indepenent?
(iii) events be mutually exclusive and independent?
(iv) events be mutually exhaustive, exclusive and independent?
2. (a) Prove that the probability of obtaining a total of 9 in as single throw with two dice is one by nine.
(b) Prove that in a single throw with a pair of dice the probability of getting the sum of 7 is equal to $1 / 6$ and the probability of getting the sum of 10 is equal to $1 / 12$.
(c) Show that in a single throw with two dice, the chance of throwing more than seven is equal to that of throwing less than seven.

Ans. 5/12
[Delhi Univ. B.Sc., 1987, 1985]
(d) In a single throw with two dice, what is the number whose probability is minimum?
(e) Two persons $A$ and $B$ throw three dice (sux faced). If $A$ throws 14 , find $B$ 's chance of throwing a higher number.
[Meerut Univ. B.Sc.(Stat.), 1987]
3. (a) A bag contains 7 white, 6 red and 5 black balls. Two balls are drawn at random. Find the probability that they will both be white.

Ans. 21/153
(b) A bag contains 10 white, 6 red, 4 black and 7 blue balls. 5 balls are drawn at random. What is the probability that 2 of them are red and one black?

Ans. ${ }^{6} C_{2} \times{ }^{4} C_{1} /{ }^{21} C_{5}$
4. (a) From a set of raffle tickets numbered 1 to 100 , three are drawn at random. What is the probability that all the tickets are odd-numbered?

Ans. ${ }^{50} C_{3} /{ }^{100} C_{3}$
(b) A number is chosen from each of the two sets:

$$
(1,2,3,4,5,6,7,8,9) ; \quad(4,5,6,7,8,9)
$$

If $p_{1}$ is the probability that the sum of the two numbers be 10 and $p_{2}$ the probability that their sum be 8 , find $p_{1}+p_{2}$.
(c) Two different digits are chosen at random from the set $1,2,3, \ldots, 8$. Show that the protability that the sum of the digits will be equal to 5 is the same as the probability that their sum will exceed 13 , each being $1 / 14$. Also show that the chance of both digits exceeding 5 is $3 / 28$.
[Nagpur Univ. B.Sc., 1992]
5. What is the chance that (i) a leap year selected at random will contain 53 Sundays? (ii) a non-leap year selected at random would contain 53 Sundays.

Ans. (i) $2 / 7$, (ii) $1 / 7$
6. (a) What is the probability of having a knave and a queen when two cards are drawn from a pack of 52 cards?

Ans. 8/663
(b) Seven cards are drawn at random from a pack of 52 cards. What is the probability that 4 will be red and 3 black?

Ans. ${ }^{25} C_{4} \times{ }^{25} C_{3} /{ }^{52} C_{7}$
(c) A card is drawn from an ordinary pack and a gambler bets that it is a spade or an ace. What are the odds against his winning the bet?

Ans. 9:4
(d) Two cards are drawn from a pack of 52 cards. What is the chance that
(i) they belong to the same suit?
(ii) they belong to different suits and different denominations.
[Bombay Univ. B.Sc., 1986]
7. (a) If the letters of the word RANDOM be arranged at random, what is the chance that there are exactly two letters between A and O .
(b) Find the probability that in a random arrangement of the leters of the word 'UNIVERSITY', the two I's do not come together.
(c) In random arrangements of the letters of the word 'ENGINEERING', what is the probability that vowels always occur together?
[Kurushetra Univ. B.E., 1991]
(d) Letters are drawn one at a time from a box containing the letters $\mathrm{A}, \mathrm{H}, \mathrm{M}$, $\mathrm{O}, \mathrm{S}, \mathrm{T}$. What is the probability that the letters in the order drawn spell the word 'Thomas'?
8. A letter is taken out at random out of 'ASSISTANT' and a letter out of 'STATISTIC'. What is the chance that they are the same letters?
9. (a) Twelve persons amongst whom are $x$ and $y$ sit down at random at a round table. What is the probability that there are two persons between $x$ and $y$ ?
(b) $A$ and $B$ stand in a line at random with 10 other people. What is the probability that there will be 3 persons between $A$ and $B$ ?
10. (a) If from a lot of 30 tickets marked $1,2,3, \ldots, 30$ four tickets are drawn, what is the chance that those marked 1 and 2 are among them?

Ans. 2/145
(b) A bag contains 50 tickets numbered $1,2,3, \ldots, 50$ of which five are drawn at random and arranged in ascending order of the magnitude ( $x_{1}<x_{2}<x_{3}$ $<x_{4}<x_{5}$. What is the probability that $x_{3}=30$ ?

Hint. (a) Exhaustive number of cases $={ }^{30} C_{4}$
If, of the four tickets drawn, two tickets bear the numbers 1 and 2 , the remaining 2 must have come out of 28 tickets numbered from 3 to 30 and this can be done in ${ }^{28} C_{2}$ ways.
$\therefore \quad$ Favourable number of cases $={ }^{28} C_{2}$
(b) Exhaustive number of cases $={ }^{50} C_{s}$

If $x_{3}=30$, then the two tickets with numbers $x_{1}$ and $x_{2}$ must have come out of 29 tickets numbered from 1 to 29 and this can be done in ${ }^{29} C_{2}$ ways, and the other two tickets with numbers $x_{4}$ and $x_{5}$ must have been drawn out of 20 tickets numbered from 31 to 50 and this can be done in ${ }^{20} C_{2}$ ways.
$\therefore \quad$ No. of favourable cases $={ }^{20} C_{2} \times{ }^{20} C_{2}$.
11. Four persons are chosen ar random from a group containing 3 men, 2 women and $A$ children. Show that the chance that exactly two of them will be children is $10 / 21$.
[Delhi Univ. B.A.1988]
Ans. $\frac{{ }^{4} C_{2} \times{ }^{5} C_{2}}{{ }^{9} C_{4}}=\frac{10}{21}$
12. From a group of 3 Indians, 4 Pakistanis and 5 Americans a sub-committee of four people is selected by lots. Find the probability that the sub-committee will consist of
(i) 2 Indians and 2 Pakistanis
(ii) 1 Indian, 1 Pakistani and 2 Americans
(iii) 4 Americans
[Madras Univ. B.Sc.(Main Stat.), 1987]
Ans. (i) $\frac{{ }^{3} C_{2} \times{ }^{4} C_{2}}{{ }^{12} C_{4}}$,
(ii) $\frac{{ }^{3} C_{1} \times{ }^{4} C_{1} \times{ }^{5} C_{2}}{{ }^{12} C_{4}}$,
(iii) $\frac{{ }^{5} C_{4}}{{ }^{12} C_{4}}$
13. In a box there are 4 granite stones, 5 sand stones and 6 bricks of identical size and shape. Out of them 3 are chosen at random. Find the chance that :
(i) They all belong to different varieties.
(ii) They all belong to the same variety.
(iii) They are all granite stones.
(Madras Univ. B.Sc., Oct. 1992)
14. If $n$ people are seated at a round table, what is the chance that two named individuals will be next to each other?

Ans. $2 /(\mathrm{n}-1)$
15. Four tickets marked $00,01,10$ and 11 respectively are placed in a bag. A ticket is drawn at random five times, being replaced each time. Find the probability that the sum of the numbers on tickets thus drawn is 23 .
[Delhi Üniv. B.Sc.(Subs.), 1988]
16. From a group of 25 persons, what is the probability that all 25 will have different birthdays? Assume a 365 day year and that all days are equally likely.
[Delhi Univ. B.Sc.(Maths Hons.), 1987]
Hint. $(365 \times 364 \times \ldots \times 341)+(365)^{25}$
4.4. Mathematical Tools: Preliminary Notions of Sets. The set theory was developed by the German mathematician, ì. Cantor (1845-1918).
4.4.1. Sets and Elements of Sets. A set is a well defined collection or aggregate of all possible objects having give 1 properties and specified according to a well defined rule. The objects comprising a set are called elements, members or points of the set. Sets are often denoted by capital letters, viz., $A, B, C$, etc. If $x$ is an element of the set $A$, we write symbolically $x \in A$ ( $x$ belongs.to $A$ ). If $x$ is not a member of the set $A$, we write $x \notin A(x$ does not belong to $A)$. Sets are often described by describing the properties possessed by their members. Thus the set $A$ of all non-negative rational numbers with square less than 2 will be written as $A=\left\{x: x\right.$ rational, $\left.x \geq 0, x^{2}<2\right\}$.

If every element of the set $A$ belongs to the set $B$, i.e., if $x \in A \Rightarrow x \in B$, then we say that $A$ is a subset of $B$ and write symbolically $A \subseteq B$ ( $A$ is contained in $B$ ) or $B \supseteq A$ ( $B$ contains $A$ ). Two sets $A$ and $B$ are said to be equal or identical if $A \subseteq B$ and $B \subseteq A$ and we write $A=B$ or $B=A$.

A null or an empty set is one which does not contain any element at all and is denoted by $\phi$.

Remarks. 1. Every set is a subset of iself.
2. An empty set is subset of every set.
3. A set containing only one element is zonceptually distinct from the element itself, but will be represented by the sams symbol for the sake of convenience.
4. As will be the case in all our applications of set theory, especially to probability theory, we shall have a fixed set $S$ (say) given in advance, and we shall
be concemed only with subsets of this given set. The underlying set $S$ may vary from one application to another, and it will be referred to as universal set of each particular discourse.

## 4.4-2. Operation on Sets

The union of two given sets $A$ and $B$, denoted by $A \cup B$, is defined as a set consisting of all those points which belong to either $A$ or $B$ or both. Thus symbolically,

$$
A \cup B=\{x: x \in A \text { or } x \in B\} .
$$

Similarly

$$
\underset{i=1}{\cup} A_{i}=\left\{x: x \in A_{i} \text { for at least one } i=1,2, \ldots, n\right\}
$$

The intersection of two sets $A$ and $B$, denoted by $A \cap B$, is defined as a set consisting of all those elements which belong to both $A$ and $B$. Thus

$$
A \cap B=\{x: x \in A \text { and } x \in B\} .
$$

Similarly

$$
n_{:=1}^{n} A_{i}=\left\{x: x \in A_{i} \text { for all } i=1,2, \ldots, n\right\}
$$

For example, if $A=\{1,2,5,8,10\}$ and $B=\{2,4,8,12\}$, then

$$
A \cup B=\{1,2,4,5,8,10,12\} \text { and } A \cap B=\{2,8\} .
$$

If $A$ and $B$ have no common point, i.e., $A \cap B=\phi$, then the sets $A$ and $B$ are said to be disjoint, mutually exclusive or non-overlapping.

The relative difference of a set $A$ from another set $B$, denoted by $A-B$ is defined as a set consisting of those elements of $A$ which do not belong to $B$. Symbolically,

$$
A-B=\{x: x \in A \text { and } x \notin B\} .
$$

The complement or negative of any set $A$, denoted by $\bar{A}$ is à set containing all elements of the universal set $S$, (say), that are not elements of $A$, i.e., $\bar{A}=S-A$.

### 4.4.3. Algebra of Sets

Now we state certain important properties concerning operations on sets. If $A$, $B$ and $C$ are the subsets of a universal set $S$, then the following laws held:

Commutative Law : $A \cup B=B \cup A, A \cap B=B \cap A$
Associative Law : $(A \cup B) \cup C=A \cup(B \cup C)$

$$
(A \cap B) \cap C=A \cap(B \cap C)
$$

Distributive Law : $A \cap(B \cup C)=(A \cap B) \cup(A \cap C)$

$$
A \cup(B \cap C)=(A \cup B) \cap(A \cup C)
$$

Complementary Law :

$$
A \cup \bar{A}=S, A \cap \bar{A}=\phi
$$

$$
A \cup S=S,(\because A=S), A \cap S=A
$$

$$
A \cup \phi=A, A \cap \phi=\phi
$$

Difference Law : $\quad A-B=A \cap \bar{B}$
$A-B=A-(A \cap B)=(A \cup B)-B$
$A-(B-C)=(A-B) \cup(A-C)$.

$$
\begin{aligned}
(A \cup B)-C & =(A-C) \cup(B-C) \\
A-(B \cup C) & =(A-B) \cap(A-C) \\
(A \cap B) \cup(A-B) & =A,(A \cap B) \cap(A-B)=\phi
\end{aligned}
$$

De-Morgan's Law - Dualization Law.

$$
\overline{(A \cup B)}=\bar{A} \cap \bar{B} \text { and } \overline{(A \cap B)}=\bar{A} \cup \bar{B}
$$

More generally

$$
\left.\overline{\left(\bigcup_{i=1}^{n} A_{i}\right)}=\bigcap_{i=1}^{n} \overline{A_{i}} \text { and } \overline{\left(\bigcap_{i=1}^{n} A_{i}\right.}\right)=\bigcup_{i=1}^{n} \overline{A_{i}}
$$

Involution Law : $\overline{(\bar{A})}=\boldsymbol{A}$
Idempotency Law : $A \cup A=A, A \cap A=A$

### 4.4.4. Limit of Sequence of Sets

Let $\left\{A_{n}\right\}$ be a sequence of sets in $S$. The limit supremum or limit superior of the sequence, usually written as $\lim \sup A_{n}$, is the set of all those elements which belong to $A_{n}$ for infinitely many $n$. Thus

$$
\lim \sup A_{n}=\left\{x: x \in A_{n} \text { for infinitely many } n\right\}
$$

$$
\begin{equation*}
n \rightarrow \infty \tag{4•3}
\end{equation*}
$$

The set of all those elements which belong to $A_{n}$ for all but a finite number of $n$ is called limit infinimum or limit inferior of the sequence and is denoted by lim inf $A_{n}$. Thus

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \inf A_{n}=\left\{x: x \in A_{n} \text { for all but a finite number of } n\right\} \tag{4•3a}
\end{equation*}
$$

The sequence $\left\{A_{n}\right\}$ is said to have a limit if and only if $\lim \sup A_{n}$ $=\lim \inf A_{n}$ and this common value gives the limit of the sequence.

Theorem 4.1. $\lim \sup A_{n}=\underset{m=1}{n}(\underbrace{\infty}_{n=m} A_{n})$
and
$\quad \liminf A_{n}=\underset{m=1}{\cup}\left(\underset{n=m}{\infty} A_{n}\right)$
Def. $\quad\left[A_{n}\right\}$ is a monotonc (infinite) sequence of sets if either
(i) $A_{n} \subset A_{n+1} \quad \forall n$ or (ii) $A_{n} \supset A_{n+1} \forall n$.

In the former case the sequence $\left\{A_{n}\right.$ \} is said to be non-decreasing sequence and is usually expressed as $A_{n} \uparrow$ and in the latter case it is said to be non-increasing sequence and is expressed as $A_{n} \downarrow$.

For a monotone sequence (non-increasing or non-decreasing), the limit always exists and we have,

$$
\lim _{n \rightarrow \infty} A_{n}=\left\{\begin{array}{l}
\bigcup_{n=1}^{\infty} A_{n} \text { in case }(i), \text { i.e., } A_{n} \uparrow \\
\underset{n=1}{\cap} A_{n} \text { in case (ii), i.e., } A_{n} \downarrow
\end{array}\right.
$$

4.4.5. Classes of Sets. A group of sets will be termed as a class (of sets). Below we shall define some useful types of classes.

A ring $\mathbf{R}$ is a non-empty class of sets which is closed under the formation of 'finite unions' and 'difference',
i.e., if $A \in \mathbf{R}, B \in \mathbf{R}$, then $A \cup B \in \mathbf{R}$ and $A-B \in \mathbf{R}$.

Obviously $\phi$ is a member of every ring.
A field $\mathbf{F}$ (or an algebra) is a non-empty class of sets which is closed under the formation of finite unions and under complementation. Thus
(i) $A \in F, B \in F \Rightarrow A \cup B \in F$ and
(ii) $A \in \mathrm{~F} \Rightarrow \bar{A} \in \mathrm{~F}$.

A $\sigma$-ring $\mathbf{C}$ is a non-empty class of sets which is closed under the formation of 'countable unions' and 'difference'. Thus
(i) $A_{i} \in C, i=1,2, \ldots \Rightarrow \bigcup^{\infty} A_{i} \in C$ $i=1$
(ii) $A \in C, B \in C \Rightarrow A-B \in C$.

More precisesly $\sigma$-ring is a ring which is closed under the formation of countable unions.

A $\sigma$ field (or $\sigma$-algebra) B is a non-empty class of sets that is closed under the formation of 'countable unions' and complementations,
i.e.,
(i) $A_{i} \in B, i=1,2, \ldots \Rightarrow \bigcup_{i=1}^{\infty} A_{i} \in B$.
(ii) $A \in B \Rightarrow \bar{A} \in B$.
$\sigma$-field may also be defined as a field which is closed under the formation of countable unions.
4.5. Axiomatic Approach to Probability..The axiomatic approach to probability, which closely relates the theoriy of probability with the modern metric theory of functions and also set theory, was proposed by A.N. Kolmogorov, a Russian mathematician, in 1933. The axiomatic definition of probability includes 'both' the classical and the statistical definitions as particular cases and overconies the deficiencies of each of them. On this basis, it is possible to construct a logically perfect structure of the modern theory of probability and at the same time to satisfy the enchanced requirements of modern natural science. The axiomatic development of mathematical theory of probability relies entirely upon the logic of deduction.

The diverse theorems of probability, as were available prior to 1933, were finally brought together into a unified axiomised system in. 1933. It is important to remark that probability theory, in common with all axiomatic mathematical systems, is concerned solely with relations among undefined things.

The axioms thus provide a set of rules which define relationships betweer: abstract entities. These rules can be used to deduce theorems, and the theorems can
be brought together to deduce more complex theorems. These theorems have no empirical meaning although they can be given an interpretation in terms of empirical phenomenon. The important point, however, is that the mathematical development of probability theory is, in no way, conditional upon the interpretation given to the theory.

More precisely, under axiomatic approach, the probability can be deduced from mathematical concepts. To start with some concepts are laid down. Then some statements are made in respect of the properties possessed by these concepts. These properties, often termed as "axioms" of the theory, are used to frame some theorems. These theorems are framed without any reference to the real world and are deductions from the axioms of the theory.
4.5.1. Random Experiment, Sample Space. The theory of probability provides mathematical models for "real-world phenomenon" involving games of chance such as the tossing of coins and dice. We feel intuitively that statements such as
(i) "The probability of getting a "head" in one toss of an unbiased coin is $1 / 2^{\prime \prime}$
(ii) "The probability of getting a "four" in a single toss of an unbiased die is 1/6",
should hold. We also feel that the probability of obtaining either a "5" or a " 6 " in a single throw of a die, should be the sum of the probabilities of a " 5 " and a ". 6 ", viz., $1 / 6+1 / 6=1 / 3$. That is, probabilities should have some kind of additive property. Finally, we feel that in a large number of repetitions of, for example, a coin tossing experiment, the proportion of heads should be approximately $1 / 2$. 1 hat is, the probability should have a frequency interpretation.

To deal with these properties sensibly, we need a mathematical description or model for the probabilistic situation we have. Any such probabilistic situation is referred to as ąrandom experimen, denoted by E. E may be a coin or die throwing experiment, drawing of cards from a well-shuffled pack of cards, an agricultural experiment to determine the effects of fertilizers on yield of a commodity, and so on.

Each performance in a random experiment is called a trial. That is, all the trials conducted under the same set of conditions form a random experiment. The result of a trial in a random experiment is called an outcome, an elementary, event or a simple point. The totality of all possible outcomes (i.e., sample points) of a random exseriment constitutes the sample space.

Suppose $e_{1}, e_{2}, \ldots, e_{n}$ are the possible outcomes of a random experiment $E$ such that no two or more of them can occur simultaneously and exactly one of the outcomes $e_{1}, e_{2}, \ldots, e_{n}$ must occur. More specifically, with an experiment $\mathbf{E}$, we associated a set $S=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ of possible outcomes with the following properies:
(i) each element of $S$ denotes à possible outcome of the experiement,
(ii) any trial results in an outcome that corresponds to one and only one element of the set $S$.

The set $S$ associated with an expariment $E$, real or conceptual, satisfying the above two properties is called the sample space of the experiment.

Remarks. 1. The sample space serves as universal set for all questions concerned with the experiment.
2. A sample space $S$ is said to be finite (infinite) sample sapce if the number of elements in $S$ is finite (infinite). For example, the sample space associated with the experiment of throwing the coin until a head appears, is infinite, with possible sample points

$$
\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}, \ldots\right\}
$$

where $\omega_{1}=H, \omega_{2}=T H, \omega_{3}=T T H, \omega_{4}=T T T H$, and so on, $H$ denoting a head and $T$ a tail.
3. A sample space is called discrete if it contains only finitely or infinitely many points which can be arranged into a simple sequence $\omega_{1}, \omega_{2}, \ldots$, while a sample space containing non-denumerable number of points is called a continuous sample space. In this book, we shall restrict ourselves to discrete sample spaces only.
4.5-2. Event. Every non-empty subset $A$ of $S$, which is a disjoint union of single element subsets of the sample space $S$ of a randon experiment $\mathbf{E}$ is called an event. The notion of an event may also be defined as follows:
"Of all the possible outcomes in the sample space of an experiment,some outcomes satisfy a specified description, which we call an event."

Remarks. 1. As the empty set $\phi$ is a subset of $S, \phi$ is also an event, known as impossible event.
2. An event $A$, in particular, can be a single element subset of $S$, in which case it is known as elementary event.
4.5.3. Some Illustrations - Examples. We discuss below some examples to illustrate the concepts of sample space and event.

1. Consider tossing of a coin singly. The possible outcomes for this experiment are (writing $H$ for a "head" and $T$ for a "tail") : $H$ and $T$. Thus the sample space $S$ consists of two points $\left\{\omega_{1}, \omega_{2}\right\}$, corresponding to each possible outcome or elementary event listed.
i.e., $S=\left\{\omega_{1}, \omega_{2}\right\}=[H, T]$ and $n(S)=2$,
where $n(S)$ is the total number of sample points in $S$.
If we consider two tosses of a coin, the possible outcomes are $H H, H T, T H$, TT. Thus, in this case the sample space $S$ consists of four points $\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$, corresponding to each possible outcome listed and $n(S)=4$. Combinations of these outcomes form what we call events. For example, the event of getting at lea $t$ one head is the set of the outcomes $(H H, H T, T H\}=\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$. Thus, mathematically, the events are subsets of $S$.
2. Let us consider a single toss of a die. Since there are six possible outcomes, our sample space $S$ is now a space of six points $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{6}\right\}$ where $\omega_{i}$ corresponds to the appearance of number $i$. Thus $S=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{6}\right\}=\{1,2, \ldots, 6\}$ and $n(S)=6$. The event that the outcome is even is represented by the set of points $\left\{\omega_{2}, \omega_{4}, \omega_{6}\right\}$.
3. A coin and a die are tossed together. For this experiment, our sample space consists of twelve points $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{12}\right\}$ where $\omega_{i}(i=1,2, \ldots, 6)$ represents a head on coin together with appearance of ith number on the die and $\omega_{i}$ ( $i=7,8, \ldots, 12$ ) represents a tail on coin together with the appearance of $i$ th number on die. Thus

$$
S=\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{12}\right\}=\{(H, T) \times(1,2, \ldots ., 6)\} \text { and } n(S)=12
$$

Remark. If the coin and die are unbiased, we can see intuitively that in each of the above examples, the outcomes (sample points) are equally likely to occur.
4. Consider an experiment in which two balls are drawn one by one from an urn containing 2 white and 4 blue balls such that when the second ball is drawn, the first is not replaced.

Let us number the six balls as $1,2,3,4,5$ and 6 , numbers 1 and 2 representing a white ball and numbers $3,4,5$, and 6 representing a blue ball. Suppose in a draw we pick up balls numbered 2 and 6 . Then $(2,6)$ is called an outcome of the experiment. It should be noted that the outcome $(2,6)$ is different from the outcome $(6,2)$ because in the former case ball No. 2 is drawn first and ball No. 6 is drawn next while in the latter case, 6th ball is-drawn first and the second ball is drawn next.

The sample space consists of thirty points as listed below:

| $\omega_{1}=(1,2)$ | $\omega_{2}=(1,3)$ | $\omega_{3}=(1,4)$ | $\omega_{4}=(1,5)$ | $\omega_{5}=(1,6)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\omega_{6}=(2,1)$ | $\omega_{1}=(2,3)$ | $\omega_{8}=(2,4)$ | $\omega_{9}=(2,5)$ | $\omega_{10}=(2,6)$ |
| $\omega_{11}=(3,1)$ | $\omega_{12}=(3,2)$ | $\omega_{13}=(3,4)$ | $\omega_{14}=(3,5)$ | $\omega_{15}=(3,6)$ |
| $\omega_{16}=(4,1)$ | $\omega_{17}=(4,2)$ | $\omega_{18}=(4,3)$ | $\omega_{19}=(4,5)$ | $\omega_{20}=(4,6)$, |
| $\omega_{21}=(5,1)$ | $\omega_{22}=(5,2)$ | $\omega_{23}=(5,3)$ | $\omega_{24}=(5,4)$ | $\omega_{25}=(5,6)$ |
| $\omega_{26}=(6,1)$ | $\omega_{21}=(6,2)$ | $\omega_{23}=(6,3)$ | $\omega_{29}=(6,4)$ | $\omega_{30}=(6,5)$ |

Thus

$$
\begin{aligned}
& S \\
\Rightarrow \quad & =\left\{\omega_{1}, \omega_{2_{1}} \omega_{\left.3_{1}, \ldots, \omega_{30}\right) \text { and } n(S)=30} \quad S=\{1,2,3,4,5,6\} \times(1,2,3,4,5,6\}\right. \\
& \quad-\{(1,1),(2,2),(3,3),(4,4),(5,5),(6,6)\}
\end{aligned}
$$

The event
(i) the first ball drawn is white
(ii) the second ball drawn is white
(iii) both the balls drawn are white
(iv) both the balls drawn are black
are represented respectively by the following sets of points:

$$
\begin{aligned}
& \left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}, \omega_{5}, \omega_{6}, \omega_{3}, \omega_{8}, \omega_{5}, \omega_{10}\right\}, \\
& \left\{\omega_{1}, \omega_{5}, \omega_{11}, \omega_{12}, \omega_{16}, \omega_{17}, \omega_{21}, \omega_{22}, \omega_{26}, \omega_{27}\right\},
\end{aligned}
$$

$\left\{\omega_{1}, \omega_{6}\right\}$, and
$\left\{\omega_{13}, \omega_{14}, \omega_{15}, \omega_{18}, \omega_{19}, \omega_{20}, \omega_{23,} \omega_{24}, \omega_{25}, \omega_{28}, \omega_{29}, \omega_{30}\right\}$.
5. Consider an experiment in which two dice are tossed. The sample space $S$ for this experiment is given by

$$
S=\{1,2,3,4,5,6\} \times\{1,2,3,4,5,6\}
$$

and $n(S)=6 \times 6=36$.
Let $E_{1}$ be the event that 'thie sum of the spots on the dice is greater than 12 ', $E_{2}$ be the event that 'the sum of spots on the dice is divisible by 3 ', and $E_{3}$ be the event that 'the süm is greater than or equal to two and is less than or equal io 12 '. Then these events are represented by the following subsets of $S$ :

$$
\begin{aligned}
E_{1} & =\{\phi\}, E_{3}=S \text { and } \\
E_{2} & =\{(1,2),(1,5),(2,1),(2,4),(3,3) ;(3,6),(4,2), \\
& (4,5),(5,1),(5,4),(6,3),(6,6)\}
\end{aligned}
$$

Thus $n\left(E_{1}\right)=0, n\left(E_{2}\right)=12$, and $n\left(E_{3}\right)=36$
Here $E$ is an 'impossible event' and $E_{3}$ a 'certain event'.
6. Let $\mathbf{E}$ denote the experiment of tossing a coin three times in succession or tossing three coins at a time. Then the sample space $S$ is given by

$$
\begin{aligned}
S & =\{H, T\} \times\{H, T\} \times\{H, T\} \\
& =\{H, T\} \times\{H H, H T, T H, T T\} \\
& =\{H H H, H H T, H T H, H T T, T H H, T H T, T T H, T T T\} \\
& =\left\{\omega_{1}, \omega_{2}, \omega_{3}, \ldots, \omega_{3}\right\}, \text { say } .
\end{aligned}
$$

If $E_{1}$ is the event that 'the number of heads exceeds the number of tails', $E_{2}$, the event of 'getting two heads' and $E_{3}$, the event of getting 'head in the first trial' then these are represented by the following sets of points :

$$
\begin{aligned}
& E_{1}=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{3}\right\}, \\
& E_{2}=\left\{\omega_{2}, \omega_{3}, \omega_{3}\right\} \\
& E_{3}=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\} .
\end{aligned}
$$

and
7. In the foregoing examples the sample sapce is finite. To construct an experiment in which the sample sapce is countably infinite, we toss a coin repeatedly until head or tail appears twice in succession. The sample space of all the possible outcomes may be represented as :

$$
S=(H H, T T, T H H, H T T, H T H H, T H T T, \text { THTHH, HTHTT, ... }) .
$$

4.5.4. Algebra of Events. For events $A, B, C$
(i) $A \cup B=\{\omega \in S: \omega \in A$ or $\omega \in B\}$
(ii) $A \cap B=\{\omega \in S: \omega \in A$ and $\omega \in B\}$ ),
(iii) $\bar{A}(A$ complement $)=\{\omega \in S: \omega \notin A\}$
(iv) $A-B=\{\omega \in S: \omega \in A$ but $\omega \notin B\}$
(v) Similar generalisations for $\bigcup_{i=1}^{n} A_{i}, \bigcap_{i=1}^{n} A_{i}, \cup_{i} A_{i}$ etc.
(vi) $A \subset B \Rightarrow$ for every $\omega \in A, \omega \in B$.
(vii) $B \supset A \Rightarrow A \subset B$.
(viii) $A=B$ if and only if $A$ and $B$ have the same elements̀, i.e., if $A_{-} \subset^{\prime} B$ and $B \subset A$.
(ix) ' $A$ and $B$ disjoint (mutually exclusive) $\Rightarrow A \cap B=\phi$ (null set).
(x) $A \cup B$ can be denoted by $A+B$ if $A$ and $B$ are disjoint.
(xi) $A \Delta B$ denotes those $\omega$ belonging to exactly one of $A$ and $B$, i.e.,

$$
A \dot{\Delta} B=A \bar{B} \cup \bar{A} B
$$

Remark. Since the events are subsets of $S$, all the laws of set theory viz., commutative laws, associative laws, distributive laws, De-Morgan's law, etc., họld for algebra of events.

Table - Glossary of Probability Terms

| Statement | Meaning in tetms <br> of set theory |
| :---: | :---: |

1. At least one of the events $A$ or $B$ occurs. $\quad \omega \in A \cup \dot{B}$
2. Both the events $A$ and $B$ occur.
3. Neither $A$ nor $B$ occurs
$\omega \in A \cap B$
4. Event $A$ occurs and $B$ does not óccur
$\omega \in A \cap \bar{B}$
5. Exacily one of the events $A$ or $B$ occurs.
$\omega \in \boldsymbol{A} \boldsymbol{\Delta} \boldsymbol{B}$
6. Not more than one of the events
$A$ or $B$ occurs.
$\omega \in(A \cap \bar{B}) \cup(\ddot{A} \cap B) \cup(\bar{A} \cap \bar{B})$
7. If event $A$ oceurs, so does $B$
$A \subset B$
8. Events $A$ and $B$ are mutually exclusive.
9. Complementary event of $A$.
10. Sample space
$A \cap B=\phi$
$\bar{A}$
univerșal set $S$

Example 4.11. $A, B$ and $C$ are three orbitrary events. Find expressions for the events noted below, in the context of $A, B$ and $C$.
(i) only A occurs,
(ii) Both A and B, but not C, occur,
(iii) All three events occur,
(iv) At least one occurs,
(v) At least two occur,
(vi) One and no more occurs,
(vii) Two and no more occur,
(viii) None occurs.

## Solution.

(i) $A \cap \bar{B} \cap \bar{C}$,
(ii) $A \cap B \cap \bar{C}$,
(iii) $A \cap B \cap C$,
(iv) $A \cup B \cup C$,
(v) $(A \cap B \cap \bar{C}) \cup(A \cap \bar{B} \cap C) \cup(\bar{A} \cap B \cap C) \cup(A \cap B \cap C)$
(vi) $(A \cap \bar{B} \cap \bar{C}) \cup(\bar{A} \cap B \cap \bar{C}) \cup(\bar{A} \cap \bar{B} \cap C)$
(vii) $(A \cap B \cap \bar{C}) \cup(\bar{A} \cap B \cap C) \cup(A \cap \bar{B} \cap C)$
(viii) $\bar{A} \cap \bar{B} \cap \bar{C}$ or $\overline{A \cup B \cup C}$

## EXERCISE 4(b)

1. (i) If $A, B$ and $C$ are any three events, write down the theoretical expressions for the following events:
(a) Only $A$ occurs, (b) $A$ and $B$ occur but $C$ does not,
(c) $A, B$, and $C$ all the three occur, (d) at least one occurs
(e) At least two occur, (f) one does not occur,
(g) Two do not occurs, and (h) None occurs.
(ii) $A, B$ and $C$ are three events. Express the following events in appropriate symbols:
(a) Simultaneous occurrence of $A, B$ and $C$.
(b) C currence of at least one of them.
(c) $A, B$ and $C$ are mutually exclusive events.
(d) Every point of $A$ is contained in $B$.
(e) The event $B$ but not $A$ occurs.
[Gauhati Univ. B.Sc., Oct.1990]
2. A sample space $S$ contains four points $x_{1}, x_{2}, x_{3}$ and $x_{4}$ and the values of a set function $P(A)$ are known for the following sets :

$$
\begin{aligned}
& A_{1}=\left(x_{1}, x_{2}\right) \text { and } P\left(A_{1}\right)=\frac{4}{10} ; A_{2}=\left(x_{3}, x_{4}\right) \text { and } P\left(A_{2}\right)=\frac{6}{10} ; \\
& A_{3}=\left(x_{1}, x_{2}, x_{3}\right) \text { and } P\left(A_{3}\right)=\frac{4}{10} ; A_{4}=\left(x_{2}, x_{3}, x_{4}\right) \text { and } P\left(A_{4}\right)=\frac{7}{10}
\end{aligned}
$$

Show that:
(i) the total number of sets (including the "null" set of number points) of points of $x$ is 16 .
(ii) Although the set containing no sample point has zero probability, the converse is not always true, i.e., a set may have zero probability and yet it may be the set of a number of points.
3. Describe explicitly the sample spaces for each of the following experiments:-
(i) The tossing of four coins.
(ii) The throwing of three dice.
(iii) The tossing of ten coins with the aim of observing the numbers of tails coming up.
(iv) Two cards are selected from a'standard deck of cards.
(v) Four successive draws (a) with replacement, and (b) withoút replacement, from a bag containing fifty coloured balls out of which ten are white, twenty blue and twenty red.
(vi) A survey of families with two children is conduced and the sex of the children (the older child first) is recorded:
(vii) A survey of families with three children is made and the sex of the children (in order of age, oldest child first) are recorded.
(viii) Three distinguishable objects are dịstributed in three nụmbered cells.
(ix) A poker hand (five cards) is dealt from an ordinary deck of cards.
( $x$ ) Selecting $r$ screws from the lot produced by a machine, a screw can be defective or non-defective.
4. In an experiment a coin is thrown five times. Write down the sample space. How many points are there in the sample space?
5. Describe sample space appropriate in each of the following cases :
(i) $n$-tosses of a coin with head or tails as outcome in each toss.
(ii) Successive tosses of a coin until a head tiums up.
(iii) A survey of families with two children is conducted and the sex of the children (the older child first) is recorded.
(iv) Two successive draiws, (a) with replacement (b) without replacement, from a bag contäining 4 coloured toys out of which one is white, one black and 2 red toys.
[M.S.Baroda Univ. B.Sc., 1991]
6. (a) An experiment consists of tossing an unbiasedicoin until the same result appears twice on succession for the first time. To every possible outcome requiring $n$ tosses attribute probability $1 / 2^{n}$. Describe the sample space.
(b) A coin is tossed until there are either two consecutive heads or two consecutive tails or the number of tosses becomes five. Describe the sample space along with the probability associated with each sample point, if every sequence of $n$ tosses has probabilty $2^{-n}$.
[Civil Services (main), 1983]
7. Urn 1 contains two white, one red and 3 black balls. Um 2 contains one white, 3 red and 2 black balls. An experiment consists of first selecting an urn and then drawing a ball frömin this urn. Define a suitable sample space for this experiment.
8. Suppose an experimient has $n$ outcomes $A_{1}, A_{2}, \ldots, A_{n}$ and that it is repeated $r$ times. Let $x_{1}, x_{2}, \ldots, x_{n}$ record the number of occurrences of $A_{1}, A_{2}, \ldots, A_{n}$. Describe the sample space. Show that the number of sample points is

$$
\binom{n+r-1}{r-1}
$$

9. A manufacturer buys parts from four different vendors numbered $1,2,3$ and 4. Referring to orders placed on two successive days, $(1,4)$ denotes the event that on the first day, the order was given to vendor 1 and on the second day it was given to vendor 4. Letting $A$ represent the eveṇt that vendor 1 gets at least one of these two orders, $B$ the event that the same vendor gets both orders and $C$ the event that vendors 1 and 3 do not get either order. List the elements of:
(a) entirẹ sample space,
(b) $A, \quad$ (c) $B, \quad$ (d) $C$,
(e) $\bar{A}, \quad(f) \bar{B}$,
(g) $B \cup C$,
(h) $A \cap B$,
(i) $A \cap C$,
(j) $\overline{A \cup B}$, and
(k) $A-B$
[Hint. (a) The elements of entire sample space are

$$
\begin{aligned}
& (1,1) ;(1,2) ;(1,3) ;(1,4) ;(2,1) ;(2,2) ;(2,3) ;(2,4) ; \\
& (3,1) ;(3,2) ;(3,3) ;(3,4) ;(4,1) ;(4,2) ;(4,3) ;(4,4) .
\end{aligned}
$$

(b) The eliements of $A$ àre

$$
(1,1) ;(1,2) ;(1,3) ;(1,4) ;(2,1) ;(3,1) ;(4,1):
$$

(c) The elements of $B$ are $(1,1) ;(2,2) ;(3,3)$ and $(4,4)$.
(d) The elements of $C$ are (2, 2); $(2,4) ;(4,2) ;(4,4)$ :
(e). The element of $\bar{A}$ are:

$$
(2,2) ;(2,3) ;(2,4) ;(3,2) ;(3,3) ;(3,4) ;(4,2) ;(4,3) ;(4,4) .
$$

(f) The elements of $\bar{B}$ are: $\quad(1,2) ;(1,3) ;(1,4) ;(2,1) ;(2,3) ;(2,4)$; $(3 ; 1) ;(3,2) ;(3,4) ;(4,1) ;(4,2) ;(4,3)$.
(g) The elements of $B \cup C$ are $(1,1) ;(2,2) ;(3,3) ;(4,4) ;(2,4) ;(4,2)$.
(h) The elements of $\mathrm{A} \cap \mathrm{B}$ are $(1,1)$.
(i) $A \cap C=\phi$
(j) Since $\overline{A \cup B}=\bar{A} \cap \bar{B}$. The elements of $\overline{A \cup B}$ are (2,3); (2,4); (3,2); (3,4); (4, 2); $(4,3)$.
(k) The elements of $A-B$ are $(1,2) ;(1,3) ;(1,4) ;(2,1) ;(3,1) ;(4,1)$.
4.6. Probability - Mathematical Notion. We are now set to give the mathematical notion of the occurrence of a random phenomenon and the mathematical notion of probability. Suppose in a large number of trials the sample space $S$ contains $N$ sample points. The event $\dot{A}$ is defined by a description which is satisfied by $N_{A}$ of the occurrences. The frequency interpretation of the probability $P(A)$ of the event $A$, tells us that $P(A)=N_{A} / N$.

A purely mathematical definition of probability cannot give us the actual yalue of $P(A)$ and this must be considered as a function defined on all events. With this in view, a mathematical definition of probability is enunciated as follows:
"Given a sample description space, probability is a function which assigns a non-negative real number to every event $A$, denoted by $P(A)$ and is called the probability of the event A."
4.6.1. Probability Function. $P(A)$ is the probability function defined on a $\sigma$-field B of events if the following properties or axioms.hold :

1. For each $A \in \mathbf{B}, P(A)$ is defined, is real and $P(A) \geq 0$
2. $P(S)=1$
3. If $\left(A_{n}\right)$ is ạny finite or infinite sequence of disjoint events in $B$,-then

$$
\begin{equation*}
P\left(\cup_{i=1}^{n} A_{n}\right)=\sum_{i=1}^{n} P\left(A_{i}\right) \tag{4•4}
\end{equation*}
$$

The above three axioms are termed as the axiom of positiveness, certainty and union (additivity), respećtively.

Remarks. 1. The set function $\mathbf{P}$ defined on $\sigma$-field $\mathbf{B}$, taking its values in the real line and satisfying the above three axioms is called the probability measure.
2. The same definition of̂ probability applies to uncountable sample space except that special restrictions must be placed on $S$ and its subsets. It is important torealise that for a complete description of a probability measure, three things must
be specified, viz., the sample space $S$, the $\sigma$-field ( $\sigma$-algebra) B formed from certain subset of $S$ and set function $\mathbf{P}$. The triplet ( $\mathbf{S}, \mathbf{B}, \mathbf{P}$ ) is often called the probability space. In most elementary applications, $S$ is finite and the $\sigma$-algebra $\mathbf{B}$ is taken to be the collection of all subsets of $S$.
3. It is interesting to see that there are some formal statements of the properties of events derived from the frequency approach. Since $P(A)=N_{A} / N$, it is easy to see that $P(A) \geq 0$, as in Axiom 1. Next since $N_{s}=N, P(S)=1$, as in Axiom 2. In case of two mutually exclusive (or disjoint) events $A$ and $B$ defined by sample points $N_{A}$ and $N_{B}$, the sample points belonging to $A \cup B$ are $N_{A}+N_{B}$. Therefore,
$P(A \cup B)=\frac{N_{A}+N_{B}}{N}=\frac{N_{A}}{N}+\frac{N_{B}}{N}=P(\dot{A})+P(B)$, as in axiom 3.
Extended Axiom of Addition. If an event $A$ can materialise in the occurrence of any one of the pairwise disjoint events $A_{1}, A_{2}$... so that

$$
A=\bigcup_{i=1}^{\infty} A_{i} ; A_{i} \cap A_{j}=\phi(i \neq j)
$$

then

$$
\begin{equation*}
P(A)=P\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} P\left(A_{i}\right) \tag{1}
\end{equation*}
$$

Axiom of Continuity. If $B_{1}, B_{2}, \ldots ., B_{n}, \ldots$ be a countable sequences of events such that

$$
\text { (i) } B_{i} \supset B_{i+1},(i=1,2,3, \ldots)
$$

and

$$
\text { (ii) } \bigcap_{n=1}^{\infty} B_{n}=\phi
$$

i.e., if each succeeding event implies the preceeding event and if their simultaneous occurrence is an impossible event then

$$
\begin{equation*}
\lim P\left(B_{n}\right)=0 \tag{2}
\end{equation*}
$$

We shall now prove that these two axioms, viz., the extended axiom of addition and axiom of continuity are equivalent, i.e., each implies the other, i.e., (1) $\Leftrightarrow$ (2).

Theorem 4.1. Axiom of continuityfollowsfrom the extended axiom of addition and vice versa.

Proof. (a) (1) $\Rightarrow$ (2). Let $\left\{B_{n}\right\}$ be a countable sequence of events such that

$$
B_{1} \supset B_{2} \supset B_{3} \supset \ldots, \supset B_{n} \supset B_{n+1} \supset \ldots
$$

and let for any $n \geq 1$,

$$
\begin{equation*}
n_{k \geq n} \dot{B}_{k}=\phi \tag{*}
\end{equation*}
$$

$B_{n+1} \cap \dot{B}_{n+2}^{\prime}$


Then it is obvious from the diagram that

$$
\begin{aligned}
& B_{n}=B_{n} B_{n+1}^{\prime} \cup B_{n+1} B_{n+2}^{\prime} \cup \ldots \cup\left(\cap B_{k}\right) \\
& k \geq n \\
& \Rightarrow \quad B_{n}=\left(\bigcup_{k=n}^{\infty} B_{k} B_{k+1}^{\prime} \cup \underset{k \geq n}{\cap} B_{k}\right),
\end{aligned}
$$

where the events $B_{k} B_{k+1}^{\prime} ;(k=n, n+1, \ldots$.$) are pairwise disjoint and each is disjoint$ with $\cap B_{k}$.
$k \geq n$
Thus $B_{n}$ has been expressed as the countable union of pairwise disjoint events and hence. by the extended axiom of addition, we get

$$
\begin{align*}
P\left(B_{n}\right) & =\sum_{k=n}^{\infty} P\left(B_{k} B_{k+1}^{\prime}\right)+P\left(\underset{k \geq n}{\cap} B_{k}\right) \\
& =\sum_{k=n}^{\infty} P\left(B_{k} B_{k+1}^{\prime}\right), \tag{**}
\end{align*}
$$

since, from (*)

$$
P\left(\cap_{k \geq n} B_{k}\right)=P(\phi)=0
$$

Further, from (**), since

$$
\sum_{k=1}^{\infty} P\left(B_{k} B_{k+1}^{\prime}\right)=P\left(B_{1}\right) \leq 1,
$$

the right hand sum in (**), being the remainder after $n$ terms of a convergent series tends to zero as $n \rightarrow \infty$.

Hence

$$
\lim _{n \rightarrow \infty} P\left(B_{n}\right)=\lim _{n \rightarrow \infty} \sum_{k=n}^{\infty} P\left(B_{k} B_{k+1}^{\prime}\right)=0
$$

Thus the extended axiom of addition implies the axiom of continuity.
(b) Conversely (2) $\Rightarrow$ (1), i.e., the extended axiom of addition follows from the axiom of contimuity.

Let $\left(A_{n}\right)$ be a countable sequence of pairwise disjoint events and let

$$
\begin{align*}
A & =\bigcup_{i=1}^{\infty} A_{i} \\
& =\left(\bigcup_{i=1}^{n} A_{i}\right) \cup\left(\bigcup_{i=n+1}^{\infty} A_{i}\right) \tag{3}
\end{align*}
$$

Let us define a countable sequence ( $B_{n}$ ) of events by

$$
\begin{equation*}
B_{n}=\bigcup_{i=n}^{\infty} A_{i} \tag{4}
\end{equation*}
$$

Obviously $B_{n}$ is a decreasing sequence of events, i.e.,

$$
\begin{equation*}
B_{1} \supset B_{2} \supset \ldots \supset B_{n} \supset B_{n+1} \supset \ldots \tag{5}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
A=\left(\bigcup_{i=1} A_{i}\right) \cup B_{n+1} \tag{6}
\end{equation*}
$$

Since $A_{i}$ 's are pairwise disjoint, we get

$$
\begin{equation*}
A_{i} \cap B_{n+1}=\phi,(i=1,2, \ldots, n) \tag{6a}
\end{equation*}
$$

From (4) we see that if the event $B_{n}$ has occurred it implies the occurrence of any one of the events $A_{n+1}, A_{n+2}, \ldots$. Without loss of generality let us assume that this event is $A_{i}(i=n+1, n+2, \ldots)$. Further since $A_{i}$ 's are pairwise disjoint, the occurrence of $A_{i}$ implies that events $A_{i+1}, A_{i+2}, \ldots$ do not occur leading to the conclusion that $B_{i+1}, B_{i+2}, \ldots$ will not occur.

$$
\begin{equation*}
\Rightarrow \quad \bigcap_{i=n}^{\infty} B_{i}=\phi \tag{7}
\end{equation*}
$$

From (5) and (7), we observe that both the conditions of axiom of continuity are satisfied and hence we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(B_{n}\right)=0 \tag{8}
\end{equation*}
$$

From (6), we get

$$
\begin{aligned}
P(A) & =P\left[\left(\bigcup_{i=1}^{n} A_{i}\right) \cup B_{n+1}\right] \\
& =\sum_{i=1}^{n} P\left(A_{i}\right)+P\left(B_{n+1}\right) .
\end{aligned}
$$

(By axiom of Additivity)

$$
\Rightarrow \quad P\left(\cup_{i=1}^{\infty} A_{i}\right)=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} P\left(A_{i}\right)+\lim _{n \rightarrow \infty}\left(B_{n+1}\right)
$$

$$
\begin{equation*}
=\sum_{i=1}^{\infty} P\left(A_{i}\right), \tag{8}
\end{equation*}
$$

which is the extended axiom of addition.

## THEOREMS. ON PROBABILITIES OF EVENTS

Theorem 4.2. Probability of the impossible event is zero, i.e., $P(\phi)=0$ :
Proof. Impossible event contains no sample point and hence the certain evcnt $S$ and the impossible event $\phi$ arèmutually exclusive.

$$
\begin{align*}
\text { Hence } & S \cup \phi & =\dot{S} \\
\therefore & P(S \cup \phi) & =\dot{P}(S) \\
\Rightarrow & P(S)+P(\phi) & =P(S) \\
\Rightarrow & P(\phi) & =0 \tag{ByAxiom3}
\end{align*}
$$

Remark. It may be noted $P(A)=0$, does not imply that $A$ is necessarily an empty set. In practice, probability ' 0 ' is assigned to the events which are so rare that they happen only once in a lifetime. For example, if a person who does not know typing is asked to type the manuscript of a book, the probability of the event that he will iype it correctly without any mistake is 0 :

As another illustration, let us consider the random tossing of a coin. The event that the coin will-stand erect on its edge, is assigned the probability 0.
-The study of continuous random variable provides another illustration to the fact that $P(A)=0$, does not imply $A=\phi$, because in case of continous random variable $X$, the proability at a point is always zero, i.e., $P(\dot{X}=c)=0$ [See 'Chapter.5].

Theorem 4.3. Probability of the complementary event $\bar{A}$ of $A$ is given by

$$
P(\bar{A})=1-P(A)
$$

Proof. $A$ and $\bar{A}$ are disjoint events.
Moreover, $\quad A \cup \bar{A}=S$
From axioms 2 and 3 of probability, we have

$$
P(A \cup \bar{A})=P(A)+P(\bar{A})=P(S)=1
$$

$\Rightarrow \quad P(\bar{A})=1-P(A)$
Cor. 1. We have $P(A)=1-P(\bar{A})$
$\Rightarrow \quad P(A) \leq 1$
Cor. 2. $\quad P(\phi)=0$, since $\phi=S$
and $\quad P(\phi)=P(S)=1-P(S)=1-1=0$.
Theorem 4.4. For any two events $A$ and $B$,

$$
P(\bar{A} \cap B)=P(B)-P(A \cap B)
$$

[Mysore Univ. B.Sc., 1992]
Proof.
$\bar{A} \cap B$ and $A \cap B$ are disjoint events and $(A \cap B) \cup(\bar{A} \cap B)=B$


Hence by axiom 3, we get

$$
\begin{aligned}
& P(B)=P(A \cap B)+P(\bar{A} \cap B) \\
\Rightarrow & P(\bar{A} \cap B)=P(B)-P(A \cap B)
\end{aligned}
$$

Remark. Similarly, we shall get

$$
P(A \cap \bar{B})=P(A)-P(A \cap B)
$$

Theorem 4.5. Probability of the union of any two events $A$ and $B$ is given by

$$
P(A \cup B)=P(A)+P(B)-P(A \cap B)
$$

Proof. $A \cup B$ can be writuen as the union of the two mutually disjoint events, $A$ and $B \cap \bar{A}$.

$$
\begin{aligned}
\therefore \quad P(A \cup B) & =P[A \cup(B \cap \bar{A})]=P(A)+P(B \cap \bar{A}) \\
& =P(A)+P(B)-P(A \cap B) \quad(c . f . \text { Theorem 4.4) }
\end{aligned}
$$

Theorem, 4.6. If $B \subset A$, then
(i) $P(A \cap \bar{B})=P(A)-P(B)$,
(ii) $\quad P(B) \leq P(A)$

Proof. (i) When $B \subset A, B$ and $A \cap \bar{B}$ are mutually exclusive events and their union is $A$

Therefore

$$
\begin{aligned}
P(A)= & P[B \cup(A \cap \bar{B})] \\
& =P(B)+P(A \cap \bar{B}) \quad[\text { By axiom 3] } \\
\Rightarrow \quad & P(A \cap \bar{B})=P(A)-P(B) \quad,
\end{aligned}
$$

(ii) Using axiom 1 ,


$$
P(A \cap B) \geq 0 \Rightarrow P(A)-P(B) \geq 0
$$

Hence

$$
P(B) \leq P(A)
$$

Cor. Since $(A \cap B) \subset A$ and $(A \cap B) \subset B$,

$$
P(A \cap B) \leq P(A) \quad \text { and } \quad P(A \cap B) \leq P(B)
$$

4.6.2. Law of Addition of Probabilities

Statement. If $A$ and $B$ are any two events [subsets of sample space S] and are not disjoint, then

$$
\begin{equation*}
P(A \cup B)=P(A)+P(B)-P(A \cap B) \tag{4•5}
\end{equation*}
$$

Proof.


We have

$$
A \cup B=A \cup(\bar{A} \cap B)
$$

Since $A$ al: $(\bar{A} \cap B)$ are disjoint ,

$$
\begin{aligned}
P(A \cup B) & =P(A)+P(\bar{A} \cap B) \\
& =P(A)+[P(\bar{A} \cap B)+P(A \cap B)]+P(A \cap B) \\
& =P(A)+P[(\bar{A} \cap B) \cup(A \cap B)]-P(A \cap B)
\end{aligned}
$$

$[\because(\bar{A} \cap B)$ and $(A \cap B)$ are disjoint ]
$\Rightarrow \quad P(A \cup B)=P(A)+P(B)-P(A \cap B)$
Remark. An altemative proof is provided by Theorems 4.4 and 4.5.
4.6.3. Extention of General Law of Addition of Probabilities. For n events $A_{1}, A_{2}, \ldots, A_{\text {n }}$ we have

$$
\begin{gather*}
P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{i=1}^{n} P\left(A_{i}\right)-\sum_{1 \leq i<j \leq n}^{\operatorname{EN}} P\left(A_{i} \cap A_{j}\right)+\underset{1 \leq i<j<k \leq p}{\operatorname{E\sum \sum }} P\left(A_{i} \cap A_{j} \cap A_{k}\right) \\
-\ldots+(-1)^{n-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)
\end{gather*}
$$

Proof. For two events $A_{1}$ and $A_{2}$, we have

$$
P\left(A_{1} \cup A_{2}\right)=P\left(A_{1}\right)+P\left(A_{2}\right)-P\left(A_{1} \cap A_{2}\right)
$$

Hence (4.6) is true for $n=2$.
Let us now suppose that (4.6) is true for $n=r$, (say). Then

$$
\begin{aligned}
& P\left(\stackrel{r}{\cup}_{\cup_{i}}\right)=\sum_{i=1}^{\sum} P\left(A_{i}\right)-\Sigma \Sigma P\left(A_{i} \cap A_{j}\right)+\ldots+(-)^{r-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{r}\right) \\
& i=1 \quad i=1 \quad 1 \leqslant i<j \leq r \\
& \text { Now } \\
& P\left(\bigcup_{i=1}^{r+1} A_{i}\right)=P\left[\left(\bigcup_{i=1}^{r} A_{i}\right) \cup A_{r+1}\right] \\
& \left.\left.=P\left(\bigcup_{i=1}^{r} A_{i}\right)+P\left(A_{r+1}\right)-P i\left(\bigcup_{i=1}^{r} A_{i}\right) \cap A_{r+1}\right)\right] . \quad \ldots[U s i n g(*)] \\
& =P\left(\bigcup_{i=1}^{r} A_{i}\right)+P\left(A_{r+1}\right)-P\left[\bigcup_{i=1}^{r}\left(A_{i} \cap A_{r+1}\right)\right] \quad \text { (Distributive Law) } \\
& =\sum_{i=1}^{r} P\left(A_{i}\right)-\underset{1 \leq i<j \leq r}{\sum_{i} P\left(A_{i} \cap A_{j}\right)+\ldots} \\
& \ldots+(-1)^{r-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{r}\right)+P\left(A_{r+1}\right) \\
& -P\left[\bigcup_{i=1}^{r}\left(A_{i} \cap A_{r+1}\right)\right] \\
& i=1 \\
& =\sum_{i=1}^{r+1} P\left(A_{i}\right)-\sum_{1 \leq i<j \leq r} P \cdot\left(A_{i} \cap A_{j}\right)+\ldots \\
& +(-1)^{r-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{r}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\left[\sum^{r} P\left(A_{i} \cap A_{r+1}\right)-\quad \underset{\Sigma}{\Sigma} P\left(A_{i} \cap A_{j} \cap A_{r+1}\right)\right. \\
& 1 \leq i<j \leq r \\
& \left.+\ldots+(-1)^{r-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{r} \cap A_{r+1}\right)\right] \quad \ldots[\text { From (**)] } \\
& \Rightarrow P\left(\cup_{i=1}^{r+1} A_{i}\right)=\sum_{i=1}^{r+1} P\left(A_{i}\right)-\left[\underset{1 \leq i<j \leq r}{\sum \sum} P\left(A_{i} \cap A_{j}\right)+\sum_{i=1}^{r} P\left(A_{i} \cap A_{r+1}\right)\right] \\
& +\ldots+(-1)^{r} P\left[\left(A_{1} \cap A_{2} \cap \ldots \cap A_{r+1}\right)\right] \\
& r+1 \\
& =\sum_{i=1} P\left(A_{i}\right)-\underset{1 \leq i<j \leq(r+1)}{\operatorname{E\sum }} P\left(A_{i} \cap A_{j}\right) \\
& +\ldots .+(-1)^{r} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{i+1}\right)
\end{aligned}
$$

Hence if (4.6) is true for $n=r$, it is also true for $n=(r+1)$. But we have proved in (*) that (4-6) is true for $n=2$. Hence by the principle of mathematical induction, it follows that! (4•6) is true for all positive integral values of $n$.

Remarks. 1. If we write

$$
P\left(A_{i}\right)=p_{i}, P\left(A_{i} \cap A_{j}\right)=\dot{p}_{i j}, P^{\prime}\left(A_{i} \cap A_{j} \cap A_{k}\right)=p_{i j}
$$

and so on and

$$
\begin{aligned}
& S_{1}=\sum_{i=1}^{n} p_{i}=\sum_{i=1}^{n} P\left(A_{i}\right) \\
& S_{2}=\sum_{1 \leq i<j \leq n}^{\sum \sum p_{i j}=\underset{1 \leq i<j \leq n}{\sum \sum} P\left(A_{i} \cap A_{j}\right)} \\
& S_{3}=\sum_{1 \leq i<j<k \leq n}^{\sum \sum \sum} p_{i k} \quad \text { and so on, }
\end{aligned}
$$

then

$$
\begin{equation*}
P\left(\bigcup_{i=1}^{n} A_{i}\right)=S_{1}-S_{2}+S_{3}-\ldots+(-1)^{n-1} S_{n} \tag{4•6a}
\end{equation*}
$$

2. If all the events $A_{i}$, $(i=1,2, \ldots, n)$ are mutually disjoint then $(4.6)$ gives

$$
P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{i=1}^{n} P\left(A_{i}\right)
$$

3. From practical point of view the theorem can be restated in a slightly different form. Let us suppose that an event $A$ can materialise in several mutually exclusive forms, viz., $A_{1}, A_{2}, \ldots, A_{n}$ which may be regarded as that many mutually exclusive events. If $A$ happens then any one of the events $A_{i},(i=1,2, \ldots, n)$ must happen and conversely if any one of the events $A_{i},(i=1,2, \ldots, n)$ happens, then $A$ happens. Hence the probability of happening of $A$ is the same as the probability of happening of any one of its (unspecified) mutually exclusive forms. From this point of view, the total probability theorem can be restated as follows:

The probability of happening of an event $A$ is the sum of the probabilities of happening of its mutually exclusive forms $A_{1}, A_{2}, \ldots, A_{n}$. Symbolically,

$$
P(A)=P\left(A_{1}\right)+P\left(A_{2}\right)+\ldots r P\left(A_{n}\right)
$$

The probabilities $P\left(A_{1}\right) ; P\left(A_{2}\right), \ldots, P\left(A_{n}\right)$ of the mutually exclusive forms of $A$ are known as the partial probabilities. Since $P(A)$ is their sum, it may be called the total probability. of $A$. Hence the name of the theorem.

Theorem 4.7. (Boole's inequality). For $n$ events $\dot{A_{1}}, A_{2}, \ldots, A_{n}$, we have
(a) $P\left({ }_{i=1}^{n} A_{i}\right) \geq \sum_{i=1}^{n} P\left(A_{i}\right)-(n-1)$
(b) $P\left(\cup_{i=1}^{n} A_{i}\right) \leq \sum_{i=1}^{n} P\left(A_{i}\right)$
[Delhi Univ. B.Sc. (Stat Hons.), 1992, 1989]
Proof. (a) $P\left(A_{1} \cup A_{2}\right)=P\left(A_{1}\right)+P\left(A_{2}\right)-P\left(A_{1} \cap A_{2}\right) \leq 1$
$\Rightarrow \quad P\left(A_{1} \cap A_{2}\right) \geq P\left(A_{1}\right)+P\left(A_{2}\right)-1$
Hence (4.7) is true for $n=2$.
Let us now suppose that (4.7) is true for $n=r$ (say), such that

$$
\begin{equation*}
P\left(\stackrel{r}{\cap}_{i=1}^{r} A_{i}\right) \geq \sum_{i=1}^{r} P\left(A_{i}\right)-(r-1) \tag{**}
\end{equation*}
$$

Then

$$
\begin{aligned}
& P\left(\underset{i=1}{n+1} A_{i}\right)=P\left(\underset{i=1}{\cap} A_{i,}^{\cap} \cap A_{r+1}\right) \\
& \geq P\left({ }_{i=1}^{r} A_{i}\right)+P\left(A_{r+1}\right)^{\prime}-1 \quad \text { [From (*)] } \\
& \geq \sum_{i=1}^{r} P\left(A_{i}\right)-(r-1)+P\left(A_{r+1}\right)-1 \quad \text { [From (**)] } \\
& \Rightarrow \quad P\left({ }_{i=1}^{r+i} A_{i}\right) \geq \sum_{i=1}^{r+1} P\left(A_{i}\right)-r
\end{aligned}
$$

$\Rightarrow(4.7)$ is true for $n=r+1$ also.
The result now follows by the principle of mathematical induction.
(b) Applying the inequality (4.7) to the events $\bar{A}_{1}, \bar{A}_{2}, \ldots, \bar{A}_{n}$, we get

$$
\begin{aligned}
P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right) & \geq\left[P\left(\bar{A}_{1}\right)+P\left(\bar{A}_{2}\right)+\ldots+P\left(\bar{A}_{n}\right)\right]-(n-1) \\
& =\left[1-P\left(A_{1}\right)\right]+\left[1-P\left(A_{2}\right)\right]+\ldots+\left[1-P\left(A_{n}\right)\right]-(n-1) \\
& =1-P\left(A_{1}\right)-P\left(A_{2}\right)-\ldots-P\left(A_{n}\right) \\
\Rightarrow \quad P\left(A_{1}\right)+P\left(A_{2}\right)+\ldots+P\left(A_{n}\right) & \left.\geq 1-P\left(\bar{A}_{1}\right) \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right) . \\
& =1-P\left(\bar{A}_{1} \cup A_{2} \cup \ldots \cup \bar{A}_{n}\right) \\
& =P\left(A_{1} \cup A_{2} \cup \ldots \cup A_{n}\right) \\
\Rightarrow \quad P\left(A_{1} \cup A_{2} \cup \ldots \cup A_{n}\right) & \leq P\left(A_{1}\right)+P\left(A_{2}\right)+\ldots+P\left(A_{n}\right)
\end{aligned}
$$

as desired.
Aliter for (b) i.e., (4.7a). We have

$$
P\left(A_{1} \cup A_{2}\right)^{\prime}=P\left(A_{1}\right)+P\left(A_{2}\right)-P\left(A_{1} \cap A_{2}\right)
$$

$$
\begin{equation*}
\leq P\left(A_{1}\right)+P\left(A_{2}\right) \quad\left[\because P\left(A_{1} \cap A_{2}\right) \geq 0\right] \tag{***}
\end{equation*}
$$

Hence (4.7a) is true for $n=2$.
Let us now suppose that (4.7a) is true for $n=r$, (say), so that

$$
\begin{equation*}
P\left(\bigcup_{i=1}^{r} A_{i}\right) \leq \sum_{i=1}^{r} P\left(A_{i}\right) \tag{****}
\end{equation*}
$$

Now

$$
\begin{aligned}
P(\underbrace{r+1}_{i=1} A_{i}) & =P\left(\bigcup_{i=1}^{r} A_{i} \cup A_{r+1}\right) \\
& \leq P(\underbrace{r}_{i=1} A_{i})+P\left(A_{r+1}\right) \quad \quad \text { [Using (***)] } \\
& \leq \sum_{i=1}^{r} P\left(A_{i}\right)+P\left(A_{r+1}\right) \quad \text { [Using (****)] } \\
\Rightarrow P\left(\bigcup_{i=1}^{r+1} A_{i}\right) & \leq \sum_{i=1}^{r+1} P\left(A_{i}\right)
\end{aligned}
$$

Hence if (4.7a) is true for $n=r$, then it is also true for $n=r+1$. But we have proved in (***) that ( $4.7 a$ ) is true for $n=2$. Hence by mathematical induction we conclude that (4.7a) is true for all positive integral values of $n$.

Theorem 4.8. For $n$ events $A_{1}, A_{2}, \ldots, A_{n}$,

$$
P\left[\bigcup_{i=1}^{n} A_{i}\right] \geq \sum_{i=1}^{n} P\left(A_{i}\right)-\sum_{1 \leq i<j \leq n}^{\dot{n}} P\left(A_{i} \cap A_{j}\right)
$$

[Delhi Univ. B.Sc. (Stat Hons.), 1986]
Proof. We shall prove this theorem by the method of induction.
We know that

$$
\begin{aligned}
P\left(A_{1} \cup A_{2} \cup A_{3}\right)= & P\left(A_{1}\right)+P\left(A_{2}\right)+P\left(A_{3}\right) \\
& -\left[P\left(A_{1} \cap A_{2}\right)+P\left(A_{2} \cap A_{3}\right)+P\left(A_{3} \cap A_{1}\right)\right]+P\left(A_{1} \cap A_{2} \cap A_{3}\right)
\end{aligned}
$$

$$
\Rightarrow P\left(\cup_{i=1}^{3} A_{i}\right) \geq \sum_{i=1}^{3} P\left(A_{i}\right)-\sum_{1 \leq i \leq j \leq 3}^{\sum \sum} P\left(\dot{A}_{i} \cap A_{j}\right)
$$

Thus the result is true for $n=3$. Let us now suppose that the result is true for $n=r$ (say), so that

$$
\begin{equation*}
P(\underbrace{r}_{i=1} A_{i}) \geq \sum_{i=1} P\left(A_{i}\right)-\sum_{1 \leq i<j \leq r} P\left(A_{i} \cap A_{j}\right) \tag{*}
\end{equation*}
$$

Now

$$
\begin{aligned}
P\left(\bigcup_{i=1}^{r+1} A_{i}\right) & =P\left(\bigcup_{i=1}^{r} A_{i} \cup A_{r+1}\right) \\
& =P\left(\bigcup_{i=1}^{r} A_{i}\right)+P\left(A_{r+1}\right)-P\left[\left(\bigcup_{i=1}^{r} \dot{A}_{i}\right) \cap A_{r+1}\right]
\end{aligned}
$$

$$
\begin{align*}
& =P\left(\cup_{i=1}^{\cup} A_{i}\right)+P\left(A_{r+1}\right)-P[\underbrace{\cup}_{i=1}\left(A_{i} \cap A_{r+1}\right)] \\
& \geq-\left[\sum_{i=1}^{r} P\left(A_{i}\right)-\underset{1 \leq i<j<r}{\sum \sum} P\left(A_{i} \cap A_{j}\right)\right] \\
& +P\left(A_{r+1}\right)-P[\underbrace{r}_{i=1}\left(A_{i} \cap \dot{A}_{r+1}\right)] \tag{}
\end{align*}
$$

[From (*)]
From Boole's inequality. (c.f. Theorem 4.7 page 4.33 ), we get

$$
\begin{aligned}
& P\left[\cup_{i=1}^{r}\left(A_{i} \cap A_{r+1}\right)\right] \leq \\
\sum & \sum_{i=1}^{r} P\left(A_{i} \cap A_{r+1}\right) \\
\Rightarrow & -P\left[\bigcup_{i=1}^{r}\left(A_{i} \cap A_{r+1}\right)\right] \geq-\sum_{i=1}^{r} P\left(A_{i} \cap A_{r+1}\right)
\end{aligned}
$$

$\therefore$ From (**), we get

$$
\begin{aligned}
\quad P\left(\cup_{i=1}^{r+1} A_{i}\right) \geq & \sum_{i=1}^{r+1} P\left(A_{i}\right)-\underset{1 \leq i<j \leq r}{\sum \sum} P\left(A_{i} \cap A_{j}\right)-\sum_{i=1}^{r} P\left(A_{i} \cap A_{r+1}\right) \\
\Rightarrow \quad & \quad P\left(\bigcup_{i=1}^{r+1} A_{i}\right) \geq \sum_{i=1}^{r+1} P\left(A_{i}\right)-\underset{1 \leq i<j \leq r+1}{\sum \sum} P\left(A_{i} \cap A_{j}\right)
\end{aligned}
$$

Hence, if the theorem is true for $n=r_{1}$ it is also true for $n=r+1$. But we have seen that the result is true for $n=3$. Hence. by mathematical induction, the result is true for all positive integral values of $n$.

### 4.7. Multiplication Law of Probability and Conditional Probability

Theorem 4.8. For two events $A$ and $B$

$$
\left.\begin{array}{rl}
P(A \cap B) & =P(A) \cdot P(B \mid A), P(A)>0  \tag{4•8}\\
& =P(B) \cdot P(A \mid B), P(B)>0
\end{array}\right\}
$$

where $P(B \mid A)$ represents the conditional probability of.occurrence of $B$ when the event $A$ has already happened and $P(A \mid B)$ is the conditional probability of happening of $A$, given that $B$ has already happened.

Proof.

$$
\begin{equation*}
P(\hat{A})=\frac{n(A)}{n(S)} ; P(B)=\frac{n(B)}{n(S)} \text { and } P(A \cap B)=\frac{n(A \cap B)}{n(S)} \tag{*}
\end{equation*}
$$

For the conditional event $A \mid B$, the favourable outcomes must be one of the sample points of $B$, i.e., for the event $A \mid B$, the sample space is $B$ and out of the $n(B)$ sample points, $n(A \cap B)$ pertain to the occurrence of the event $A$. Hence .

$$
P(A \mid B)=\frac{n(A \cap B)}{n(B)}
$$

Rewriting.(*), we get

$$
P(A \cap B)=\frac{n(B)}{n(S)} \quad \frac{n(A \cap B)}{n(B)}=P(B) \cdot P(A \mid B)
$$

Similarly we can prove :

$$
P(A \cap B)=\frac{n(A)}{n(S)} \cdot \frac{n(A \cap B)}{n(A)}=P(A) \cdot P(B \mid A)
$$

Remarks. 1. $P(B \mid A)=\frac{P(A \cap B)}{P(A)}$ and $P(A \mid B):=\frac{P(A \cap B)}{P(B)}$
Thus the conditional probabilities $P(B \mid A)$ and $P(A \mid B)$ are defined if and only if $P(A) \neq 0$ and $P(B) \neq 0$, respectively.
2. (i) For $P(B)>0, P(A \mid B) \leq P(A)$
(ii) The conditional probability $P(A \mid B)$ is not defined if $P(B)=0$.
(iii) $P(B \mid B)=1$.
3. Multiplication Law of Probability for Independent Events. If $A$ and $B$ are independent then

$$
P(A \mid B)=P(A) \text { and } P(B \mid A)=P(B)
$$

Hence (4.8) gives:

$$
\begin{equation*}
P(A \cap B)=P(A) P(B) \tag{4•8a}
\end{equation*}
$$

provided $A$ and $B$ are independent.
4.7.1. Extension of Multiplication, Law of Probability. For $n$ events $A_{1}, A_{2}, \ldots, A_{n}$, we have

$$
\begin{aligned}
P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)= & P\left(A_{1}\right) P\left(A_{2} \mid A_{1}\right) P\left(A_{3} \mid A_{1} \cap A_{2}\right) \ldots \\
& \times P\left(A_{n} \mid A_{1} \cap A_{2} \cap \ldots \cap A_{n-1}\right) \quad \ldots(4-8 b)
\end{aligned}
$$

where $P\left(A_{i} \mid A_{j} \cap A_{k} \cap \ldots \cap A_{i}\right)$ represents the conditional probability of the eveni $A_{i}$ givèn that ithe events $A_{j}, \dot{A}_{k}, \ldots, A_{l}$ have alreadyy happened.

Proof. We häve for three events $A_{1}, A_{2}$, and $A_{3}$

$$
\begin{aligned}
P\left(A_{1} \cap A_{2} \cap A_{3}\right) & =P\left[A_{1} \cap\left(A_{2} \cap A_{3}\right)\right] \\
& =P\left(A_{1}\right) P\left(A_{2} \cap A_{3} \mid A_{1}\right) \\
& =P\left(A_{1}\right) P\left(A_{2} \mid A_{1}\right) P\left(A_{3} \mid A_{1} \cap A_{2}\right)
\end{aligned}
$$

Thus we find that $(4.8 b)$ is trie for $n=2$ and $n=3$. Let us suppose that $(4.8 b)$ is true for $n=k$, so that

$$
\begin{aligned}
& P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{k}\right)=P\left(A_{1}\right) P\left(A_{2} \mid A_{1}\right) P\left(A_{3} \mid A_{1} \cap A_{2}\right) \\
& \ldots P\left(A_{k} \mid \cdot A_{1} \cap A_{2} \cap \ldots \cap A_{k-1}\right)
\end{aligned}
$$

Now

$$
P\left[\left(A_{1} \cap A_{2} \cap \ldots \cap A_{k}\right) \cap A_{k+1}\right]=P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{k}\right)
$$

$$
\times P\left(A_{k+1} \mid A_{1} \cap A_{2} \cap \ldots \cap A_{k}\right)
$$

$$
=\dot{P}\left(A_{1}\right) P\left(A_{2} \mid A_{1}\right) \ldots P\left(A_{k} \mid A_{1} \cap A_{2} \cap \ldots \cap A_{k-1}\right)
$$

$$
\times P\left(A_{k+1} \mid A_{1} \cap A_{2} \cap \ldots \cap A_{k}\right)
$$

Thus ( $4 \cdot 8 b$ ) is true for $n=k+1$ also. Since ( $4: 8 b$ ) is true for $n=2$ and $n=3 ;$;by the principle of mathematical induction, it follows that $(4.8 b)$ is true for all positive integral values of $n$.

Remark. If $A_{1}, A_{2}, \ldots, A_{n}$ are independent events then

$$
\begin{aligned}
P\left(A_{2} \mid A_{1}\right)= & P\left(A_{2}\right), P\left(A_{3} \mid A_{1} \cap A_{2}\right)=P\left(A_{3}\right) \\
& \ldots P\left(A_{n} \mid \ddot{A}_{1} \cap A_{2} \cap \ldots \cap A_{n-1}\right)=P\left(A_{n}\right)
\end{aligned}
$$

Hence $(4.8 b)$ gives :

$$
P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)=P\left(A_{1}\right) P\left(A_{2}\right) \ldots \cap P\left(A_{n}\right),
$$

provided $A_{1}, A_{2}, \ldots, A_{n}$ are independent.
Remark. Mutually Exclusive (Disjoint) Events and Independent Events. Let $A$ and $B$ be mutually exclusive (disjoint) events with positive probábilities ( $P(A)>0, P(B)>0$ ), i.e., both $A$ and $B$ are possible events such that

$$
\begin{equation*}
A \cap B=\phi \Rightarrow P(A \cap B)=P(\phi)=0 \tag{i}
\end{equation*}
$$

Further, by compound probability theorem we have

$$
\begin{equation*}
P(A \cap B)=P(A) \cdot P(B \mid A)=P(B) P(A \mid B) \tag{ii}
\end{equation*}
$$

Since $P(A) \neq 0 ; \quad P(B) \neq 0$, from (i) and (ii) we get

$$
\begin{equation*}
P(A \mid B)=0 \neq P(A), \quad P(B \mid A)=0 \neq P(B) \tag{iii}
\end{equation*}
$$

$\Rightarrow \quad A$ and $B$ arc dependent events.
Hence two possible mutually disjoint events are always dependent (not independent) events.

However, if $A$ and $B$ are independent events with $P(A)>0$ and $P(B)>0$, then

$$
P(A \cap B)=P(A) P(B) \neq 0
$$

$\Rightarrow \quad A$ and $B$ cannot be mutually exclusive.
Hence two independent events (both of which are possible events), cannot be mutually disjoint.
4.7.2. Given $n$ independent events $A_{i},(i=1,2, \ldots, n)$ with respective probabilities of occurrence $p_{i}$, to find the probability of occurrence of at least ont of them.

We have

$$
\begin{aligned}
P\left(A_{i}\right)=p_{i} \Rightarrow P\left(\bar{A}_{i}\right) & =1-p_{i} ; i=1,2, \ldots, n \\
{\left[\because\left(\overline{A_{1} \cup A_{2} \cup \ldots \cup A_{n}}\right)\right.} & \left.=\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right) \text { (De-Morgan's Law) }\right]
\end{aligned}
$$

Hence the probability of happening of at least one of the events is given by

$$
\begin{align*}
& P\left(A_{1} \cup A_{2} \cup \ldots \cup A_{n}\right)=1-P\left(\overline{A_{1} \cup J A_{2} \cup: . . \cup A_{n}}\right)  \tag{*}\\
& =1-P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right) \\
& =1-P\left(\bar{A}_{1}\right) P\left(\bar{A}_{2}\right) \ldots P\left(\bar{A}_{n}\right)  \tag{**}\\
& \text { [c.f. Theorem } 4.14 \text { page } 4.41^{1} \\
& =1-\left[\left(1-p_{1}\right)\left(1-p_{2}\right) \ldots\left(1-p_{n}\right)\right] \\
& =\left[\sum_{i=1}^{n} p_{i}-\sum_{\substack{i, j=1 \\
i<j}}^{n}\left(p_{i} p_{j}\right)+\sum_{\substack{i, j, k=1 \\
i<j<k}}^{n}\left(p_{i} p_{j} p_{k}\right)\right. \\
& \left.\ldots .+(-1)^{n-1}\left(p_{1} p_{2} \ldots p_{n}\right)\right]
\end{align*}
$$

Remark. The results in (*) and (**) are very important and are used quite often in numerical problems. Result (*) stated in words gives:
$P$ [happening of at least one of the events $A_{1}, A_{2}, \ldots, A_{n}$ ]

$$
=1-P \text { (none of the events } A_{1}, A_{2}, \ldots, A_{n} \text { happe.is) }
$$

or equivalently,
$P$ (none of the given events happens)
$=1-P$ at least one of them happens $\}$.
Theorem 4.9. For any three events $A, B$ and $C$

$$
P(A \cup B \mid C)=P(A \mid C)+P(B \mid C)-P(A \cap B \mid C)
$$

Proof. We have

$$
\begin{aligned}
P(A \cup B) & =P(A)+P(B)-P(A \cap B) \\
\Rightarrow P[(A \cap C) \cup(B \cap C)] & =P(A \cap C)+P(B \cap C)-P(A \cap B \cap C)
\end{aligned}
$$

Dividing both sides by $P(C)$, we get

$$
\begin{aligned}
\frac{P[(A \cap C) \cup(B \cap C)]}{P(C)} & =\frac{P(A \cap C)+P(B \cap C)-P(A \cap B \cap C)}{P(C)}, P(C)>0 \\
& =\frac{P(A \cap C)}{P(C)}+\frac{P(B \cap C)}{P(C)}-\frac{P(A \cap B \cap C)}{P(C)} \\
\Rightarrow \quad \frac{P[(A \cup B) \cap C]}{P(C)} & =P(A \mid C)+P(B \mid C)-P(A \cap B \mid C) \\
\Rightarrow \quad P[(A \cup B) \mid C] & =P(A \mid C)+P(B \mid C)-P(A \cap B \mid C)
\end{aligned}
$$

Theorem 4.10. For any three events $A, B$ and $C$

$$
P(A \cap \bar{B} \mid C)+P(A \cap B \mid C)=P(A \mid C)
$$

Proof.

$$
\begin{aligned}
P(A \cap \bar{B} \mid & C)+P(A \cap B \mid C) \\
& =\frac{P(A \cap \bar{B} \cap C)}{P(C)}+\frac{P(A \cap B \cap C)}{P(C)} \\
& =\frac{P(A \cap \bar{B} \cap C)+P(A \cap B \cap C)}{P(C)} \\
& =\frac{P(A \cap C)}{P(C)}=P(A \mid C)
\end{aligned}
$$

Theorem 4.11. For a fixed $B$ with $P(B)>0, P(A \mid B)$ is a probability function.
[Delhi Univ. B.Sc. (Stat. Hons.), 1991; (Maths Hons.), 1992]
Proof.
(i) $P(A \mid B)=\frac{P(A \cap B)}{P(B)} \geq 0$
(ii) $P(S \mid B)=\frac{P(S \cap B)}{P(B)}=\frac{P(B)}{P(B)}=1$
(iii) If $\left\{A_{n}\right\}$ is any finite or infinite sequences of disjoint events, then

$$
\begin{aligned}
P\left[\cup_{n} A_{n} \mid B\right]= & \frac{P\left[\left(\cup_{n} A_{n}\right) \cap B\right]}{P(B)}=\frac{P\left[\left(\cup_{n} A_{n}, B\right)\right]}{P(B)} \\
& =\frac{\sum_{n} P\left(A_{n} B\right)}{P(B)}=\sum_{n}\left[\frac{P\left(A_{n} B\right)}{P(B)}\right]=\sum_{n} P\left(A_{n} \mid B\right)
\end{aligned}
$$

Remark. For given $B$ satisfying $P(B)>0$, the conditional probability $P[\cdot \mid B]$ also enjoy's the same properties as the unconditional probability.

For example, in the usual notations, we have:
(i) $P[\phi \mid B]=0$
(ii) $P[\bar{A} \mid B]=1-P[A \mid B]$
(iii) $P\left[{ }_{i=1}^{n} A_{i} \mid B\right]=\sum_{i=1}^{n} P\left[A_{i} \mid B\right]$,
where $A_{1}, A_{2}, \ldots, A_{n}$ are mutually disjoint events.
(iv) $P\left(A_{1} \cup A_{2} \mid B\right)=P\left(A_{1} \mid B\right)+P\left(A_{2} \mid B\right)-P\left(A_{1} A_{2} \mid B\right)$
(v) If $E \subset F$, then $P(E \mid B) \leq P(F \mid B)$
and so on.
The proofs of results (iv) and (v) are given in theorems 4.9 and $4 \cdot 13$ respectively. Others are left as exercises to the reader.

Theorem 4-12. For anv three events, $A, B$ and $C$ defined on the sample space $S$ such that $B \subset C$ and $P(A)>0$.

$$
P(B \mid A) \leq P(C \mid A)
$$

Proof.

$$
P\left(C^{\prime} \mid A\right)=\frac{P(C \cap A)}{P(A)}
$$

(By definition)
$=\frac{P[B \cap C \cap A) \cup(\bar{B} \cap C \cap A)}{P(A)}$
$=\frac{P[B \cap C \cap A)}{P(A)}+\frac{P(\bar{B} \cap C \cap A)}{P(A)}$ (Using axiom 3)
$=P[(B \cap C \mid A)+(\bar{B} \cap C \cap A)]$
Now $\quad B \subset C \Rightarrow B \cap C=B$

$$
\begin{array}{ll}
\therefore & P(C \mid A)=P(B \mid A)+P(\bar{B} \cap C \mid A) \\
\Rightarrow & P(C \mid A) \geq P(B \mid A)
\end{array}
$$

4.7.3. Independent Events. An event $B$ is said to be independent (or statistically independent) of event $A$, if the conditional probability of $B$ given $A$ i.e., $P(B \mid A)$ is equal to the unconditional probability of $B$, i.e., if

$$
P(B \mid, A)=P(B)
$$

Since

$$
P(A \cap B)=P(B \mid A) P(A)=P(A \mid B) P(B)
$$

and since $P(B \mid A)=P(B)$ when $B$ is independent of $A$, we must have $P(A \mid B)=P(A)$ or it follows that $A$ is also independent of $B$. Hence the events $A$ and $B$ are independent if and only if

$$
P(A \cap B)=P(A) P(B)
$$

## 4•7•4. Pairwise Independent Events

Definition. A set of events $A_{1}, A_{2}, \ldots, A_{n}$ are said to be pair-wise independent

$$
\begin{equation*}
\mathrm{P}\left(A_{i} \cap A_{j}\right)=P\left(A_{i}\right) P\left(A_{j}\right) \forall i \neq j \tag{4•10}
\end{equation*}
$$

4.7.5. Conditions for Mutual Independence of $\mathbf{n}$ Events. Let $S$ denote the sample. space for a number of events. The events in $S$ are said to be mutually indepdendent if the probability of the simultaneous occurrence of (any) finite number of them is equal to the product of their separate probabilities:

If $A_{1}, A_{2}, \ldots, A_{n}$ are $n$ events, then for their mutual independence, we should have

$$
\begin{gather*}
P\left(A_{i} \cap A_{j}\right)=P\left(A_{i}\right) P\left(A_{j}\right),(i \neq j ; i, j=1,2, \ldots, n)  \tag{i}\\
P\left(A_{i} \cap A_{j} \cap A_{k}\right)=P\left(A_{i}\right) P\left(A_{j}\right) P\left(A_{k}\right),(i \neq j \neq k ; i ; j ; k=1,2, \ldots, n)
\end{gather*}
$$

$$
P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)=P\left(A_{1}\right) P\left(A_{2}^{\prime}\right) \ldots P\left(A_{n}\right)
$$

It is interesting to note that the above equations give respectively ${ }^{n} C_{2},{ }^{n} C_{3}, \ldots,{ }^{n} C_{n}$ conditions to be satisfied by $A_{1}, A_{2}, \ldots, A_{n}$.

Hence the total number of conditions for the mutual independence of $A_{1}, A_{2}, \ldots, A_{n}$ is ${ }^{n} C_{2}+{ }^{n} C_{3}+\ldots+{ }^{n} C_{n}$.

Since " ${ }^{n} C_{0}+{ }^{n} C_{1}+{ }^{n} C_{2}+\ldots+{ }^{n} C_{n}=2^{n}$, we get the required number of conditions as ( $2^{n}-1-n$ ).

In particular for three events $A_{1}, A_{2}$ and $A_{3},(n=3)$, we have the following $2^{3}-1-3=4$, conditions for their mutual independence.

$$
\begin{align*}
P\left(A_{1} \cap A_{2}\right) & =P\left(A_{1}\right) P\left(A_{2}\right) \\
P\left(A_{2} \cap A_{3}\right) & =P\left(A_{2}\right) P\left(A_{3}\right) \\
P\left(A_{1} \cap A_{3}\right) & =P\left(A_{1}\right) P\left(A_{3}\right) \\
P\left(A_{1} \cap A_{2} \cap A_{3}\right) & =P\left(A_{1}\right) P\left(A_{2}\right) P\left(A_{3}\right) \tag{4-11}
\end{align*}
$$

Remarks. 1. It may be observed that pairwise or mutual independence of events $A_{1}, A_{2}, \ldots, A_{n}$, is defined only when $P\left(A_{i}\right) \neq 0$, for $i=1,2, \ldots, n$.
2. If the events $A$ and $B$ are' such that $P\left(A_{i}\right) \neq 0, P(B) \neq 0$ and $A$ is independent of $B$, then $B$ is independent of $A$.

Proof. We are given that

$$
\begin{array}{rlrl} 
& P(A \mid B)=P(A) \\
\Rightarrow & & \frac{P(A \cap B)}{P(B)}=P(A) & \\
\Rightarrow & P(A \cap B)=P(A) P(B) \\
\Rightarrow & & \frac{P(B \cap A)}{P(A)}=P(B) \\
\Rightarrow & & P(B \mid A)=P(B), & {[\because P(A) \neq 0 \text { and } A \cap B=B \cap A]}
\end{array}
$$

which by definition of independent events, means that $B$ is independent of $A$.
3. It may be noted that pairwise independence of events does not imply their mutual independence. For illustrations, see Examples 4.50 and 4.51.

Theorem 4.13. If $A$ and $B$ are independent events then $A$ and $\bar{B}$ are also independent events.

Proof. By theorem 4.4, we have

$$
\begin{aligned}
P(A \cap \bar{B}) & =P(A)-P(A \cap B) \\
& =P(A)-P(A) P(B)[\because A \text { and } B \text { are independent }] \\
& =P(A)[1-P(B)] \\
& =P(A) P(\bar{B})
\end{aligned}
$$

$\Rightarrow A$ and $\bar{B}$ are independent events .
Aliter. $P(A \cap B)=P(A) P(B)=P(A) P(B \mid A)=P(B) P(A \mid B)$
i.e., $\quad P(B \mid A)=P(B) \Rightarrow B$ is independent of $A$.
also $\quad P(A \mid B)=P(A) \Rightarrow A$ is independent of $B$.
Also $\quad P(B \mid A)+P(\bar{B} \mid A)=1 \Rightarrow P(B)+P(\bar{B} \mid A)=1$
or $\quad P(\bar{B} \mid A)=1-P(B)=P(\bar{B})$
$\therefore \quad \bar{B}$ is independent of $A$ and by symmetry we say that $A$ is independent of $\bar{B}$. Thus $A$ and $\bar{B}$ are independent events.

Remark. Similarly, we can prove that if $A$ and $B$ are independent events then $\bar{A}$ and $B$ are also independent events.

Theorem 4.14. If $A$ and $B$ are independent events then $\bar{A}$ and $\bar{B}$ are also independent events.

Proof. We are given $P(A \cap B)=P(A) P(B)$
Now

$$
\begin{aligned}
P(\bar{A} \cap \bar{B}) & \doteq P(\overline{A \cup B})=1-P(A \cup B) \\
& =1-[P(A)+P(B)-P(A \cap B)] \\
& =1-[P(A)+P(B)-P(A) P(B)] \\
& =1-P(A)-P(B)+P(A) P(B) \\
& =[1-P(B)]-P(A)[1-P(B)] \\
& =[1-P(A)][1-P(B)]=P(\bar{A}) P(\bar{B})
\end{aligned}
$$

$\therefore \bar{A}$ and $\bar{B}$ are independent events.
Aliter. We know

$$
\begin{array}{rlrl} 
& & P(\bar{A} \mid \bar{B})+P(A \mid \bar{B}) & =1 \\
\Rightarrow & P(\bar{A} \mid \bar{B})+P(A) & =1  \tag{c.f.Theorem4.13}\\
\Rightarrow & & P(\bar{A} \mid \bar{B}) & =1-P(A)=P(\bar{A})
\end{array}
$$

$\therefore \bar{A}$ and $\bar{B}$ are independent events.
Theorem 4.15. If $A, B, C$ are mutually independent events then $A \cup B$ and $C$ are also independent.

Proof. We are required to prove:

$$
\begin{aligned}
& P[(A \cup B) \cap C]=P(A \cup B) P(C) \\
& \text { L.H.S. }=P[(A \cap C) \cup(B \cap C)] \\
&=P(A \cap C)+P(B \cap C)-P(A \cap B \cap C) \\
&=P(A) P(C)+P(B) P(C)-P(A) P(B) P(C) \\
& \quad[\because A, B \text { and } C \text { are mutually independent ] } \\
&=P(C)[P(A)+P(B)-P(A \cap B)]
\end{aligned}
$$

$$
=P(C) P(A \cup B)=\text { R.H.S. }
$$

Hence ( $A \cup B$ ) and $C$ are independent.
Theorem 4.16. If $A, B$ and $C$ are random events in a sample space and if $A$, $B$ and $C$ are pairwise independent and $A$ is independent of $(B \cup C)$, then $A, B$ and $C$ are mutually indepéndent.

Proof. We are given

$$
\begin{gather*}
P(A \cap B)=P(A) P(B)  \tag{*}\\
P(B \cap C)=P(B) P(C) \\
P(A \cap C)=P(A) P(C) \\
P[A \cap(B \cup C)]=P(A) P(B \cup C) \\
P[A \cap(B \cup C)]=P[(A \cap B) \cup(A \cap C)] \\
=P(A \cap B)+P(A \cap C)-P[A \cap B) \cap(A \cap C)] \\
=P(A) . P(B)+P(A) . P(C)-P(A \cap B \cap C) \ldots(* *)
\end{gather*}
$$

Nc.
and $P(A) P(B \cup C)=P(A)[P(B)+P(C)-P(B \cap C)]$

$$
=P(A) \cdot P(B)+P(A) P(C)-P(A) P(B \cap C)
$$

From (**) and (***), on using (*), we get

$$
P(A \cap B \cap C)=P(A) P(B \cap C)=P(A) P(B) P(C)
$$

Hence $A, B, C$ are mutually independent.
Theorem 4.17. For any two events $A$ and $B$,

$$
P(A \cap B) \leq P(A) \leq P(A \cup B) \leq P(A)+P(B)
$$

[Patna Univ. B.A.(Stat. Hons.), 1992; Delhi Univ. B.Sc.(Stat. Hons.), 1989] Proof. We have

$$
A=(A \cap \bar{B}) \cup(A \cap B)
$$

Using axiom 3, we have

$$
P(A)=P[(A \cap \bar{B}) \cup(A \cap B)]=P(A \cap \bar{B})+P(A \cap B)
$$

Now $\quad P[(A \cap \bar{B}) \geq 0$
(From axiom 1)
$\therefore \quad P(A) \geq P(A \cap B)$
Similarly
$P(B) \geq P(A \cap B)$
$\Rightarrow \quad P(B) \cdots P(A \cap B) \geq 0$
Now $\quad P(A \cup B)=P(A)+[P(B)-P(A \cap B)]$
$\therefore \quad P(A \cup B) \geq P(A) \quad \Rightarrow \quad P(A) \leq P(A \cup B)$
Also $\quad P(A \cup B) \leq P(A)+P(B)$
Hence from (*), (**) and (***), we get

$$
P(A \cap B) \leq P(A) \leq P(A \cup B) \leq P(A)+P(B)
$$

Aliter. Sincé $A \cap B \subset A$, by Théorem 4.6 (ii) page 4.30, we get

$$
P(A \cap B) \leq P(A)
$$

Also $A \subset(A \cup B) \Rightarrow P(A) \leq P(A \cup B)$
$P(A \cup B)=P(A)+P(B)-P(A \cap B)$

$$
\leq P(A)+P(B)
$$

$$
[\because P(A \cap B) \geq 0]
$$

Combining the above results, we get

$$
P(A \cap B) \leq P(A) \leq P(A \cup B) \leq P(A)+P(B)
$$

Example 4-12. Two dice, one green and the other red, are thrown. Lei $A$ be the event that the sum of the points on the faces shown is odd, and $B$ be the event of at least one ace (number ' 1 ').
(a) Describe the (i) complete sample space, (ii) events $A, B, \bar{B}, A \cap B$, $A \cup B$, and $A \cap \bar{B}$ and find their probabilities assuming that all the 36 sample points have equal probabilities.
(b) Find the probabilities of the events :
(i) $(\bar{A} \cup \bar{B})(i i)(\bar{A} \cap \bar{B})(i i i)(A \cap \bar{B})(i v)(\bar{A} \cap B)(v)(\overline{A \cap B}) \quad$ (vi) $(\bar{A} \cup B)$ (vii) $(\overline{A \cup B})(v i i i) \bar{A} \cap(A \cup B)(i x) A \cup(\bar{A} \cap B)(x)(A \mid B)$ and $(B \mid A)$, and (xi) $(\bar{A} \mid \bar{B})$ and $(\bar{B} \mid \bar{A}) \ldots$

Solution., (a) The sample space consists of the 36 elementary events.
$(1,1) ;(1,2) ;(1,3) ;(1,4) ;(1,5) ;(1,6)$
$(2,1) ;(2,2) ;(2,3) ;(2,4) ;(2,5) ;(2,6)$
$(3,1) ;(3,2) ;(3,3) ;(3,4) ;(3,5) ;(3,6)$
$(4,1) ;(4,2) ;(4,3) ;(4,4) ;(4,5) ;(4,6)$
$(5,1) ;(5,2) ;(5,3) ;(5,4) ;(5,5) ;(5,6)$
$(6,1) ;(6,2) ;(6,3) ;(6,4) ;(6,5) ;(6,6)$
where, for example, the ordered pair $(4,5)$ refers to the elementary event that the green die shows 4 and and the red die shows 5.
$A=$ The event that the sum of the numbers shown by the two dice is odd.

$$
\begin{aligned}
= & \{(1,2) ;(2,1) ;(1,4) ;(2,3) ;(3,2) ;(4,1) ;(1,6) ;(2,5) \\
& (3,4) ;(4,3) ;(5,2) ;(6,1) ;(3,6) ;(4,5) ;(5,4) ;(6,3) \\
& (5,6) ;(6,5)\} \text { and therefore }
\end{aligned}
$$

$$
P(A)=\frac{n(A)}{n(S)}=\frac{18}{36}
$$

$B=$ The event that at least one face is 1 ,

$$
\begin{aligned}
& =\{(1,1) ;(1,2) ;(1,3) ;(1,4) ;(1,5) ;(1,6) \\
& \quad(2,1) ;(3,1) ;(4,1) ;(5,1) ;(6,1)\} \text { and therefore } \\
& P(B)=\frac{n(B)}{n(S)}=\frac{11}{36}
\end{aligned}
$$

$\bar{B}=$ The event that each of the face obtained is not an ace.

$$
\begin{aligned}
= & ((2,2) ;(2,3) ;(2,4) ;(2,5) ;(2,6) ;(3,2) ;(3,3) ; \\
& (3,4) ;(3,5) ;(3,6) ;(4,2) ;(4,3) ;(4,4) ;(4,5) ; \\
& (4,6) ;(5,2) ;(5,3) ;(5,4) ;(5,5) ;(5,6) ;(6,2) ; \\
& (6,3) ;(6,4) ;(6,5) ;(6,6)] \text { and therefore } \\
& P(\bar{B})=\frac{n(\bar{B})}{n(S)}=\frac{25}{36}
\end{aligned}
$$

$A \cap B=$ The event that sum is odd and at least one face is an ace.

$$
\begin{aligned}
& =\{(1,2) ;(2,1) ;(1,4) ;(4,1) ;(1,6) ;(\cdot 6,1)\} \\
& \therefore P(A \cap B)=\frac{n(A \cap B)}{n(S)}=\frac{6}{36}=\frac{1}{6}
\end{aligned}
$$

$$
\begin{aligned}
A \cup B= & \{(1,2) ;(2 ; 1) ;(1,4) ;(2,3) ;(3,2) ;(4,1) ;(1,6) ;(2,5) \\
& (3,4) ;(4,3) ;(5,2) ;(6,1) ;(3 ; 6) ;(4,5) ;(5,4) ;(6,3) \\
& (5,6) ;(6,5) ;(1,1) ;(1,3) ;(1,5) ;(3,1) ;(5,1)\} \\
\therefore \quad & P(A \cup B)=\frac{n(A \cup B)}{n(S)}=\frac{23}{36} \\
A \cap \bar{B}= & ((2,3) ;(3,2) ;(2,5) ;(3,4) ;(3,6) ;(4,3) ;(4,5) ;(5,2) \\
& (5,4) ;(5,6) ;(6,3) ;(6,5)\} \\
& P(A \cap B)=\frac{n(A \cap B)}{n(S)}=\frac{12}{36}=\frac{1}{3}
\end{aligned}
$$

(b) $(i)$

$$
P(\bar{A} \cup \bar{B})=P(\overline{A \cap B})=1-P(A \cap B)=1-\frac{1}{6}=\frac{5}{6}
$$

$$
\begin{equation*}
P(\bar{A} \cap \bar{B})=P(\overline{A \cup B})=1-\dot{P}(A \cup B)=1-\frac{23}{36}=\frac{13}{36} \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
P(A \cap \bar{B})=P(A)-P(A \cap B)=\frac{18}{36}-\frac{6}{36}=\frac{12}{36}=\frac{1}{3} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
P(\bar{A} \cap B)=P(B)-P(A \cap B)=\frac{11}{36}-\frac{6}{36}=\frac{5}{36} \tag{iv}
\end{equation*}
$$

$$
\begin{equation*}
P(\overline{A \cap B})=1-P(A \cap B)=1-\frac{1}{6}=\frac{5}{6} \tag{v}
\end{equation*}
$$

$$
\begin{align*}
P(\bar{A} \cup B) & =P(\bar{A})+P(B)-P(\bar{A} \cap B)  \tag{vi}\\
& =\left(1-\frac{18}{36}\right)+\frac{11}{36}-\frac{5}{36}=\frac{2}{3}
\end{align*}
$$

$$
\begin{equation*}
P(\overline{A \cup B})=1-P(A \cup B)=1-\frac{23}{36}=\frac{13}{36} \tag{vii}
\end{equation*}
$$

(viii) $P \cdot[\bar{A} \cap(A \cup B)]=P \cdot[(A \cap \bar{A}) \cup(\bar{A} \cap B)]$

$$
\begin{equation*}
=P(\bar{A} \cap B)=\frac{5}{36} \tag{A}
\end{equation*}
$$

(ix) $P[A \cup(\bar{A} \cap B)]=P(A)+P(A \cap B)-P(A \cap \bar{A} \cap B)$

$$
=P(A)+P(A \cap B)=\frac{18}{36}+\frac{5}{36}=\frac{23}{36}
$$

(x)

$$
P(A \mid B)=\frac{P(A \cap B)}{P(B)}=\frac{636}{11 / 36}=\frac{6}{11}
$$

$$
P(B \mid A)=\frac{P(A \cap B)}{P(A)}=\frac{6 / 36}{18 / 36}=\frac{6}{18}=\frac{1}{3}
$$

(xi)

$$
P(\bar{A} \mid \bar{B})=\frac{P(\bar{A} \cap \bar{B})}{P(\bar{B})}=\frac{13 / 36}{25 / 36}=\frac{13}{25}
$$

$$
P(\bar{B} \mid \bar{A})=\frac{P(\bar{A} \cap \bar{B})}{P(\bar{A})}=\frac{13 / 36}{18 / 36}=\frac{13}{18}
$$

Example 4.13. If two dice are thrown, what is the probability that the sum is (a) greater than 8, and (b) neither 7 nor 11?

Solution. (a) If $S$ denotes the sum on the two dice, then we want $P(S>8)$.
The required event can happen in the following mutually exicluisive ways:
(i) $S=9$
(ii) $S=10$
(iii) $S=11$
(iv) $S=12$.

Hence by addition theorem of probability

$$
P(S>8)=P(S=9)+P(S=10)+P(S=11)+P(S=12)
$$

In a throw of two dice, the sample space contains $6^{2}=36$ points.
The number of favourable cases can be enumerated as follows:

$$
\begin{aligned}
& S=9:(3,6),(6,3),(4,5),(5,4), \text { i.e., } 4 \text { sample points. } \\
& \therefore \quad P(S=9)=\frac{4}{36} \\
& S=10:(4,6),(6,4),(5,5), \text { i.e., } 3 \text { sample points. } \\
& \therefore \quad P(S=10)=\frac{3}{36} \\
& S=11:(5,6),(6,5), \text { i.e., } 2 \text { sample points. } \\
& \therefore \quad P(S=11)=\frac{2}{36} \\
& S=12: \quad(6,6), \text { i.e., } 1 \text { sample point. } \\
& \therefore \quad P(S=12)=\frac{1}{36} \\
& \therefore \quad P(S>8)=\frac{4}{36}+\frac{3}{36}+\frac{2}{36}+\frac{1}{36}=\frac{10}{36}=\frac{5}{18}
\end{aligned}
$$

(b) Let $A$ denote the event of getting the sum of 7 and $B$ denote the event of getting the sum of 11 with a pair of dice.

$$
S=7:(1,6),(6,1),(2,5),(5,2),(3,4),(4,3), \text { i.e., } 6 \text { distinct sample }
$$ points.

$$
\begin{aligned}
& \quad P(A)=P(S=7)=\frac{6}{36}=\frac{1}{6} \\
& S=11:(5,6),(6,5), P(B)=P(S=11)=\frac{2}{36}=\frac{1}{18} \\
& \therefore \quad \text { Required probability }=P(\bar{A} \cap \bar{B})=1-P(A \cup B) \\
&=1-[P(A)+P(B)] \\
&(\because A \text { and } B \text { are disjoint events }) \\
&=1-\frac{1}{6}-\frac{1}{18}=\frac{7}{9}
\end{aligned}
$$

Example 4.14. An urn contains 4 tickets numbered 1, 2, 3, 4 and another contains 6 tickets numbered $2,4,6,7,8,9$. If one of the two urns is chosen at random and a ticket is drawn at random from the chosen urn, find the probabilities that the ticket drawn bears the number (i) 2 or 4 , (ii) 3, (iii) 1 or 9
[Calicut Univ. B.Sc, 1992]
Solution. (i) Required event can happen in the following mutually exclusive ways:
(I) First um is chosen and then a ticket is drawn.
(II) Second um is chosen and then a ticket is drawn.

Since the probability of choosing any um is $1 / 2$, the required probability ' $p$ ' is given by

$$
\begin{aligned}
p & =P(I)+P(I I) \\
& =\frac{1}{2} \times \frac{2}{4}+\frac{1}{2} \times \frac{2}{6}=\frac{5}{12}
\end{aligned}
$$

(ii) Requirèd probability $=\frac{1}{2} \times \frac{1}{4}+\frac{1}{2} \times 0=\frac{1}{8}$

$$
\text { ( } \because \text { in the } 2 \text { nd um there is no ticket with number } 3 \text { ) }
$$

(iii) Required probability $=\frac{1}{2} \times \frac{1}{4}+\frac{1}{2} \times \frac{1}{6}=\frac{5}{24}$

Example 4.15. A card is drawn from a well-shuffled pack of playing cards. What is the probability that it is either a spade or an ace?

Solution. The equiprobable sample space $S$ of drawing a card from a wellshuffled pack of playing cards consists of 52 sample points.

If $A$ and $B$ denote the events of drawing a 'spade card' and 'an ace' respectively then $A$ consists of 13 sample points and $B$ consists of 4 sample points so that,

$$
P(A)=\frac{13}{52} \text { and } P(B)=\frac{4}{52}
$$

The compound event $A \cap B$ consists of only one sample point, viz., ace of spade so that,

$$
P(A \cap B)=\frac{1}{52}
$$

The probability that the card drawn is either a spade or an ace is given by

$$
\begin{aligned}
P(A \cup B) & =P(A)+P(B)-P(A \cap B) \\
& =\frac{13}{52}+\frac{4}{52}-\frac{1}{52}=\frac{4}{13}
\end{aligned}
$$

Example 4.16. A box coritains 6 red, 4 white and 5 black balls. A person draws 4 balls from the box.at random. Find the probability that among the balls drawn there is at least one ball of each colour. (Nagpur Univ. B.Sc., 1992)

Solution. The required event $E$ that 'in a draw of 4 balls from the box at random there is at least one ball of each colour', can materialise in the following mutually disjoint ways:
(i) 1 Red, 1 White, 2 Black balls
(ii) 2 Red, 1 White, 1 Black balls
(iii) 1 Red, 2 White, 1 Black balls.

Hence by the addition theorem of probability, the required probability is given by

$$
\begin{aligned}
& P(E)=P(i)+P(i i)+P(i i i) \\
&=\frac{{ }^{6} C_{1} \times{ }^{4} C_{1} \times{ }^{5} C_{2}}{{ }^{15} C_{4}}+\frac{{ }^{6} C_{2} \times{ }^{4} C_{1} \times{ }^{5} C_{1}}{{ }^{15} C_{4}}+{ }^{6} C_{1} \times{ }^{4} C_{2} \times{ }^{5} C_{1} \\
&{ }^{15} C_{4} \\
&=\frac{1}{{ }^{15} C_{4}}[6 \times 4 \times 10+15 \times 4 \times 5+6 \times f \times 5] \\
&=\frac{4!}{15 \times 14 \times 13 \times 12}[240+300+180] \\
&=\frac{24 \times 720}{15 \times 14 \times 13 \times 12}=0.5275
\end{aligned}
$$

Example 4.17. Why does it pay to bet consistently on seeing 6 at least once in 4 throws of a die, but not on seeing adouble six at least once in 24 throws with two dice? (de Mere's Problem).

Solution. The probability of getting a ' 6 ' ' in a throw of die $=1 / 6$.
$\therefore$ The probability of not getting a ' 6 ' in a throw of die

$$
=1-1 / 6=5 / 6 .
$$

By compound probability theorem, the probability that in. 4 throws of a die no ' 6 ' is obtained $=(5 / 6)^{4}$

Hence the probability of obtaining ' 6 ' at least once in 4 throws of a die $=1-(5 / 6)^{4}=0.516$

Now, if a trial consists of throwing two dice at a time, then the probability of getting a 'double' of ' 6 ' in a trial $=1 / 36$.

Thus the probability of not getting a 'double of 6 ' in a trial $=35 / 36$.
The probability that in 24 throws, with two dice each, ro 'double of 6' is obtained $=(35 / 36)^{24}$

Hence the probability of getting a 'double of 6 ' at least once in 24 throws $=1-(35 / 36)^{24}=0.491$.

Since the probability in the first case is greater than the probability in the second case, the result follows.

Example 4.18. A problem in Statistics is given to the three students $A, B$ and $C$ whose chances of solving it are $1 / 2,3 / 4$, and $1 / 4$ respectively.

What is the probability that the problem will be solved if all of them try independently? [Madurai Kamraj Univ. B.Sc.,1986; Delhi Univ. B.A.,1991]

Solution. Let $A, B, C$ denote the events that the problem is solved by the students $A, B, C$ respectively. Then

$$
P(A)=\frac{1}{2}, P(B)=\frac{3}{4} \text { and } P(C)=\frac{1}{4}
$$

The problem will be solved if at least one of them solves the problem. Thus we have to calculate the probability of occurrence of at least one of the three events $A, B, C$, i.e., $P(A \cup B \cup C)$.

$$
\begin{aligned}
P(A \cup B \cup C)= & P(A)+P(B)+P(C)-P(A \cap B)-P(A \cap C) \\
& -P(B \cap C)+P(A \cap B \cap C) \\
= & P(A)+P(B)+P(C)-P(A) P(B)-P(A) P(C) \\
& -P(B) P(C)+P(A) P(B) P(C) \\
& (\because A, B, C \text { are independent events. }) \\
= & \frac{1}{2}+\frac{3}{4}+\frac{1}{4}-\frac{1}{2} \cdot \frac{3}{4}-\frac{3}{4} \cdot \frac{1}{4} \\
& -\frac{1}{2} \cdot \frac{1}{4}+\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{1}{4} \\
= & \frac{29}{32}
\end{aligned}
$$

Aliter. $\quad P(A \cup B \cup C)=1-P(\overline{A \cup B \cup C})$

$$
\begin{aligned}
& =1-P(\bar{A} \cap \bar{B} \cap \bar{C}) \\
& =1-P(\bar{A}) P(\bar{B}) P(\bar{C}) \\
& =1-\left(1-\frac{1}{2}\right)\left(1-\frac{3}{4}\right)\left(1-\frac{1}{4}\right) \\
& =\frac{29}{32}
\end{aligned}
$$

Example 4.19. If $A \cap B=\phi$, then show that

$$
\begin{equation*}
P(A) \leq P(\bar{B}) \tag{*}
\end{equation*}
$$

[Delhi Univ. B.Sc. (Maths Hons.) 1987]
Solution . We have

$$
\begin{align*}
A & =(A \cap B) \cup(A \cap \bar{B}) \\
& =\phi \cup(A \cap \bar{B})  \tag{Using*}\\
& =A \cap \bar{B} \\
\Rightarrow & A \\
\Rightarrow & \\
\Rightarrow & \leq \bar{B} \\
&
\end{align*}
$$

as desired. .
Aliter. Since $A \cap B=\phi$, we have $A \subset \bar{B}$, which implies that $P(A) \leq P(\bar{B})$.
Example 4.20. Let $A$ and $B$ be two events such that

$$
P(A)=\frac{3}{4} \text { and } P(B)=\frac{5}{8}
$$

show that
(a) $P(A \cup B) \geq \frac{3}{4}$
(b) $\frac{3}{8} \leq P(A \cap B) \leq \frac{5}{8}$
[Delhi Univ. B.Sc. Stat (Hons.) 1986,1988]
Solution. (i) We have

$$
A \subset(A \cup B)
$$

$\Rightarrow \quad P(A) \leq P(A \cup B)$
$\Rightarrow \quad \frac{3}{4} \leq P(A \cup B)$
$\Rightarrow \quad P(A \cup B) \geq \frac{3}{4}$
(ii) $\quad A \cap B \subseteq B$
$\Rightarrow \quad P(A \cap B) \leq P(B)=\frac{5}{8}$
Also $\quad P(A \cup B)=P(A)+P(B)-P(A \cap B) \leq 1$
$\Rightarrow \quad \frac{3}{4}+\frac{5}{8}-1 \leq P(A \cap B)$

$$
\begin{align*}
\Rightarrow & \frac{6+5-8}{8} & \leq P(A \cap B) \\
\Rightarrow & \frac{3}{8} & \leq P(A \cap B) \tag{ii}
\end{align*}
$$

From (i) and (ii) we get

$$
\frac{3}{8} \leq P(A \cap B) \leq \frac{5}{8}
$$

Example 4-21. (Chebychev's Problem). What is the chance that two numbers, chosen at random, will be prime to each other?

Solution. If any number ' $a$ ' is divided by a prime number ' $r$ ', then the possible remainders are $0,1,2, \ldots r-1$. Hence the chance that ' $a$ ' is divisible by $r$ is $1 / r$ (because the only case favourable to this is remainder being 0 ). Similarly, the probability that any number ' $b$ ' chosen at rañdom is divisible by $r$ is $1 / r$. Since the numbers $a$ and $b$ are chosen at random, the probability that none of them is divisible by ' $r$ ' is given (by compound probability theorem) by :

$$
\left(1-\frac{1}{r}\right) \times\left(1-\frac{1}{r}\right)=\left(1-\frac{1}{r}\right)^{2} ; r=2,3,5,7, \ldots
$$

Hence the required probability that the two numbers chosen at random are prime to each other is given by

$$
\begin{aligned}
P & =\prod_{r}\left(1-\frac{1}{r}\right)^{2}, \text { where } r \text { is a prime number. } \\
& =\frac{6}{\pi^{2}} \quad \text { (From trigonometry) }
\end{aligned}
$$

Example 4.22. A bag contains 10 gold and 8 silver coins. Two successive drawings of 4 coins are made such that: (i) coins are replaced before the second trial, (ii) the coins are not replaced before the second trial. Find the probability that the first drawing will' give 4 gold and the second 4 silver coins.
[Allahabad Univ. B.Sc., 1987]
Solution. Let $A$ denote the event of drawing 4 gold coins in the first draw and $B$ denote the event of drawing 4 silver coins in the second draw. Then we have to find the probability of $P(A \cap B)$.
(i) Draws with replacement. If the coins drawn in the first draw are replaced back in the bag before the second draw then the events $A$ and $B$ are independent and the required probability is given (using the multiplication rule of probability) by the expression

$$
\begin{equation*}
P(A \cap B)=P(A) \cdot P(B) \tag{*}
\end{equation*}
$$

Ist draw. Four coins can be drawn out of $10+8=18$ coins in ${ }^{18} C_{4}$ ways, which gives the exhaustive number of cases. In order that all these coins are of gold, they must be drawn out of the 10 gold coins and this can be done in ${ }^{10} C_{4}$ ways. Hence

$$
P(A)={ }^{10} C_{4} /{ }^{18} C_{4}
$$

2nd draw. When the coins drawn in the first draw are replaced before the 2nd draw, the bag contains 18 coins. The probability of drawing 4 silver coins in the 2nd draw is given by $P(B)={ }^{8} C_{4} /{ }^{18} C_{4}$.

Substituting in (*), we have

$$
P(A \cap B)=\frac{{ }^{10} C_{4}}{{ }^{18} C_{4}} \times \frac{{ }^{8} C_{4}}{{ }^{18} C_{4}}
$$

(ii) Draws without replacement. If the coins drawn are not eplaced back before the second draw, then the events $A$ and $B$ are not independent and the required probability is given by

$$
\begin{equation*}
P(A \cap B)=P(A) \cdot P(B \mid \cdot A) \tag{**}
\end{equation*}
$$

As discussed in part $\cdot(i), \quad P(A)={ }^{10} C_{4} /{ }^{18} C_{4}$.
Now, if the 4 gold coins which were drawn in the first draw are not replaced back, there are $18-4=14$ coins left in the bag and $P(B \mid A)$ is the probability of drawing 4 silver coins from the bag containing 14 coins out of which 6 are gold coins and 8 are silver coins.

Hence $\quad P(B \mid A)={ }^{8} C_{4} /{ }^{14} C_{4}$
Substituting in (**) we get

$$
P(A \cap B)=\cdot \frac{{ }^{10} C_{4}}{{ }^{18} C_{4}} \times{ }^{8} C_{4}{ }^{11} C_{4}
$$

Example 4-23. A consignment of 15 record players contains 4 defectives. The record players are selected at random, one by one, and examined. Those examined are not put back. What is the probability that the 9th one examined is the last defeciive?

Solution, Let $A$ be the event of geting exactly 3 defectives in examination of 8 record players and let $B$ the event that the 9 th piece examined is a defective one.

Since it is a problem of sampling without replacement and since there are 4 defectives out of 15 record players, we have

$$
P(A)=\frac{\binom{4}{3} \times\binom{ 11}{5}}{\theta\binom{15}{8}}
$$

$P\left(B^{3} \mid A\right)=$ Probability that the 9 th examined record player is defective given that there were 3 defectives in the first 8 pieces examined.

$$
=1 / 7,
$$

since there is only one defective piece left among the remaining $15-8=7$ record players.

Hence the required probability is

$$
P(A \cap B)=P(A) \cdot P(B \mid A)
$$

$$
=\frac{\binom{4}{3} \times\binom{ 11}{5}}{\binom{15}{8}} \times \frac{1}{7}=\frac{8}{195}
$$

Example 4.24. $p$ is the probability that a man aged $x$ years will die in a year. Find the probability that out of $n$ men $A_{1}, A_{2}, \ldots, A_{n}$ each aged $x, A_{1}$ will die in $a$ year and will be the first to die.
[Delhi Univ. B.Sc., 1985]
Solution. Let $E_{i,}(i=1,2, \ldots, n)$ denote the event that $A_{i}$ dies in a year. Then

$$
P\left(E_{i}\right)=p,(i=1,2, \ldots, n) \text { and } P\left(\bar{E}_{i}\right)=1-p
$$

The probability that none of $n$ men $A_{1}, A_{2}, \ldots, A_{n}$ dies in a year

$$
=P\left(\bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n}\right)=P\left(\bar{E}_{1}\right) P\left(\bar{E}_{2}\right) \ldots P\left(\bar{E}_{n}\right)
$$

(By compound probability theorem)

$$
=(1-p)^{n}
$$

$\therefore$ The probability that at least one of $A_{1}, A_{2}, \ldots, A_{n}$, dies in a year

$$
=1-P\left(\bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n}\right)=1-(1-p)^{n}
$$

The probability that among $n$ men, $A_{1}$ is the first to die is $1 / n$ and since this event is independent of the event that at least one man dies in a year, required probability is

$$
\frac{1}{n}\left[1-(1-p)^{n}\right]
$$

Example 4-25.The odds against Manager. $X$ settling the wage dispute with the workers are 8:6 and odds in favour of manager $Y$ settling the same dispute are 14:16.
(i) What is the chance that neither settles the dispute, if they both try, independently of each other?
(ii) What is the probability that the dispute will be settled?

Solution. Let $A$ be the event that the manager $X$ will settle the dispute and $B$ be the event that the Manager $Y$ will settle the dispute. Then clearly

$$
\begin{gathered}
P(\bar{A})=\frac{8}{8+6}=\frac{4}{7} \Rightarrow P(A)=1-P(\bar{A})=\frac{6}{14}=\frac{3}{7} \\
P(B)=\frac{14}{14+16}=\frac{7}{15} \Rightarrow P(\bar{B})=1-P(B)=\frac{16}{14+16}=\frac{8}{15}
\end{gathered}
$$

The required probability that neither settles the dispute is given by:

$$
P(\bar{A} \cap \bar{B})=P(\bar{A}) \times P(\bar{B})=\frac{4}{7} \times \frac{8}{15}=\frac{32}{105}
$$

[Since $A$ and $B$ are indepencent $\Rightarrow \bar{A}$ and $\bar{B}$ are also independent]
(ii) The dispute will be settled if at least one of the managèrs $X$ and $Y$ settles the dispute. Hence the required probability is given by:

$$
\begin{aligned}
P(A \cup B) & =\text { Prob. [At least one of } X \text { and } Y \text { setules the dispute] } \\
& =1-\operatorname{Prob} .[\text { None settles the dispute] } \\
& =1-P(\bar{A} \cap \bar{B})=1-\frac{32}{105}=\frac{73}{105}
\end{aligned}
$$

Example 4.26. The odds that person $X$ speaks the truth are $3: 2$ and the odds that person $Y$ speaks the truth are 5:3. In what percentage of cases are they likely to contradict each other on an-identical point.

Solution. Let us define the events:

$$
A: X \text { speaks the truth, } \quad B: Y \text { speaks the truth }
$$

Then $\bar{A}$ and $\bar{B}$ represent the complementary events that $X$ and $Y$ tell a lie respectively. We are given:

$$
\begin{aligned}
& P(A)=\frac{3}{3+2}=\frac{3}{5} \quad \Rightarrow \quad P(\bar{A})=1-\frac{3}{5}=\frac{2}{5} \\
& P(B)=\frac{5}{5+3}=\frac{5}{8} \quad \Rightarrow \quad P(\bar{B})=1-\frac{5}{8}=\frac{3}{8}
\end{aligned}
$$

The event $E$ that $X$ and $Y$ contradict each other on an identical point can happen in the following mutually exclusive ways:
(i) $X$ speaks the truth and $Y$ tells a lie, i.e., the event $A \cap \bar{B}$ happens,
(ii) $X$ tells a lie and $Y$ speaks the truth, i.e., the event $\bar{A} \cap B$ happens.

Hence by addition theorem of probability the required probability is given by:

$$
\begin{aligned}
P(\ddot{E}) & =P(i)+P(i i)=P(A \cap \bar{B})+P(\bar{A} \cap B) \\
& =P(A) \cdot P(\bar{B})+P(\bar{A}) P(B),
\end{aligned}
$$

[Since $A$ and $B$ are independent ]
$=\frac{3}{5} \times \frac{3}{8}+\frac{2}{5} \times \frac{5}{8}=\frac{19}{40}=0.475$
Hence $A$ and $B$ are likely to contradict each other on an identical point in 4.7.5\% of the cases.

Example 4.27. A special dice is prepared such that the probabilities of throwing 1, 2, 3, 4, 5 and 6 points are :

$$
\frac{1-k}{6}, \frac{1+2 k}{6}, \frac{1-k}{6} ; \frac{1+k}{6}, \frac{1-2 k}{6}, \text { and } \frac{1+k}{6}
$$

respectively. If two such dice are thrown, find the probability of getting a sum equal to 9.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution. Let $(x, y)$ denote the numbers obtained in a thrown of two dice, $x$ denoting the number on the first dice and $y$ denoting the number on the second dice. The sum $S=x+y=9$, can be obtained in the following mutually disjoint ways:
(i) $(3,6)$, (ii) $(6,3)$, (iii) $(4,5)$, (iv) $(5,4)$

Hence by addition theorem of probability:

$$
\begin{aligned}
P(S=9)= & P(3,6)+P(6,3)+P(4,5)+P(5,4) \\
= & P(x=3) P(y=6)+P(x=6) P(y=3)+P(x=4) P(y=5) \\
& +P(x=5) \cdot P(y=4),
\end{aligned}
$$

since the number on one dice is independent of the number on the other dice.

$$
\begin{aligned}
\therefore P(S=9) & =\frac{(1-k)}{6} \cdot \frac{(1+k)}{6}+\frac{(1+k)}{6} \cdot \frac{(1-k)}{6}+\frac{(1+k)}{6} \cdot \frac{(1-2 k)}{6} \\
& +\frac{(1-2 k)}{6} \cdot \frac{(1+k)}{6} \\
& =2\left(\frac{1+k}{36}\right)|(1-k)+(1-2 k)| \\
& =\frac{1}{18}(1+k)(2-3 k)
\end{aligned}
$$

Example 4:28. (a) A and B alternuteiy cut a pack of cards and the pack is shuffled after each cut. If $A$ starts and the game is continued until one ctits a diamond, what are the respective chances of $A$ and $B$ first cutting a diamond?
(b) One shot is fired from each of the three guns. $E_{1}, E_{2}, E_{3}$. denote the events that the target is hit by the first, second and third gun respectively. If $P\left(E_{1}\right)=0.5, P\left(E_{2}\right)=0.6$ and $P\left(E_{3}\right)=0.8$ and. $E_{1}, E_{2}, E_{3}$ are independent events, find the probability that (a) exactly one hit is registered, (b) at least two hits are registered.

Solution. (a) Let $E_{1}$ and $E_{2}$, denote the events of $A$ and $B$ cutting a diamond respectively. Then

$$
\dot{P}\left(E_{1}\right)=P\left(E_{2}\right)=\frac{13}{52}=\frac{1}{4} \Rightarrow P\left(\overline{E_{1}}\right)=P\left(\overline{E_{2}}\right)=\frac{3}{4}
$$

If $A$ starts the game, he can first cutt the diamond in the following muiually exclusive ways:
(i) $E_{1}$ happens, (ii) $\overline{E_{1}} \cap \overline{E_{2}} \cap E_{1}$ happens, (iii) $\overline{E_{1}} \cap \overline{E_{2}} \cap \overline{E_{1}} \cap \overline{E_{2}} \cap E_{1}$ happens, and so on. Hence by addition theorem of probability, the probability ${ }^{\prime} p$ ' that $A$ first wins is given by

$$
\begin{aligned}
p & =P(i)+P(i i)+P(i i i)+\ldots \ldots \\
& =P\left(E_{1}\right)+P\left(\overline{E_{1}} \cap \overline{E_{2}} \cap E_{1}\right)+P\left(\overline{E_{1}} \cap \overline{E_{2}} \cap \overline{E_{1}} \cap \overline{E_{2}} \cap E_{1}\right)+\ldots \\
& =P\left(E_{1}\right)+P\left(\overline{E_{1}}\right) P\left(\overline{E_{2}}\right) P\left(E_{1}\right)+P\left(\overline{E_{1}}\right) \cdot P\left(\overline{E_{2}}\right) P\left(\overline{E_{1}}\right) P\left(\overline{E_{2}}\right) P\left(E_{1}\right)+\ldots \\
& =\frac{1}{4}+\frac{3}{4} \cdot \frac{3}{4} \cdot \frac{1}{4}+\frac{3}{4} \cdot \frac{3}{4} \cdot \frac{3}{4} \cdot \frac{3}{4} \cdot \frac{1}{4}+\ldots \ldots \\
& =\frac{\frac{1}{4}}{1-\frac{9}{16}}=\frac{4}{7}
\end{aligned}
$$

The probability that $B$ first cuts a diamond

$$
=1-p=1-\frac{4}{7}=\frac{3}{7}
$$

(b) We are given

$$
P\left(\overline{E_{1}}\right)=0.5, P\left(\overline{E_{2}}\right)=0.4 \text { and } P\left(\overline{E_{3}}\right)=0.2
$$

(a) Exactly one hit can be registered in the following mutually exclusive ways: (i) $E_{1} \cap \overline{E_{2}} \cap \overline{E_{3}}$ happens, (ii) $\overline{E_{1}} \cap E_{2} \cap \overline{E_{3}}$ happens, (iii) $\overline{E_{1}} \cap \overline{E_{2}} \cap E_{3}$ happens. Hence by addition probability theorem, the required probability ' $p$ ' is given by :

$$
\begin{aligned}
& p=P\left(E_{1} \cap \overline{E_{2}} \cap \overline{E_{3}}\right)+P\left(\overline{E_{1}} \cap E_{2} \cap \overline{E_{3}}\right)+P\left(\overline{E_{1}} \cap \overline{E_{2}} \cap E_{3}\right) \\
& =P\left(\overline{E_{1}}\right) P\left(\overline{E_{2}}\right) P\left(\overline{E_{3}}\right)+P\left(\overline{E_{1}}\right) P\left(E_{2}\right) P\left(\overline{E_{3}}\right)+P\left(\overline{E_{1}}\right) P\left(\overline{E_{2}}\right) P\left(E_{3}\right)
\end{aligned}
$$

(Since $E_{1}, E_{2}$ and $E_{3}$ are independent)
$=0.5 \times 0.4 \times 0.2+0.5 \times 0.6 \times 0.2+0.5 \times 0.4 \times 0.8=0.26$.
(b) At least two hits can be registered in the following mutually exclusive ways:
(i) $E_{1} \cap E_{2} \cap \overline{E_{3}}$ happens (ii) $E_{1} \cap \overline{E_{2}} \cap E_{3}$ happens, (iii) $\overline{E_{1}} \cap E_{2} \cap E_{3}$ happens. (iv) $E_{1} \cap E_{2} \cap E_{3}$ happens.

Required probability

$$
\begin{aligned}
& =P\left(E_{1} \cap E_{2} \cap \overline{E_{3}}\right)+P\left(E_{1} \cap \overline{E_{2}} \cap E_{3}\right)+P\left(\overline{E_{1}} \cap E_{2} \cap E_{3}\right)+P\left(E_{1} \cap E_{2}^{*} \cap E_{3}\right) \\
& =0.5 \times 0.6 \times 0.2+0.5 \times 0.4 \times 0.8+0.5 \times 0.6 \times 0.8+0.5 \times 0.6 \times 0.8 \\
& =0.06+0.16+0.24+0.24=0.70
\end{aligned}
$$

Example 4.29. Three groups of children contain respectively 3 girls and 1 boy, 2 girls and 2 boys, and 1 girl and 3 boys. One child is selected at random from each group. Show that the chance that the three selected consist of 1 girl and 2 boys is 13/32.
[Madurai Univ. B.Sc.,1988; Nagpur Univ. B.Sc.,1991]
Solution. The required event of getting 1 girl and 2 boys among the three selected children can materialise in the following three mutually disjoint cases:

| Group No. $\rightarrow$ | I | Iİ | III |
| :---: | :---: | :---: | :---: |
| (i) | Girl | Boy | Boy |
| (ii) | Boy | Girl | Boy |
| (iii) | Boy | Boy | Girl |

Hence by addition theorem of probability,

$$
\begin{equation*}
\text { Required probability }=P(i)+P(i i)+P(i i i) \tag{*}
\end{equation*}
$$

Since the probability of selecting a girl from the first group is $3 / 4$, of selecting a boy from the second is $2 / 4$, and of selecting a boy from the third group is $3 / 4$, and since shese three events of selecting children from three groups are independent of each other, by compound probability theorem, we have

$$
P(i)=\frac{3}{4} \times \frac{2}{4} \times \frac{3}{4}=\frac{9}{32}
$$

Similarly, we have
and

$$
P(i i)=\frac{1}{4} \times \frac{2}{4} \times \frac{3}{4}=\frac{3}{32}
$$

$$
P(i i i)=\frac{1}{4} \times \frac{2}{4} \times \frac{1}{4}=\frac{1}{32}
$$

Substituting in (*), we get
Required probability $=\frac{9}{32}+\frac{3}{32}+\frac{1}{32}=\frac{73}{32}$

## EXERCISE 4 (b)

1. (a) Which function defines a probability space on $S=\left(e_{1}, e_{2}, e_{3}\right)$
(i) $P\left(e_{1}\right)=\frac{1}{4}, P\left(e_{2}\right)=\frac{1}{3}, P\left(e_{3}\right)=\frac{1}{2}$
(ii) $P\left(e_{\mathrm{i}}\right)=\frac{2}{3}, P\left(\dot{e}_{2}\right)=-\frac{1}{3}, P\left(e_{3}\right)=\frac{2}{3}$
(iii) $P\left(e_{1}\right)=\frac{1}{4}, P\left(e_{2}\right)=\frac{1}{3}, P\left(e_{3}\right)=\frac{1}{2}$, and
(iv) $P\left(e_{1}\right)=0, P\left(e_{2}\right)=\frac{1}{3}, P\left(e_{3}\right)=\frac{2}{3}$

Ans. (i) No, (ii) No, (iii) No, and (iv) Yes
(b) Let $S=\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$, and let $P$ be a probability function on $S$.
(i) Find $P\left(e_{1}\right)$, if $P\left(e_{2}\right)=\frac{1}{3}, P\left(e_{3}\right)=\frac{1}{6}, P\left(e_{4}\right)=\frac{1}{9}$,
(ii) Find $P\left(e_{1}\right)$ and $P\left(e_{2}\right)$ if $P\left(e_{3}\right)=P\left(e_{4}\right)=\frac{1}{4}$ and $P\left(e_{1}\right)=2 P\left(e_{2}\right)$, and
(iii) Find $P\left(e_{1}\right)$ if $P\left[\left(e_{2}, e_{3}\right)\right]=\frac{2}{3}, P\left[\left(e_{2}, e_{4}\right)\right]=\frac{1}{2}$ and $P\left(e_{2}\right)=\frac{1}{3}$.

Ans. (i) $P\left(e_{1}\right)=\frac{7}{18}$, (ii) $P\left(e_{1}\right)=\frac{1}{3}, P\left(e_{2}\right)=\frac{1}{6}$, and (iii) $P\left(e_{1}\right)=\frac{1}{6}$
2. (a) With usual notations, prove that

$$
P(A \cup B)=P(A)+P(B)-P(A \cap B)
$$

Deduce a similar result for $P(A \cup B \cup C)$, where $C$ is one more event.
(b) For any evert : $E_{i}, P\left(E_{i}\right)=p_{i},(i \doteq 1,2,3) ; P\left(E_{i} \cap E_{j}\right)=p_{i j},(i, j=1,2,3)$ and $P\left(E_{1} \cap E_{2} \cap E_{3}\right)=p_{122}$, find the probability that of the three cvents, $(\underset{i}{ })$ at least one, and (ii) exactly one happens.
(c) Discuss briefly the axiomatic approach to probability, illustrating by examples how it meets the deficiencies of the classical approach.
(d) If $A$ and $B$ are any two events, state the results giving (i) $P(A \cup B)$ and $(i i) P(A \cap B)$.
$A$ and $B$ are mutually exclusive events and $P(A)=\frac{1}{2}, P(B)=\frac{1}{3}$. Find $P(A \cup B)$ and $P(A \cap B)$.
3. Let $S=\left\{y, \frac{1}{2},\left(\frac{1}{2}\right)^{2}, \ldots,\left(\frac{1}{2}\right)^{n}\right\}$, be a classical event space and $A, B$ be events given by

$$
A=\left\{1, \frac{1}{2}\right\}, \quad B=\left\{\left.\left(\frac{1}{2}\right)^{k} \right\rvert\, k \text { is an even positive integer }\right\}
$$

Find $P(\bar{A} \cap \bar{B})$
[Calcutta Univ. B.Sc. ( Stat Hons. ), 1986]
4. What is a 'probability space'? State (i) the 'law of total probability' and (ii) Boole's inequality for events not necessarily mutually exclusive.
5. (a) Explain the following with examples:
(i) random experiment, (ii) an event, (iii) an event space. State the axioms of wobability and explain their frequency interpretations.

A man forgets the last digit of a telephone number, and dials the last digit at $\because$ ndom. What is the probability of calling no more than three wrong numbers?
(b) Define conditional probability and give its frequency interpretation. Show that conditional probabilities satisfy the axioms of probability.
6. Prove the following laws, in each case assuming the conditional probabilities being defined.
(a) $P(E \mid E)=1$,
(b) $\quad P(\phi \mid F)=0$
(c) If $E_{1} \subseteq E_{2}$, then $E\left(E_{1} \mid F\right)<P\left(E_{2} \mid F\right)$
(d) $P(\bar{E} \mid F)=1-P(E \mid F)$
(e) $P\left(E_{1} \cup E_{2} \mid F\right)=P\left(E_{1} \mid F\right)+P\left(E_{2} \mid F\right)-P\left(P\left(E_{1} \cap E_{2} \mid F\right)\right.$
(f) If $P(F)=1$ then $P(E \mid F)=P(E)$
(g) $P(E-F)=P(E)-P(E \cap F)$
(h) If $P(F)>0$, and $E$ and $F$ are mutully exclusive then $P(E \mid F)=0$
(i) If $P(E \mid F)=P(E)$, then $P(E \mid \bar{F})=P(E)$ and $P(\bar{E} \mid F)=P(\bar{E})$
7. (a) If $P(\bar{A})=a, P(\bar{B})=b$, then prove that $P(A \cap B) \geq 1-a-b$.
(b) If $P(A)=\alpha, P(B)=\beta$, then prove that $P(A \mid B) \geq(\alpha+\beta-1) / \beta$.

Hint. In each case use $P(A \cup B) \leq 1$
8. Prove or disprove:
(a) (i) If $P(A \mid B) \geq P(A)$, then $P(B \mid A) \geq P(B)$
(ii) if $P(A)=P(\bar{B})$, then $A=\bar{B}$.
[Delhi Univ. B.Sc. (Maths Hons.), 1988]
(b) If $P(A)=0$, then $A=\phi$
[Deḷhi Univ. B.Sc. (Maths Hons.), 1990]
Ans. Wrong.
(c) For possibie events $A, B, C$,
(i) If $P(A)>P(B)$, then $P(A \mid C)>P(B \mid C)$
(ii) If $P(A \mid C) \geq P(B \mid C)$ and $P(A \mid \bar{C}) \geq P(B \mid \bar{C})$, then $P(A) \geq P(B) . \quad$ [Delhi Univ. B.Sc.(Maths Hons), 1989]
(d) If $P(A)=0$, then $P(A \cap B)=0$.
[Delhi Univ. B.Sc. (Maths Hons.), 1986]
(e) (i) If $P(A)=P(B)=p$, then $P(A \cap B) \leq p^{2}$
(ii) If $P(B \mid \bar{A})=P(B \mid A)$, then $A$ and $B$ are independent.
[Delhi Univ. B.Sc. (Maths Hons.), 1990]
(f) If $P(A)>0, P(B)>0$ and $P(A \mid B)=P(B \mid A)$,
then $P(A)=P(B)$.
9. (a) Let $A$ and $B$ be two events, neither of which has probability zero. Then if $A$ and $B$ are disjoint, $A$ and $B$ are independent.
[Delhi Uṇiv. B.Sc.(Stat. Hons.), 1986]
(b) Under what conditions does the following equality hold?

$$
P(A)=P(A \mid B)+P(A \mid \bar{B})
$$

[Pụnjab Uniy. B.Sc. (Maths Hons.), 1992]
Ans. $B=S$ or $\bar{B}=S$
10. (a) If $A$ and $B$ are two events and the probability $P(B) \neq 1$, prove that

$$
P(A \mid \bar{B})=\frac{[P(A)-P(A \cap B)]}{[1-P(B)]}
$$

where $\bar{B}$ denotes the event complementary to $B$ and hence deduce that

$$
P(A \cap B) \geq P(A)+P(B)-1
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
Also show that $P(A)>$ or $<P(A \mid B)$ according as
$P(A \mid \bar{B})>$ or $<P(A)$.
[ Sri Venkat. Univ. B.Sc. 1992 ; Karnatak Univ. B.Sc.1991]
Hint. (i)

$$
P(A \mid \bar{B})=\frac{P(A \cap \dot{\bar{B}})}{P(\bar{B})}=\frac{[P(A)-P(A \cap B)]}{[1-P(B)]}
$$

(ii) Since $P(A \mid \bar{B}) \leq 1, P(A)-P(A \cap B) \leq 1-P(B)$
$\Rightarrow \quad P(A)+P(B)-1 \leq P(A \cap B)$
(iii)

$$
\frac{P(A \mid \bar{B})}{P(A)}=\frac{P(\bar{B} \mid A)}{P(\bar{B})}=\frac{1-P(B \mid A)}{1-P(B)}
$$

Now

$$
P(A \mid \bar{B})>P(A) \text { if }\{1-P(B \mid A)\}>\{1-P(B)\}
$$

i.e., if

$$
P(B \mid A)<P(B)
$$

i.e., if

$$
\frac{P(\cdot B \mid A)}{P(B)}<1
$$

i.e., if

$$
\frac{P(A \mid B)}{P(A)}<1 \text { i.e., if } P(A)>P .(A \mid B)
$$

(b) If $A$ and $B$ are two mutually exclusive events show that

$$
P(A \mid \bar{B})=P(A) /[1-P(B)]
$$

[Delhi Univ. B.Sc. ( Stat. Hons.), 1987]
(c) If $A$ and $B$ are two mutually exclusive events and $P(A \cup B) \neq 0$, then

$$
P(A \mid A \cup B)=\frac{P(A)}{P(A)+P(B)}
$$

[Guahati Univ. B.Sc. 1991]
(d) If $A$ and $B$ are two independent events show that

$$
P(A \cup B)=1-P(\bar{A}) P(\bar{B})
$$

(e) If $\bar{A}$ denotes the non-occurrence of $A$, tnen prove that

$$
P\left(\bar{A}_{1} \cup \bar{A}_{2} \cup \bar{A}_{3}\right)=1-P\left(A_{1}\right) P\left(A_{2} \mid A_{1}\right) P\left(A_{3} \mid A_{1} \cap A_{2}\right)
$$

[Agra Univ. B.Sc., 1987]
11. If $A, B$ and $C$ are three arbitrary events and

$$
\begin{aligned}
& S_{1}=P(A)+P(B)+P(C) \\
& S_{2}=P(A \cap B)+P(B \cap C)+P(C \cap A) \\
& S_{3}=P(A \cap B \cap C) .
\end{aligned}
$$

Prove that the probability that exaclly one of the three events occurs is given by $S_{1}-2 S_{2}+3 S_{3}$.
12. (a) For the events $A_{1}, A_{2}, \ldots, A_{n}$ assuming
$P\left(\bigcup_{i=1}^{n} A_{i}\right) \leq \sum_{i=1}^{n} P\left(A_{i}\right)$, prove that
(i) $P\left(\underset{i=1}{\cap} A_{i}\right) \geq 1-\sum_{i=1} P\left(\bar{A}_{i}\right)$ and that
(ii) $P\left(\underset{i=1}{\cap} A_{i}\right) \geq \sum_{i=1}^{n} P\left(A_{i}\right)-(n-1)$
[Sardar Patel Univ. B.Sc. Nov.1992]
(b) Let $A, B$ and $C$ denote events. If $P(A \mid C) \geq P(B \mid C)$ and $P(A \mid \bar{C}) \geq P(B \mid \bar{C})$, then show that $P(A) \geq P(B)$.
[Calcutta Univ. B.Sc. (Maths Hons.), 1992]
13. (a) If $A$ and $B$ are independent events defined on a given probability space $(\Omega, A, P()$.$) , then prove that A$ and $\bar{B}$ are independent, $\bar{A}$ and $\bar{B}$ are independent.
[Delhi Univ: B.Sc. (Maths Hons.), 1988]
(b) $A, B$ and $C$ are three events such that $A$ and $B$ are independent, $P(C)=0$. Show that $A, B$ and $C$ are independent.
(c) An event $A$ is known to be independent of the events $B, B \cup C$ and $B \cap C$. Show that it is also independent of $C$.
[Nagpur Univ. B.Sc.1992]
(d) Show that if an event $C$ is independent of two mutually exclusive events $A$ and $B$, then $C$ is also independent of $A \cup B$.
(e) The outcome of an experiment is equally likely to be one of the four points in three-dimensional space with rectangular coordinates $(1,0,0),(0,1,0)$, $(0,0,1)$ and $(1,1,1)$. Let $E, F$ and $G$ be the events : $x$-coordinate $=1, y$-coordinaté $=1$ and $z$-coordinate $=1$,'respectively. Check if the events $E, F$ and $G$ are independent.
(Calcutta Univ. B.Sc., 1988)
14: Explain what is meant by "Probability Space". You fire at a target with each of the three guns; $A, B$ and $C$ denote respectively the event - hit the target with the first, second and third gun. Assuming that the events are independent and have probabilities $P(A)=a, P(B)=b$ and $P(C)=c$, express in terms of $A, B$ and $C$ the following events:
(i) You will not hit the target at all.
(ii) You will hit the target at least twice. Find also the probabilitics of these events.
[Sardar Patel Univ. B.Sc., 1990)
15. (a) Suppose $A$ and $B$ are any two cvents and that $P(A)=p_{1}, P(B)=p_{2}$ and $P(A \cap B)=p_{3}$. Show that the formula of each of the following probabilities in terms of $p_{1}, p_{2}^{\prime}$ and $p_{3}$ can be expressed as follows:
(i) $P(\bar{A} \cup \bar{B})=1-p_{2}$
(ii) $P(\bar{A} \cap \bar{B})=1-p_{1}-p_{2}+p_{3}$
(iii) $P(A \cap \bar{B})=p_{1}-p_{3}$
(iv) $P(\bar{A} \cap B)=p_{2}-p_{3}$
(v) $P(\overline{A \cap B})=1-p_{3}$
(vi) $P(\bar{A} \cup B)=1-p_{1}+p_{3}$
(vii) $P(\overline{A \cup B})=1-p_{1}-p_{2}+p_{3}$ (viii) $P[\bar{A} \cap(A \cup B)]=p_{2}-p_{3}$
(ix) $P[A \cup(\bar{A} \cap B)]=p_{1}+p_{2}-p_{3}$
(x) $P(A \mid B)=\frac{p_{3}}{p_{2}}$ and $P(B \mid A)=\frac{p_{3}}{p_{1}}$
(xi) $P(\bar{A} \mid \bar{B})=\frac{1-p_{1}-p_{2}+p_{3}}{1-p_{2}}$ and $P(\bar{B} \mid \bar{A})=\frac{1-p_{1}-p_{2}+p_{3}}{I-p_{1}}$
[Allahabad Univ. B.Sc. (Stat.), 1991]
(b) If $P(A)=1 / 3, P(B)=3 / 4$ and $P(A \cup B)=11 / 12$, find $P(A \mid B)$ and $P(B \mid A)$.
(c) Let $P(A)=p, P(A \mid B)=q, P(B \mid A)=r$. Find the relation between the numbers $p, q$ and $r$ such that $\bar{A}$ and $\bar{B}$ are mutually exclusive.
[Delhi Univ. B.Sc. (Maths Hons.), 1985]
Hint. $\quad P(A B)=P(A) P(B \mid A)=P(B) . P(A \mid B)$
$\Rightarrow \quad P(A B)=p r=P(B) . q \quad \Rightarrow \quad P(B)=p r / q$
If $\bar{A}$ and $\bar{B}$ are mutually disjoint, then $P(\bar{A} \cap \bar{B})=0$.
$\Rightarrow \quad 1-P(A \cup B)=0 \Rightarrow 1-[p+(p r / q)-p r]=0$
16. (a) In terms of probabilities, $p_{1}=P(A), p_{2}=P(B)$ and $\dot{p}_{3}=P(A \cap B)$;

Express (i) $P(A \cup B)$, (ii) $P(A \mid B)$, (iii) $P(\bar{A} \cap B)$ under the condition that (i) $A$ and $B$ are mutually exclusive, (ii) $A$ and $B$ are mutually independent.
(b) Let $A$ and $B$ be the possible outcomes of an experiment and suppose

$$
P(\dot{A})=0.4, P(\mathrm{~A} \cup B)=0.7 \text { and } P(B)=p
$$

(i) For what choice of $p$ are $A$ and $B$ mutually exclusive?
(ii) For what choice of $p$ are $A$ and $B$ independent?
[Aligarh Univ. B.Sc., 1988 ; Guwahati Univ. B.Sc., 1991]
Ans. (i) 0.3 , (ii) 0.5
(c) Let $A_{1}, A_{2}, A_{3}, A_{4}$ be four independent events for which $P\left(A_{1}\right)=p$, $p\left(A_{2}\right)=q, P\left(A_{3}\right)=r$ and $P\left(A_{4}\right)=s$. Find the probability that
(i) at least one of the events occurs, (ii) exactly two of the events occur, and (iii) at most three of the events occur.
[Civil Services (Main), 1985]
17. (a) Two six-faced unbiased dice are thrown. Find the probability that the sum of the numbers shown is 7 or their product is 12 .

Ans. 2/9
(b) Defects are classifed as $A, B$ or $C$, and the following probabilities have been determined from available production data :

$$
P(A)=0.20, P(B)=0.16, P(C)=0.14, P(A \cap B)=0.08, P(A \cap C)=0.05,
$$ $P(B \cap C)=0.04$, and $P(A \cap B \cap C)=0.02$.

What is the probability that a randomly selected item of product will exhibit at least one type of defect? What is the probability that it exhibits both $A$ and $B$ defects but is free from type $C$ defect?
[Bombay Univ. B.'Sc., 1991]
(c) A language class has only three students $A, B, C$ and they independently attend the class. The probabilities of attendance of $A, B$ and $C$ on any given day are $1 / 2,2 / 3$ and $3 / 4$ respectively. Find the probability that the total number of attendances in two consecutive days is exactly three.
[Lucknow Univ. B.Sc. 1990; Calcutta Univ. B.Sc.(Maths Hons.), 1986]
18. (a) Cards are drawn one by one from a full deck. What is the probability that exactly 10 cards will precede the first ace.
[Delhi Univ. B.Sc.,1988]
Ans. $\left(\frac{48}{52} \times \frac{47}{51} \times \frac{46}{50} \times \ldots \times \frac{39}{43}\right) \times \frac{4}{42}=\frac{164}{4165}$
(b) Each of two persons tosses three fair coins. What is the probability that they obtain the same number of heads.

Ans. $\left(\frac{1}{8}\right)^{2}+\left(\frac{3}{8}\right)^{2}+\left(\frac{3}{8}\right)^{2}+\left(\frac{1}{8}\right)^{2}=\frac{5}{16}$.
19. (a) Given that $A, B$ and $C$ are mutually exclusive events, explain why each of the following is not a permissible assignment of probabilities.
(i) $P(A)=0.24, \quad P(B)=0.4 \quad$ and $P(A \cup C)=0.2$,
(ii) $P(A)=0.7, \quad P(B)=0.1 \quad$ and $P(B \cap C)=0.3$
(iii) $P(A)=0.6, \quad P(A \cap \bar{B})=0.5$
(b) Prove that for $n$ arbitrary independent events $A_{1}, A_{2}, \ldots, A_{n}$

$$
P\left(A_{1} \cup A_{2} \cup A_{3} \cup \ldots \cup A_{n}\right)+P\left(\overline{A_{1}}\right) P\left(\overline{A_{2}}\right) \ldots P\left(\overline{A_{n}}\right)=1 .
$$

(c) $A_{1}, A_{2}, \ldots, A_{n}$ are $n$ independent events with

$$
P\left(A_{i}\right)=1-\frac{1}{\alpha^{i}}, i=1,2, \ldots, n .
$$

Find the value of $P\left(A_{1} \cup A_{2} \cup A_{3} \cup \ldots \cup A_{n}\right)$. (Nagpur Univ. B.Sc., 1987)
Ans. $\quad 1-\frac{1}{\alpha^{n(n+1 / 2 / 2}}$
(d) Suppose the events $A_{1}, A_{2}, \ldots, A_{n}$ are independent and that
$P\left(A_{i}\right)=\frac{1}{i+1}$ for $1 \leq i \leq n$. Find the probability that none of the $n$ events occurs, justiryng each step in your calculations.

Ans. $\quad 1 /(n+1)$
20. (a) $A$ denotes getting a heart card, $B$ denotes getting a face card (King, Queem or Jack), $\bar{A}$ and $\bar{B}$ denote the complementary events. A card is drawn at
random from a full deck. Compute the following probabilities.

| (i) $P(A), \quad$ (ii) $P(A \cap \bar{B})$, | (iii) $P(A \cup B)$, |
| :--- | :--- |
| (v) $P(\bar{A} \cup B)$. |  |

Assume riatural assignment of probabilities.
Ans. (i) $1 / 4$, (ii) $5 / 26$, (iii) $11 / 26$, (iv) $3 / 5$, (v) $21 / 26$.
(b) A town has two doctors $X$ and $Y$ operating independently. If the prohability that doctor $X$ is available is 0.9 and that for $Y$ is 0.8 , what is the probability that at least one doctor is available when needed? [Gorakhpur Univ. B.Sc., 1988]

Ans. 0.98
21. (a) The odds that a book will be favourably reviewed by 3 independent critics are 5 to 2,4 to 3 and 3 to 4 respectively. What is the probability that, of the three reviews, a majority will be favourable?
[Gauhati Univ. BSc., 1987]
Ans. 209/343.
(b) $A, B$ and $C$ are independent witnesses of an event which is known to have occurred. $A$ speaks the truth three times out of four, $B$ four times out of five and $C$ five times out of six. What is the probability that the occurrence will be reported truthfully by majority of three witnesses?

Ans. 31/60.
(c) A man seeks advice regarding one of two possible courses of action from three advisers who arrived at their recommendations independently. He follows the recommendation of the majority. The probability that the individual advisers are wrong are $0.1,0.05$ and 0.05 respectively. What is the probability that the man takes incorrect advise?
[Gujarat Univ. B.Sc., 1987]
22. (a) The odds against a certain event are 5 t 2 and odds in favour of another (independent) event are 6 to 5 . Find the chance that at least one of the events will happen.
(Madras Univ. B.Sc.,1987)
Ans. 52 177.
(b) A person takes four tests in succession. The probability of his passing the first test is $p$, that of his passing each succeeding test is $p$ or $p / 2$ according as he passes or fails the preceding one. He qualifies provided he passes at least three tests. What is his chance of qualifying.
[Gauhati Univ. B.Sc. (Hons.) 1988]
23. (a) The probability that a 50 -years old man will be alive at 60 is 0.83 and the probability that a 45 -years old woman will be alive at 55 is 0.87 . What is the probability that a man who is 50 and his wife who is 45 will both be alive 10 years hence?

Ans. 0.7221 .
(b) It is 8:5 against a husband who is 55 years old living till he is 75 and 4:3 against his wife who is now 48 , living till she is 68 . Find the probability that ( $i$ ) the couple will be alive 20 years hence, and (ii) at least one of them will be alive 20 years hence.

Ans (i) 15/91, (ii) 59/91.
(c) A husband and wife appear in an interview for two vacancies in the same post. The probability of husband's selection is $1 / 7$ and that of wife's selection is $1 / 5$. What is the probability that only one of them will be selected?

Ans. $2 \Pi$
[Delhi Univ. B.Sc.,.1986]
24. (a) The chances of winning of two race-horses are $1 / 3$ and $1 / 6$ respectively. What is the probability that at least one will win when the horses are running (a) in different races, and (b) in the same race?
Ans. (a) 8/18
(b) $1 / 2$
(b) A problem in statistics is given to three students whose chances of solving it are $1 / 2,1 / 3$ and $1 / 4$. What is the probability that the problem will be solved?

Ans. 3/4
[Meerut Univ. B.Sc., 1990]
25. (a) Ten pairs of shoes are in a closet. Four shoes are selected at random. Find the probability that there will be at least one pair among the four shoes selected?

Ans. $\quad 1-\frac{{ }^{10} C_{4} \times 2^{4}}{{ }^{20} C_{4}}$
(b) From 100 tickets numbered $1,2, \ldots, 100$ four are drawn at random. What is the probability that 3 of them will bear number from 1 to 20 and ihe fourth will bear any number from 21 to 100 ?

Ans. $\frac{{ }^{20} C_{3} \times{ }^{80} C_{1}}{{ }^{100} C_{4}}$
26. A six faced die is so biased that it is twice as likely to show an even number as an odd rumber when thrown. It is thrown twice. What is the probability that the sum of the two numbers thrown is odd?

## Ans. 4/9

27. From a group of 8 children, 5 boys and 3 girls, three children are selected at random. Calculate the probabilities that selected group contains (i) no girl, (ii) only one girl, (iii) one particular girl, (iv) at least one girl, and (v) more girls than boys.

Ans. (i) 5/28, (ii) 15/28, (iii) 5/28, (iv) 23/28, (v) $2 / 7$.
28. If, three persons, selected at random, are stopped on a street, what are the probabilities that:
(d) all were borm on a Friday;
(b) two were bom on a Friday and the other on a Tuesday;
(c) none was bom on a Monday.

Ans. (a) $1 / 343$, (b) $3 / 343$, (c) $216 / 343$.
29. (a) $A$ and $B$ toss a coin alternately on the understanding that the first who obtains the head wins. If $A$ starts, show that their respective chances of winning are $2 / 3$ and $1 / 3$.
(b) $A, B$ and $C$, in order, toss a coin. The first one who throws a head wins. If $A$ starts, find their respectivre chances of winning. (Assume that the game may
continue indefinitely.)
Ans. $4 / 7,2 / 7,1 / 7$.
(c) A man alternately tosses a coin and throws a die, beginning with coin. What is the probability that he will get a nead before he gets a ' 5 or 6 ' on die?

Ans. 3/4.
30. (a) Two ordinary six-sided dice are tossed.
(i) What is the probability that both the dice show the number 5.
(ii) What is the probability that both the dice show the same number.
(iii) Given that the sum of two numbers shown is 8 , find the conditional probability that the number noted on the first dice is larger than the number noted on the second dice.
(b) Six dice are thrown simultaneously. What is the probability that all will show different faces?
31. (a) A bag contains 10 balls, two of which are red, three blue and five black. Three balls are drawn at random from the bag, that is every ball has an equal chance of being included in the three. What is the probability that
(i) the three balls are of different colours,
(ii) two balls are of the same colour, and
(iii) the balls are all of the same colour?

Ans. (i) $30 / 120$, (ii) $79 / 120$, (iii) $11 / 120$.
(b) $A$ is one of six horses entered for a race and is to be ridden by one of the two jockeys $B$ and $C$. It is 2 to 1 that $B$ rides $A$, in which case all the horses are equally likely to win, with rider $C, A$ 's chance is trebled.
(i) Find the probability that $A$ wins.
(ii) What are odds against $A$ 's winning?
[Shivaji Univ. B.Sc. (Stat. Hons.), 1992]
Hint. Probability of $A$ 's winning

$$
\begin{aligned}
& =P(B \text { rides } A \text { and } A \text { wins })+P(C \text { rides } A \text { and } A \text { wins }) \\
& =\frac{2}{3} \times \frac{1}{6}+\frac{1}{3} \times \frac{3}{6}=\frac{5}{18}
\end{aligned}
$$

$\therefore \quad$ Probability of $A$ 's losing $=1-5 / 18=13 / 18$.
Hence odds against $A$ 's winning are : $13 / 18: 5 / 18$, i.e., $13: 5$.
32. (a) Two-third of the students in a class are boys and the rest girls. It is known that the probability of a girl geting a first class is 0.25 and that of boy getting a first class is 0.28 . Find the probability that a student chosen at random will get first class marks in the subject.

Ans. 0.27
(b) You need four eggs to make omelettes for breakfast. You find a dozen eggs in the refrigerator but do not realise that two of these are rotten. What is the probability that of the four eggs you choose at random
(i) none is rotten,
(ii) exactly one is rotten?

Ans. (i) 625/1296 : (ii) 500/1296.
(c) The probability of occurrence of an event $A$ is 0.7 , the probability of non-occurrence of another event $B$ is 0.5 and that of at least one of $A$ or $B$ not occurring is 0.6 . Find the probability that at least one of $A$ or $B$ occurs.
[Mysore,Univ. B.S.c., 1991]
33. (a) The odds against $A$ solving a certain problem are 4 to 3 and odds in favour of $B$ solving the same problem are 7 to 5 . What is the probability that the problem is solved if they both try independently? [Gujarat Univ.B.Sc., 1987]

Ans. 16/21
(b) A certain drug manufactured by a company is tested chemically for its toxic nature. Let the event 'the drug is toxic' be denoted by $E$ and the event 'the chemical test reveals that the drug is toxic' be denoted by $F$. Let $P(E)=\theta$, $P(F \mid E)=P(\bar{F} \mid \bar{E})=1-\theta$. Then show that probability that the drug is not toxic given that the chemical test reveals that it is toxic is free from $\theta$.

Ans. 1/2
[M.S. Baroda Univ. B.Sc., 1992]
34. A bag contains 6 white and 9 black balls. Four balls are drawn at a time. Find the probability for the first draw to give 4 white and the second draw to give 4 black balls in each of the following cases :
(i) The balls are replaced before the second draw.
(ii) The balls are not replaced beforè thé second drä̈.
[Jammu Univ. B.Sc., 1992]
Ans. (i) $\frac{{ }^{6} C_{4}}{{ }^{15} C_{4}} \times \frac{{ }^{9} C_{4}}{{ }^{15} C_{4}}$

$$
\text { (ii) } \frac{{ }^{6} C_{4}}{{ }^{15} C_{4}} \times \frac{{ }^{9} C_{4}}{{ }^{11} C_{4}}
$$

35. The chances that doctor $A$ will diagnose a disease $X$ correctly is $60 \%$. The chances that a patient will die by his treatment after correct diagnosis is $40 \%$ and the chance of death by wrong diagnosis is $70 \%$. A patient of doctor $A$, who had disease $X$, died. What is the chance that his disease was diagnosed correctly?

Hint. Let us define the following events:
$E_{1}$ : Disease $X$ is diagnosed correctly by doctor $A$. $E_{2}$ : A patient (of doctor $A$ ) who has disease $X$ dies.
Then we are given :

$$
P\left(E_{1}\right)=0.6 \quad \Rightarrow \quad P\left(\bar{E}_{1}\right)=1-0.6=0.4
$$

and $P\left(E_{2} \mid E_{\mathrm{i}}\right)=0.4 \quad$ and $\quad P\left(E_{2} \mid \bar{E}_{1}\right)=0.7$
We want $P\left(E_{1} \mid E_{2}\right)=\frac{P\left(E_{1} \cap E_{2}\right)}{P\left(E_{2}\right)}=\frac{P\left(E_{1} \cap E_{2}\right)}{P\left(E_{1} \cap E_{2}\right)+P\left(\bar{E}_{1} \cap E_{2}\right)}=\frac{6}{13}$
36. The probability that at least 2 of 3 people $A, B$ and $C$ will survive for 10 years is $247 / 315$. The probability that $A$ alone will survive for 10 years is $4 / 105$ and the probability that $C$ alone will die within 10 years is $2 / 21$. Assuming that the events of the survival of $A, B$ and $C$ can be regarded as independent, calculate the
probability of surviving 10 years for each person.
Ans. 3/5, 5/7, 7/9.
37. $A$ and $B$ throw alternately a pair of unbiased dice, $A$ beginning. $A$ wins if he throws 7 before $B$ throws 6 , and $B$ wins if he throws 6 before $A$ throws 7. If $A$ and $B$ respectively denote the events that $A$ wins and $B$ wins the series, and $a$ and $b$ respectively denote the events that it is $A$ 's and $B$ 's turn to throw the dice, show that
(i) $P\left(\left.A\right|^{\prime} a\right)=\frac{1}{6}+\frac{5}{6} P(A \mid b)$, (ii) $P(A \mid b)=\frac{31}{36} P(A \mid a)$,
(iii) $P(B \mid a)=\frac{5}{6} P(B \mid b)$, and (iv) $P(B \mid b)=\frac{5}{36}+\frac{13}{36} P(B \mid a)$,

Hence or otherwise, find $P(A \mid a)$ and $P(B \mid a)$. Also comment on the result that $P(A \mid a)+P(B \mid a)=1$.
38. A bag contains an assortment of blue and red balls. If two balls are drawn at randon, the probability of drawing two red balls is five times the probability of drawing two blue balls. Furthermore, the probability of drawing one ball of each colour is six times the probabilitty of drawing two blue balls. How many red and blue balls are there in the bag?

Hint. Let number of red and blue balls in the bag be $r$ and $b$ respectively. Then

$$
\begin{aligned}
& p_{1}=\text { Prob. of drawing two red balls }=\frac{r(r-1)}{(r+b)(r+b-1)} \\
& p_{2}=\text { Prob. of drawing two blue balls }=\frac{b(b-1)}{(r+b)(r+b-1)} \\
& p_{3}=\text { Prob. of drawing one red and one blue ball }=\left[\frac{2 b r}{(r+b)(r+b-1)}\right]
\end{aligned}
$$

Now $\quad p_{1}=5 p_{2}$ ànd $p_{3}=6 p_{2}$
$\therefore \quad r(r-1)=5 b(b-1)$ and $2 b r=6 b(b-1)$
Hence $b=3$ and $r=6$.
39. Three newspapers $A, B$ and $C$ are published in a certain city. It is estimated from a survey that $20 \%$ read $A ; 16 \%$ read $B, 14 \%$ read $C, 8 \%$ read $A$ and $B, 5 \%$ read $A$ and $C, 4 \%$ read $B$ and $C$ and $2 \%$ read all the three newspapers. What is the probability that a normally chosen person
(i) does not read any paper,
(ii) does not read $C$
(iii) reads $A$ but not $B$,
(iv) reads only one of these papers, and
(v) reads only two of these papers.

Ans. (i) 0.65 , (ii) 0.86 , (iii) 0.12 , (iv) 0.22 , (v) 0.11 .
40. (a) A die is thrown twice, the event space $S$ consisting of the 36 possible pairs of outcomes ( $a, b$ ) each assigned probability $1 / 36$. Let $A, B$ and $C$ denote the following events:
$A=\{(a, b) \mid a$ is odd $], B=\{(a, b) \mid b$ is odd $\}, C=\{(a, b) \mid a+b$ is odd. $\}$
Check whether $A, B$ and $C$ are independent or independent in pairs only.
[Calcutta Univ. B.Sc. Hons., 1985]
(b) Eight tickets numbered 111, 121, 122, 122, 211, 212, 212, 221 are placed in a hat and stirred. One of them is then drawn at random. Show that the event $A$ : "the first digit on the ticket drawn will be 1 ", $B$ : "the second digit on the ticket drawn will be 1, " and $C$ : "the third digit on the ticket drawn will be 1 ", are not pairwise independent although

$$
P(A \cap B \cap C)=P(A) P(B) P(C)
$$

41. (a) Four identical marbles marked $1,2,3$ and 123 respectively are put in an um and one is drawn at random. Let $A_{i,}(i=1,2,3)$, denote the event that the number $i$ appears on the drawn marble. Prove that the events $A_{1}, A_{2}$ and $A_{3}$ are pairwise independent but not mutually independent.
[Gauhati Univ. B.Sc. (Hons.), 1988]
Hint. $P\left(A_{1}\right)=\frac{1}{2}=P\left(A_{2}\right)=P\left(A_{3}\right) ; P\left(A_{1} A_{2}\right)=P\left(A_{1} A_{3}\right)=P\left(A_{2} A_{3}\right)=\frac{1}{4}$ $P\left(A_{1} A_{2} A_{3}\right)=\frac{1}{4}$.
(b) Two fair dice are thrown independenly. Define the following events:
$A$ : Even number on the first dice
$B$ : Even number on the second dice.
$C$ : Same number on both dice.
Discuss the independence of the events $A, B$ and $C$.
(c) A die is of the shape of a regular tetrahedron whose faces bear the numbers $111,112,121,122 . A_{1}, A_{2}, A_{3}$ are respectively the events that the first two, the last two and the extreme two digits are the same, when thic die is tossed at random. Find whether or not the events $A_{1}, A_{2}, A_{3}$ are (i) pairwise independent, (ii) mutually (i.e. completely) independent. Determine $P\left(A_{1} \mid A_{2} A_{3}\right)$ ) and explain its value by by argument.
[Civil Services (Main), 1983]
42. (a) For two events $A$ and $B$ we have the following probabilities:

$$
P(A)=P(A \mid B)=\frac{1}{4} \text { and } P(B \mid A)=\frac{1}{2}
$$

Check whether the following statements are true or false:
(i) $A$ and $B$ are mutually exclusive, (ii) $A$ and $B$ are independent, (iii) $A$ is a subevent of $B$, and (iv) $P(\bar{A} \mid B)=\frac{3}{4}$

Ans. (i) False, (ii) True, (iii) False, and (iv) True.
(b) Consider two events $A$ and $B$ such that $P(A)=1 / 4, P(B \mid A)=1 / 2$, $P(A \mid B)=1 / 4$. For each of the following statements, ascertain whether it is true or false :
(i) $A$ is a sub-event of $B, \quad$ (ii) $P(\bar{A} \mid \bar{B})=3 / 4$,
(iii) $P(A \mid B)+P(A \mid \bar{B})=1$
43. (a) Let $A$ and $B$ be two events such that $P(A)=\frac{3}{4}$ and $P(B)=\frac{5}{8}$.

Show that
(i) $P(A \cup B) \geq \frac{3}{4}$, (ii) $\frac{3}{8} \leq P(A \cap B) \leq \frac{5}{8}$, and (iii) $\frac{1}{8} \leq P(A \cap \bar{B}) \leq \frac{3}{8}$.
[Coimbatore Univ. B.E., Nov. 1990; Delhi Univ. B.Sc.(Stat. Hons.),1986]
(b) Given two events $A$ and $B$. If the odds against $A$ are 2 to 1 and those in favour of $A \cup B$ are 3 to 1 , show that

$$
\frac{5}{12} \leq P(B) \leq \frac{3}{4}
$$

Give an example in which $P(B)=3 / 4$ and one in which $P(B)=5 / 12$.
44. Let $A$ and $B$ be events, neither of which has probability zero. Prove or disprove the following events :
(i) If $A$ and $B$ are disjoint, $A$ and $B$ are independent,
(ii) If $A$ and $B$ are independent, $A$ and ' $B$ are disjoiñt.
45. (a) It is given that $P\left(A_{1} \cup A_{2}\right)=\frac{5}{6}, P\left(A_{1} \cap A_{2}\right)=\frac{1}{3}$ and $P\left(\bar{A}_{2}\right)=\frac{1}{2}$, where $P\left(\bar{A}_{2}\right)$ stands for the probability that $A_{2}$ does not happen. Determine $P\left(A_{1}\right)$ and $P\left(A_{2}\right)$.

Hence show that $A_{1}$ and $A_{2}$ are independent.
Ans. $\quad P\left(A_{1}\right)=\frac{2}{3}, \quad P\left(A_{2}\right)=\frac{1}{2}$
(b) $A$ and $B$ are events such that

$$
P(A \cup B)=\frac{3}{4}, P(A \cap B)=\frac{1}{4}, \text { and } P(\bar{A})=\frac{2}{3}
$$

Find (i) $P(A)$, (ii) $P(B)$ and (iii) $P(A \cap \bar{B})$.
(Madras Univ. B.E., 1989)
Ans. (i) $1 / 3$, (ii) $2 / 3$ (iii) $1 / 12$.
46. A thicf has a bunch of $n$ keys, exactly one of wnich fits a lock. If the thief tries to open the lock by trying the keys at random, what is the probability that he requires exactly $k$ attempts, if he rejects the keys already tried? Find the same probability if he does not reject the keys already tried.
(Aligarh Univ. B.Sc., 1991)
Ans. (i) $\frac{1}{n}$, (ii) $\left(\frac{n-1}{n}\right)^{k-1} \cdot \frac{1}{n}$
(b) There are $M$ urns numbered 1 to $M$ and $M$ balls numbered 1 to $M$. The balls are inserted randomly in the ums with one ball in each urn. If a ball is put into the urn bearing the same number as the ball, a match is said to have occurred. Find the probability that no match has occurred.
[Civil Services (Main), 1984]
Hint. See Example 4.54 page 4.97.
47. If $n$ letters are placed at random in $n$ correctly addressed envelopes, find: the probability that
(i) none of the letters is placed in the correct envelope,
(ii) At least one letter goes to the correct envelope,
(iii) All letters go to the correct envelopes.
[Delhi Univ. B.Sc. (Stat Hons.), 1987, 1984]
48. An urn contains $n$ white and $m$ black balls, a second um contains $N$ white and $M$ black balls. A ball is randomly transferred from the first to the second urn and then from the second to the first urm. If a ball is now selected randomly from the first urn, prove that the probability that it is white is

$$
\frac{n}{n+m}+\frac{m N-n M}{(n+m)^{2}(N+M+1)}
$$

[Delhi Univ. B.Sc. (Stat.Hons.) 1986]
Hint. Let us define the following events:
$B_{i}$ : Drawing of a black ball from the $i$ th urn, $i=1,2$.
$W_{i}$ : Drawing of a white ball from the $i t h u m, i=1,2$.
The four distinct possibilities for the first two exchanges are $B_{1} W_{2}, B_{1} B_{2}$, $W_{1} B_{2}, W_{1} W_{2}$. Hence if $E$ denotes the event of drawing a white ball from the first urn after the exchanges, then

$$
\begin{equation*}
P(E)=P\left(B_{1} W_{2} E\right)+P\left(B_{1} B_{2} E\right)+P\left(W_{1} B_{2} E\right)+P\left(W_{1} W_{2} E\right) \tag{*}
\end{equation*}
$$

We have:

$$
\begin{aligned}
& P\left(B_{1} W_{2} E\right)=P\left(B_{1}\right) \cdot P\left(W_{2} \mid B_{1}\right) P\left(E \mid B_{1} W_{2}\right)=\frac{m}{m+n} \times \frac{N}{M+N+1} \times \frac{n+1}{m+n} \\
& P\left(B_{1} B_{2} E\right)=P\left(B_{1}\right) \cdot P\left(B_{2} \mid B_{1}\right) \cdot P\left(E \mid B_{1} B_{2}\right)=\frac{m}{m+n} \times \frac{M+1}{M+N+1} \times \frac{n}{m+n} \\
& P\left(W_{1} B_{2} E\right)=P\left(W_{1}\right) \cdot P\left(B_{2} \mid W_{1}\right) \cdot P\left(E \mid W_{1} B_{2}\right)=\frac{n}{m+n} \times \frac{M}{M+N+1} \times \frac{n-1}{m+n} \\
& P\left(W_{1} W_{2} E\right)=P\left(W_{1}\right) \cdot P\left(W_{2} \mid W_{1}\right) \cdot P\left(E \mid W_{1} W_{2}\right)=\frac{n}{m+n} \times \frac{N+1}{M+N+1} \times \frac{n}{m+n}
\end{aligned}
$$

Substituting in (*) and simplifying we get the result.
49. A particular machine is prone to three similar types of faults $A_{1}, A_{2}$ and $A_{3}$. Past records on breakdowns of the machine show the following: the probability of a breakdown (i.e., at least one fault) i: $0 \cdot 1$; for each $i$, the probability that fault $A_{i}$ occurs and the others do not is 0.02 ; for each pair $i, j$ the probability that $A_{i}$ and $A_{j}$ occur but the third fault does not is $0 \cdot 012$. Determine the probabilities of
(a) the fault of type $A_{1}$ occurring irrespective of whether the other faults occur or not,
(b) a fault of type $A_{1}$ given that $A_{2}$ has occurred,
(c) faults of type $A_{1}$ and $A_{2}$ given that $A_{3}$ has occurred.
[London U. B.Sc. 1976]
50. The probability of the closing of each relay of the circuit sthown below is given by $p$. If all the relays function independently, what is the probability, that a circuit exists between the terminals L and R ?


Ans. $p^{2}\left(2-p^{2}\right)$.
4.9. Bayes Theorem. If $E_{1}, E_{2}, \ldots, E_{n}$ are mutually disjoint events with $P\left(E_{1}\right) \neq 0,(i=1,2, \ldots, n)$ then for any orbitrary event $A$ which is a subset of $n$ $\cup E_{r}$ such that $P(A)>0$, we have $i=1$

$$
P\left(E_{i} \mid A\right)=\frac{P\left(E_{i}\right) P\left(A \mid E_{i}\right)}{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}, i=1,2, \ldots, n .
$$

Proof. Since $A \subset \cup E_{i}$, we have

$$
A=A \cap\left(\bigcup_{i=1}^{n} E_{1}\right)=\bigcup_{i=1}^{n}\left(A \cap E_{i}\right) \quad \text { [By distributive law] }
$$

Since $\left(A \cap E_{i}\right) \subset E_{i},(i=1,2, \ldots ., n)$ are mutually disjoint events, we have by addition theorem of probability (or Axiom 3 of probability)

$$
\begin{equation*}
P(A)=P\left[\cup_{i=1}^{n}\left(A \cap E_{i}\right)\right]=\sum_{i=1}^{n} P\left(A \cap E_{i}\right)=\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right), \tag{*}
\end{equation*}
$$

by compound theorem of probability.
Also we have

$$
\begin{aligned}
& P\left(A \cap E_{i}\right)=P(A) P\left(E_{i} \mid A\right) \\
& P\left(E_{i} \mid A\right)=\frac{P\left(A \cap E_{i}\right)}{P(A)}=\frac{P\left(E_{i}\right) P\left(A \mid E_{i}\right)}{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}
\end{aligned}
$$

Remarks. 1. The probabilities $P\left(E_{1}\right), P\left(E_{2}\right) \ldots, P\left(E_{n}\right)$ are termed as the ' $a$ priori probabilities' because they exist before we gain any information from the experiment itself.
2. The probabilities $P\left(A \mid E_{i}\right), i=1,2, \ldots, n$ are called 'likelihoods' because they indicate how likely the event $A$ under consideration is to occur, given each and every a priori probability.
3. The probabilities $P\left(E_{i} \mid A\right), i=1,2, \ldots, n$ are called 'posterior probabilities' because they are determined after the results of the experiment are known.
4. From (*) we get the following important rèsult:
"If the events $E_{1}, E_{2}, \ldots, E_{n}$ constitute a partition of the sample space $S$ anti $P\left(E_{i}\right) \neq 0, i=1,2, \ldots, n$, then for any event $A$ in $S$ we have

$$
\begin{equation*}
P(A)=\sum_{i=1}^{n} P\left(A \cap E_{i}\right)=\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right) \tag{4-12a}
\end{equation*}
$$

Cor. (Bayes theorem for future events)
The probability of the materialisation of another event $C$, given

$$
\begin{gather*}
P\left(C \mid A \cap E_{1}\right), P\left(C \mid A \cap E_{2}\right), \ldots, P\left(C \mid A \cap E_{n}\right) \text { is } \\
P(C \mid A)=\frac{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right) P\left(C \mid E_{i} \cap A\right)}{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}
\end{gather*}
$$

Proof. Since the occurrence of event $A$ implies the occurrence of one and only one of the events $E_{1}, E_{2}, \ldots, E_{n}$, the event $C$ (granted that $A$ has occurred) can occu in the following mutually exclusive ways:

$$
\begin{aligned}
& C \cap E_{1}, C \cap E_{2}, \ldots, C \cap E_{n} \\
\text { i.e., } \quad C & =\left(C \cap E_{1}\right) \cup\left(C \cap E_{2} \cup \ldots \cup\left(C \cap E_{n}\right)\right. \\
\Rightarrow \quad C \mid A & =\left[\left(C \cap E_{1}\right) \mid A\right] \cup\left[\left(C \cap E_{2}\right) \mid A\right] \cup \ldots \cup\left[\left(C \cap E_{n}\right) \mid A\right] \\
\therefore P(C \mid A)= & P\left[\left(C \cap E_{1}\right) \mid A\right]+P\left[\left(C \cap E_{2}\right) \mid A\right]+\ldots+P\left[\left(C \cap E_{n}\right) \mid A\right] \\
= & \sum_{i=1}^{n} P\left[\left(C \cap E_{i}\right) \mid A\right] \\
& =\sum_{i=1}^{n} P\left(E_{i} \mid A\right) P\left[C \mid\left(E_{i} \cap A\right)\right]
\end{aligned}
$$

Substituting the value of $P\left(E_{i} \mid A\right)$ from (*), we get

$$
P(C \mid A)=\frac{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right) P\left(C \mid E_{i} \cap A\right)}{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}
$$

Remark. It may happen that the materialisation of the event $E_{i}$ makes $C$ ifdyependent of $A$, then we have

$$
P\left(C \mid E_{i} \cap A\right)=P\left(C \mid E_{i}\right),
$$

and the abova formula reduces to

$$
P(C \mid A)=\frac{\sum_{i=1}^{n} P\left(E_{i}\right) P\left(A \mid E_{i}\right) P\left(C \mid E_{i}\right)-}{\sum_{i=1}^{n_{n}} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}
$$

The event $C$ can be considered in regard to $A$, as Future Event.

Example 4.30. In 1989 there were three candidates for the position of principal - Mr. Chatterji, Mr. Ayangar and Dr. Singh - whose chances of getting the appointment are in the proportion 4:2:3 respectively. The probability that Mr. Chatterji if selected would introduce co-education in the college is 0.3 . The probabilities of Mr. Ayangar and Dr. Singh doing the same are respectively 0.5 and 0.8. What is the probability that there was co-education in the college in 1990?
[Delhi Univ. B.Sc.(Stat. Hons.), 1992; Gorakhpur Univ. B.Sc., 1992]
Solution. Let the events and probabilities be defined as follows:
A : Introduction of co-cducation
$E_{1}: \mathrm{Mr}$. Chaturjii is selected as principal
$E_{2}: \mathrm{Mr}$. Ayangar is selected as principal $E_{3}:$ Dr. Singh is selected as principal.
Then

$$
\begin{aligned}
& P\left(E_{1}\right)=\frac{4}{9}, P\left(E_{2}\right)=\frac{2}{9} \text { and } P\left(E_{3}\right)=\frac{3}{9} \\
& P\left(A \mid E_{1}\right)=\frac{3}{10}, P\left(A \mid E_{2}\right)=\frac{5}{10} \text { and } P\left(A \mid E_{3}\right)=\frac{8}{10} \\
& \therefore \quad P(A)=P\left[\left(A \cap E_{1}\right) \cup\left(A \cap E_{2}\right) \cup\left(A \cap E_{3}\right)\right] \\
&=P\left(A \cap E_{1}\right)+P\left(A \cap E_{2}\right)+P\left(A \cap E_{3}\right) \\
&=P\left(E_{1}\right) P\left(A \mid E_{1}\right)+P\left(E_{2}\right) P\left(A \mid E_{2}\right)+P\left(E_{3}\right) P\left(A \mid E_{3}\right) \\
&=\frac{4}{9} \cdot \frac{3}{10}+\frac{2}{9} \cdot \frac{5}{10}+\frac{3}{9} \cdot \frac{8}{10}=\frac{23}{45}
\end{aligned}
$$

Example. 4.31. The contents of urns I, II and III are as follows:
1 white, 2 black and 3 red balls,
2 white, 1 black and 1 red balls, and
4 white, 5 black and 3 red. balls.
One urn is chosen at random and two balls drawn. They happen to be white and red. What is the probability that they come from urns I, II or III?
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution. Let $E_{1}, E_{2}$, and $E_{3}$ denote the events that the urn I, II and III is chosen, respectively, and let $A$ be the event that the two balls taken from the selected urn are white and red. Then
and

$$
\begin{aligned}
\dot{P}\left(E_{1}\right) & =P\left(E_{2}\right)=P\left(E_{3}\right)=\frac{1}{3} \\
P\left(A \mid E_{1}\right) & =\frac{1 \times 3}{{ }^{6} C_{2}}=\frac{1}{5}, P\left(A \mid E_{2}\right)=\frac{2 \times 1}{{ }^{4} C_{2}}=\frac{1}{3}, \\
P\left(A \mid E_{3}\right) & =\frac{4 \times 3}{{ }^{12} C_{2}}=\frac{2}{11}
\end{aligned}
$$

Hence .

$$
\begin{aligned}
P\left(\dot{E}_{2} \mid A\right) & =\frac{P\left(E_{2}\right) P\left(A \mid E_{2}\right)}{\sum_{i=1}^{3} P\left(E_{i}\right) P\left(A \mid E_{i}\right)} \\
& =\frac{\frac{1}{3} \times \frac{1}{3}}{\frac{1}{3} \times \frac{1}{5}+\frac{1}{3} \times \frac{1}{3}+\frac{1}{3} \times \frac{2}{11}}=\frac{55}{118}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
& P(E, \mid A)=\frac{\frac{1}{3} \times \frac{2}{11}}{\frac{1}{3} \times \frac{1}{5}+\frac{1}{3} \times \frac{1}{3}+\frac{1}{3} \times \frac{1}{11}}=\frac{30}{118} \\
\therefore & P\left(E_{1} \mid A\right)=1-\frac{55}{118}-\frac{30}{118}=\frac{33}{118}
\end{aligned}
$$

Example. 4.32. In answering a question on a multiple choice test a student either knows the answer or he guesses. Let p be the probability that he knows the answer and 1-p the probability that he guesses. Assume that a student who guesses at the answer. .ill be correct with probability 115 , where 5 is the number of multiple-choice alternatives. What is the conditional probability that a student knew the answer to a question given that he answered it correctly?
[Delhi Univ. B.Sc. (Maths Hons.), 1985]
Solution. Lèt us define the following events:
$E_{1}$ : The student knew the right answer.
$E_{2}$ : The student guesses the right answer.
$A$ : The student gets the right answer.
Then we are given

$$
P\left(E_{1}\right)=p, \quad P\left(E_{2}\right)=1-p, \quad P\left(A \mid E_{2}\right)=1 / 5
$$

$P\left(A \mid E_{1}\right)=P$ [student gets the right answer given that he knew the right answer] $=1$
We want $P\left(\dot{E}_{1} \mid A\right)$.
Using Bayes' rule, we get :

$$
P\left(E_{1} \mid A\right)=\frac{P\left(E_{1}\right): P\left(A \mid E_{1}\right)}{P\left(E_{1}\right) P\left(A \mid E_{1}\right)+P\left(E_{2}\right) P\left(A \mid E_{2}\right)}=\frac{p \times 1}{p \times 1+(1-p) \times \frac{1}{5}}=\frac{5 p}{4 p+1}
$$

Example 4.33. In a bolt factory machines $A, B$ and $C$ manufacture respectively $25 \%, 35 \%$ and $40 \%$ of the total. Of their output 5, 4, 2. per cent are defective bolts. A bolt is drawn at random from the product and is found to be defective. What are the probabilities that it was manufactured by machines $A, B$ and $C$ ?

Solution. Let $E_{1}, E_{2}$ and $E_{3}$ denote the events that a bolt.selected at random is manufactured by the machines $A, B$ and $C$ respectively and let $E$ denote the event of its being defective. Then we have

$$
P\left(E_{1}\right)=0.25, P\left(E_{2}\right)=0.35, P\left(E_{3}\right)=0.40
$$

The probability of drawing a defective bolt manufactured by machine $A$ is $P\left(E \mid E_{1}\right)=0.05$.

Similarly, we have

$$
P\left(E \mid E_{2}\right)=0.04, \text { and } P\left(E \mid E_{3}\right)=0.02
$$

Hence the probability that a defective bolt selected dat random is manufactured by machine $A$ is given by

$$
\begin{aligned}
P\left(E_{1} \mid E\right) & =\frac{P\left(E_{1}\right) P\left(E \mid E_{1}\right)}{\sum_{i=1}^{3} P\left(E_{i}\right) P\left(E \mid E_{i}\right)} \\
& =\frac{0.25 \times 0.05}{0.25 \times 0.05+0.35 \times 0.04+0.40 \times 0.02}=\frac{125}{345}=\frac{25}{69}
\end{aligned}
$$

Similarly

$$
P\left(E_{2} \mid \cdot E\right)=\frac{0.35 \times 0.04}{0.25 \times 0.05+0.35 \times 0.04+0.40 \times 0.02}=\frac{140}{345}=\frac{28}{69}
$$

and

$$
P\left(E_{3} \mid E\right)=1-\left[P\left(E_{1} \mid E\right)+P\left(E_{2} \mid E\right)\right]=1-\frac{25}{69}-\frac{28}{69}=\frac{16}{69}
$$

This example illustrates one of the chicf applications of Bayes Theorem.

## EXERCISE 4 (d)

1. (a) State and prove Baye's Theorem.
(b) The set of events $A_{k},(k=1,2, \ldots, n)$ are (i) exhaustive ánd (ii) pairwise mutually exclusive. If for all $k$ the probabilities $P\left(A_{k}\right)$ and $P\left(E \mid A_{k}\right)$ are known, calculate $P\left(A_{k} \mid E\right)$, where $E$ is an arbitrary event. Indicate where conditions $(i)$ and (ii) are used.
(c) The events $E_{1}, E_{2}, \ldots, E_{n}$ are mutually exclusive and $E=E_{1} \cup E_{2} \cup \ldots$ $\cup E_{n}$. Show, that if $P\left(A \mid E_{i}\right)=P\left(B \mid E_{i}\right) ; i=1,2, \ldots, n$, then $P(A \mid E)=$ $P\left(B^{\prime} \mid E\right)$. Is this conclusion true if the events $E_{i}$ are not mutually exclusive?
[Calcutta Univ. B.Sc. (Maths Hons.), 1990]
(d) What are the criticisms aggainst the use of Bayes theorem in probability theory.
[Sri . Venketeswara Üniv. B.Sc., 1991]
(e) Using the fundamental addition and multiplication rules of probability, show that

$$
P(B \mid A)=\frac{P(B) P(A \mid B)}{P(B) P(A \mid B)+P(\bar{B}) P(\dot{A} \mid \bar{B})}
$$

where $\bar{B}$ is the event complementary to the event $B$.
[Delhi Univ. M.A. (Ëcon.), 1987]
2. (a) Two groups are competing for the positions on the Board of Directors of a corporation. The.probabilities that the first and second groups will wiñ are 0.6 and 0.4 respectively. Furthermore, if the first group wins the probability of introducing a new product is 0.8 and the corresponding probability if the second group wins is $0 \cdot 3$. What is the probability that the new product will be introduced?

Ans. $0.6 \times 0.8+0.4 \times 0.3=0.6$
(b) The chances of $X, Y, Z$ becoming managers ol a certain company are 4:2:3. The probabilities that bonus scheme will be introduced if $X, Y, Z$ become managers, are $0.3,0.5$ and 0.8 respectively. If the bonus scheme has been introduced, what is the probability that $X$ is appointed as the manager.

Ans. 0.51
(c) A restaurant serves two special dishes, $A$ and $B$ to its customers consisting of $60 \%$ men and $40 \%$ women. $80 \%$ of men order dish $A$ and the rest $B .70 \%$ of women order dish $B$ and the rest $A$. In what ratio of $A t B$ should the restaurant prepare the two dishes?
(Bangalore Univ. B.Sc., 1991)
Ans. $\quad P(A)=P[(A \cap M) \cup(A \cap W)]=0.6 \times 0.8+0.4 \times 0.3=0.6$
Similarly ${ }^{-P}(B)=0.4$. Required ratio $=0.6: 0.4=3: 2$.
3. (a) There are three urms having the following compositions of black and white balls.

> Um $1: 7$ white, 3 black balls
> Um 2:4 white, 6 black balls
> Um 3:2 white, 8 black balls.

One of these urns is chosen at random with probabilities $0.20,0.60$ and 0.20 respectively. From the chosen um two balls are drawn at random without replacement. Calculate the probability that both these balls are white.

Ans. 8/45.
(Madurai Univ. B.Sc., 1991)
(b) Bowl I contain 3 red chips and 7 blue chips, bowl 11 contain 6 red chips and 4 blue chips. A bowl is selected at random and then 1 chip is drawn from this bowl. (i) Compute the probability that this chip is red, (ii) Relative to the hypothesis that the chip is red, find the conditiona! probability that it is drawn from bowl II. [Delhi Univ. B.Sc. (Maths Hons.)1987]
(c) In a factory machines $A$ and $B$ are producing springs of the same type. Of this production, machines $A$ and $\dot{B}$ produce $5 \%$ and $10 \%$ defective springs, respectively. Machines $A$ and $B$ produce $40 \%$ and $60 \%$ of the total ouput of the factory. One spring is selected at random and it is found to be defective. What is the possibility that this defective spring was produced by machine A?
[Delhi Univ. M.A. (Econ.),1986]
(d) Um $A$ contains 2 white, 1 black and 3 red balls, um $B$ contains 3 white, 2 black and 4 red balls and urn $C$ contains 4 white, 3 black and 2 red balls. One urn is chosen at random and 2 balls aré drawn. They happen to be red and black. What
is the probability that both balls came from urn ' $B$ '?
[Madras U. B.Sc. April; 1989]
(e) Urn $X_{1}, X_{2}, X_{3}$, each contains 5 red and 3 white balls. Ums $Y_{1}, Y_{2}$, each contain 2 red and 4 white balls. An urn is selected at random and a ball is drawn. It is found to be red. Find the probability that the ball comes out of the urns of the first type.
[Bombay U. B.Sc., April 199.2]
(f) Two shipments of parts are received. The first shipment contains 1000,parts with $10 \%$ defectives and the second shipment contains 2000 parts with $5 \%$ defectives. One shipment is selected at random. Two parts are tested and found good. Find the probability (a posterior) that the tested parts were selected from the first shipment.
[Burdwan Univ. B.Sc. (Hons.), 1988]
(g) There are three machines producing 10,$000 ; 20,000$ and 30,000 bullets per hour respectively. These machines are known to produce $5 \%, 4 \%$ and $2 \%$ defective bullets respectively. One bullet is taken at random from an hour's production of the three machines. What is the probability that it is defective? If the drawn bullet is defective, what is the probability that this was produced by the sccond machine?
[Delhi Univ. B.Sc. (Stat. Hons.), 1991]
4. (a) Three urns are given each containing red and white chips as indicated.

Urn 1:6 red and 4 white.
Um $2: 2$ red and 6 white.
Um 3:1 red and 8 white.
(i) An urn is chosen at random and a ball is drawn from this urn. The ball is red. Find the probability that the urn chosen was urn I .
(ii) An urn is chosen at random and-two balls are drawn without replacement frum this urn. If both balls are red, find the probability that urn I was chosen. Under these conditions, what is the probability that urn III was chosen.

Anṣ. 108/173, 112/12, 0
[Gauhati Univ. B.Sc., 1990]
(b) There are ten urns of which each of three contains 1 white and 9 black balls, each of other three contains 9 white and 1 black ball, and of the remaining four, each contains 5 white and 5 black balls. One of the urns is selected at random and a ball taken blindly from it turns out to be white. What is the probabililty that an urn containing 1 white and 9 black balls was selected? (Agra Univ. B.Sc., 1991)

Hint : $\quad P\left(E_{1}\right)=\frac{3}{10}, P\left(E_{2}\right)=\frac{3}{10}$ and $P\left(E_{3}\right)=\frac{4}{10}$.
Let $A$ be the event of drawing a white ball.

$$
\begin{aligned}
P(A) & =\frac{3}{10} \times \frac{1}{10}+\frac{3}{10} \times \frac{9}{10}+\frac{4}{10} \times \frac{5}{10}=\frac{1}{2} \\
P\left(A \mid E_{1}\right) & =\frac{1}{10} \text { and } P\left(E_{1} \mid A\right)=\frac{3}{50}
\end{aligned}
$$

(c) It is known that an urn containing altogether 10 balls was filled in, the following manner: A coin was tossed. 10 times, and according aș it showed heads or tails, one white or one black ball was put into the urn. Balls are drawn from this
urn one at a time, 10 times in succession (with replacement) and every one turns out to he white. Find the chance that the urn contains nothing but white balls.

Ans. 0.0702.
5. (a) From a vessel containing 3 white and 5 black balls, 4 balls are transferred into an empty vessel. From this vessel a ball is drawn and is found to be white. What is the probability that out of four balls transferred, 3 are white and 1 black.
[Delhi Uni. B.Sc. (Stat. Hons.), 1985]
Hint. Let the five mutually exclusive events for the four balls transferred be $E_{0}, E_{1}, E_{2}, E_{3}$, and $E_{4}$, where $E_{i}$ denotes the event that $i$ white balls are transferred and let $A$ be the event of drawing a white ball from the new vessel.

Then

$$
\begin{aligned}
& P\left(E_{0}\right)=\frac{{ }^{5} C_{4}}{{ }^{8} C_{4}}, P\left(E_{1}\right)=\frac{{ }^{3} C_{1} \times{ }^{5} C_{3}}{{ }^{8} C_{4}}, P\left(E_{2}\right)=\frac{{ }^{3} C_{2} \times{ }^{5} C_{2}}{{ }^{8} C_{4}} \\
& P\left(E_{3}\right)=\frac{{ }^{3} C_{3} \times{ }^{5} C_{1}}{{ }^{8} C_{4}} \text { and } P\left(E_{4}\right)=0
\end{aligned}
$$

Also $P\left(A \mid E_{0}\right)=0, P\left(A \mid E_{1}\right)=\frac{1}{4}, P\left(A \mid E_{2}\right)=\frac{2}{4},\left(A \mid E_{3}\right)=\frac{3}{4}$,
and

$$
P\left(A \vdash E_{4}\right)=1: \text { Hence } P\left(E_{3} \mid A\right)=\frac{1}{7}
$$

(b) The contents of the urns 1 and 2 are as follows:

Urn 1:4 white and 5 black balls.
Urn 2:3 white and 6 black balls.
One urn is chosen at random and a ball is drawn and its colour noted and replaced back to the urn: Again a ball is drawn from the same urn, colour noted and replaced. The process is repeated 4 times and as a result one ball of white colour and three balls of black colour are obtaine J . What is the probability that the urn chosen was the urn 1 ?
(Poona Univ. B.E., 1989)
Hint. $\quad P\left(E_{1}\right)=P\left(E_{2}\right)=1 / 2$,

$$
\begin{array}{ll}
P\left(A \mid E_{1}\right)=4 / 9, & 1-P\left(A \mid E_{1}\right)=5 / 9 \\
P\left(A \mid E_{2}\right)=1 / 3, & 1-P\left(A \mid E_{2}\right)=2 / 3
\end{array}
$$

The probability that the urn chosen was the urn I

$$
=\frac{\frac{1}{2} \cdot \frac{4}{9}\left(\frac{5}{9}\right)^{3}}{\frac{1}{2} \cdot \frac{4}{9} \cdot\left(\frac{5}{9}\right)^{3}+\frac{1}{2} \cdot \frac{1}{3} \cdot\left(\frac{2}{3}\right)^{3}}
$$

(c) There are five urns numbered 1 to 5 . Each urn contains 10 balls. The $i$ th urn has $i$ defective balls and $10-i$ non-defective balls; $i=1,2, \ldots 5$. An urn is chosen at random and then a ball is selected at random from that urn. ( $i$ ) What is the probability that a defective ball is selected ?
(ii) If the selected ball is defective, find the probability that it came from urn $i,(i=1,2, \ldots, 5)$.
[Delhi Univ. B.Sc. (Maths Hons.), 1987]
Hint.: Define the following events :
$E_{i}$ : ith urn is selected at random.

$$
\begin{align*}
& A: \text { Defective ball is selected. } \\
& P\left(E_{i}\right)=1 / 5 ; i=1,2, \ldots, 5 \text {. } \\
& P\left(A \mid E_{i}\right)=P[\text { Defective ball from } i \text { th urn }]=i / 10,(i=1,2, \ldots, 5) \\
& P\left(E_{i}\right) . \bar{i}\left(A \mid E_{i}\right)=\frac{1}{5} \times \frac{i}{10}=\frac{i}{50},(i=1,2, \ldots, 5) . \\
& P(A)=\sum_{i=1}^{5} P\left(E_{i}\right) P\left(A \mid E_{i}\right)=\sum_{i=1}^{5}\left(\frac{i}{50}\right)=\frac{1+2+3+4+5}{50}=\frac{3}{10}  \tag{i}\\
& P\left(E_{i} \mid A\right)=\frac{P\left(E_{i}\right) P\left(A \mid E_{i}\right)}{\sum_{i} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}=\frac{i / 50}{3 / 10}=\frac{i}{15} ; i=1,2, \ldots, 5 . \tag{ii}
\end{align*}
$$

For example, the probability that the defective ball came from 5 th um $=(5 / 15)=1 / 3$.
6. (a) A bag contains six balls of different colours and a ball is drawn from it at random. $A$ speaks truth thrice out of 4 times and $B$ speaks truth 7 times out of 10 times. If both $A$ and $B$ say that a red ball was drawn, find the probability of their joint statement being true.
[Delhi Univ. B.Sc. (Stat. Hons.),1987; Kerala Univ. B.Sc.1988]
(b) $A$ and $B$ are two very weak students of Statistics and their chances of solving a problem correctly are $1 / 8$ and $1 / 12$ respectively. If the probability of their making a common mistake is $1 / 1001$ and they obtain the same answer, find the chance that their answer is correct.
[Poona Univ. B.Sc., 1989]
Ans. Reqd. Probability $=\frac{1 / 8 \times 1 / 12}{1 / 8 \times 1 / 12+(1-1 / 8) \cdot(1-1 / 12) \cdot 1 / 1001}=\frac{13}{14}$
7. (a) Three boxes, practically indistinguishable in appearance, have two drawerseach. Box l.contains a gold coin in one and a silver coin in the other drawer, box II contains a gold coin in each drawer and box Ill contains a silver coin in each drawer. One box is chosen at random and one of its drawers is opened at random and a gold coin found. What is the:probability that the other drawer contains a coin of silver?
(Gujarat Univ. B.Sc., 1992)
Ans. 1/3, 1/3.
(b) Two cannons No. 1 and 2 fire at the same target. Cannon No. 1 gives on an average 9 shots in the time in which Cannon No. 2 fires 10 projectiles. But on an average 8 out of 10 projectiles from Cannon No. 1 and 7 out of 10 from Cannon No. 2 strike the target. In the course of shooting, the target is struck by one projectile. What is the probability of a projectile which has struck the target belonging to Cannon No. 2?
(Lucknow Univ. B.Sc., 1991)
Ans. 0.493
(c) Suppose 5 men out of 100 and 25 women out of 10,000 are colour blind. A colour blind person is chosen at random. What is the probability of his being male? (Assume males and females to be in equal number.)

Hint. $E_{1}=$ Person is a male, $E_{2}=$ Person is a female.

$$
A=\text { Person is colour blind. }
$$

Then $P\left(E_{1}\right)=P\left(E_{2}\right)=1 / 2, P\left(A \mid E_{1}\right)=0.05, P\left(A \mid E_{2}\right)=0.0025$.
Hence find $P\left(E_{1} \mid, A\right)$.
8. (a) Thrce machines $X, Y, Z$ with capacities proportional to $2: 3: 4$ are producting bullets. The probabilities that the machines produce defective are $0 \cdot 1$, 0.2 and 0.1 respectively. A bullet is taken from a day's production and found to be defective What is the probability that it came from machine $X$ ?
[Madras Univ. B.Sc., 1988]
(b) In a factory 2 machines $M_{1}$ and $M_{2}$ are used for manufacturing screws which may be uniquely classified as good or bad. $M_{1}$ produces per day $n_{1}$ boxes of screws, of which on the average, $p_{1} \%$ are bad while the corresponding numbers for $M_{2}$ are $n_{2}$ and $p_{2}$. From the total production of both $M_{1}$ and $M_{2}$ for a certain day, a box is chosen at random, a screw taken out of it and it is found to be bad. Find the chance that the selected box is manufactured (i) by $M_{1}$, (ii) $M_{2}$.

Ans. (i) $n_{1} p_{1} /\left(n_{1} p_{1}+n_{2} p_{2}\right)$, (ii) $n_{2} p_{2} /\left(n_{1} p_{1}+n_{2} p_{2}\right)$.
9. (a) A man is equally likley to choose any one of three routes $A, B, C$ from his house to the railway station, and his choice of route is not influenced by the weather. If the weather is dry, the probabilities of missing the train by routes $A, B$, $C$ are respectively $1 / 20,1 / 10,1 / 5$. He sets out on a dry day and misses the train. What is the probability that the route chosen was $C$ ?

On a wet day; the respective probabilities of missing the train by routes $A, B$, $C$ are $1 / 20,1 / 5,1 / 2$ respectively. On the average, one day in four is wet. If he misses the train, what is the probability that the day was wet?
[Allahabad Univ. B.Sc., 1991]
(b) A doctor is to visit the patient and from past experience it is known that the probabilities that he will come by train, bus or scooter are respectively $3 / 10$, $1 / 5$, and $1 / 10$, the probabililty that he will use some other means of transport being, therefore, $2 / 5$. If he comes by train, the probability that he will be late is $1 / 4$, if by bus $1 / 3$ and if by scooter $1 / 12$, if he uses some other means of transport it can be assumed that he will not be late. When he arrives he is late. What is the probability that (i) he comes by train (ii) he is notlate?
[Burdwan Univ. B.Sc. (Hons.), 1990]

## Ans. (i) $1 / 2$, (ii) $9 / 34$

10. State and prove Bayes rule and expalin why, in spiteof its easy deductibility from the postulates of probability, it has been the subject of such extensive controversy.

In the chest X-ray tests, it is found that the probability of detection when a person has actually T.B. is 0.95 and probabililty of diagnosing incorrectly as having T.B. is 0.002 . In a certain city $0.1 \%$ of the adult population is suspected to be suffering from T.B. If an adult is selected at random and is diagnosed as having
T.B. on the basis of the X-ray test, what is the probability of his actually having a T.B.?
(Nagpur Univ. B.E., 1991)
Ans. 0.97
11. A certain transistor is manufactured at three factories at Barmsley, Bradford and Bristol. It is known that the Barnsley factory produces twice as mány transistors as the Bradford one, which produces the same number as the Bristol one (during the same period). Experience also shows that $0.2 \%$ of the transistors produced at Barnsley and Bradford are faulty and so are $0.4 \%$ of those produced at Bristol.

A service engineer, while maintaining an electronic equipment, finds a defective transistor. What is the probability that the Bradford factory is to blame?
(Bangalore Univ. B.E., Oct. 1992)
12. The sample space consists of integers from 1 to $2 n$ which are assigned probabilities proportional to their logarithms. Find the probabilities and show that the conditional probability of the integer 2, given that an even integer occurs, is

$$
\frac{\log 2}{[n \log 2+\log (n!)]}
$$

(Lucknow Univ. M.A., 1992)
[Hint. Let $E_{i}$ : the event that the integer $2 i$ is drawn, $(i=1,2,3, \ldots, n)$.
$A:$ the event of drawing' an even integer.

$$
\Rightarrow \quad A=E_{1} \cup E_{2} \cup \ldots \cup E_{n} \quad \Rightarrow \quad P(A)=\sum_{i=1}^{n} P\left(E_{i}\right)
$$

But $\quad P\left(E_{i}\right)=k \log (2 i) \quad$ (Given)

$$
\begin{array}{ll}
\therefore & \dot{P}(A)=k \sum_{i=1}^{n} \log (2 i)=k \log \prod_{i=1}^{n}(2 i)=k[n \log 2+\log (n!)] \\
\therefore & P\left(E_{i} \mid A\right)=\frac{\log (2 i)}{[n \log 2+\log (n!)]}
\end{array}
$$

13. In answering a question on a multiple choice test, an examinee either knows the answer (with probability.p), or he guesses (with probability $1-p$ ). Assume that the probability of answering a question correctly is unity for an examinee who knows the answer and $1 / m$ for the examinee who guesses, where $m$ is the number of multiple choice alternatives. Supposing an examinee answers a question correctly, what is the probability that he really knows the answer?
[Delhi Univ. M.C.A., 1990; M.Sc. (Stat.), 1989]
Hint. Let $E_{1}=$ The examinee knows the answer,

$$
\tilde{E}_{2}=\text { The examinee guesses the answer, }
$$

and

$$
A=\text { The examinee answers correctly. }
$$

Then $P\left(E_{1}\right)=p, P\left(E_{2}\right)=1-p, P\left(A \mid E_{1}\right)=1$ and $P\left(A \mid E_{2}\right)=1 / m$
Now use Bayes theorem to prove

$$
P\left(E_{1} \mid A\right)=\frac{m p}{1+(m-1) p}
$$

14. Die $A$ has four red and two white faces whereas die $B$ has two red and four white faces. A biased coin is flipped once. If it falls heads, the game continues by
throwing die $A$, if it falls tails die $B$ is to be used.
(i) Show that the probability of getting a red face at any throw is $1 / 2$.
(ii) If the first two throws resulted in red faces, what is the probability of red face at the 3rd throw?
(iii) If red face tums up at the first $n$ throws, what is the probability that die $A$ is being used?

Ans. (ii) $3 / 5$ (iii) $\frac{2^{n}}{2^{n}+1}$
15. A manufacturing firm produces steel pipes in three plants with daily production volumes of 500, 1,000 and 2,000 units.respectively. According to past experience it is known that the fraction of defective outputs produced by the three plants are respectively $0.005,0.008$ and 0.010 . If a pipe is selected at random from a day's total production and found to be defective, from which plant does that pipe come?

Ans. Third plant.
16. A piece of mechanism consists of 11 components, 5 of type $A, 3$ of type $B, 2$ of type $C$ and 1 of type $D$. The probability that any particular component will function for a period of 24 hours from the commencement of operations without breaking down is independent of whether or not any other component breaks down during that period and can be obtained from the following table:

Component type:ABCD
Probability:0.60.70.30.2
(i) Calculate the probability that 2 components chosen at random from the 11 components will both function for a period of 24 hours from the commencement of operations without breaking down.
(ii) If at the end of 24 hours of operations neither of the 2 components chosen in, (i) has broken down, what is the probability that they are both type $C$ components.

Hint.
(i) Required probability $=\frac{1}{{ }^{11} C_{2}}\left[{ }^{5} C_{2} \times(0.6)^{2}+{ }^{3} C_{2}(0.7)^{2}+{ }^{2} C_{2}(0.3)^{2}\right.$

$$
+{ }^{5} C_{1} \times{ }^{3} C_{1} \times 0.6 \times 0.7+{ }^{5} C_{1} \times{ }^{2} C_{1} \times(0.6) \times(0.3)
$$

$$
+{ }^{5} C_{1} \times{ }^{1} C_{1} \times(0.6) \times(0.2)+{ }^{3} C_{1} \times{ }^{2} C_{1} \times 0.7 \times 0.3
$$

$$
\left.+{ }^{3} C_{1} \times{ }^{1} C_{1} \times 0.7 \times 0.2+{ }^{2} C_{1} \times{ }^{1} C_{1} \times 0.3 \times 0.2\right]
$$

$$
=p \text { (Say). }
$$

(ii) Required probability (By Bayes theorem)

$$
=\frac{{ }^{2} C_{2} \times(0.3)^{2}}{p}=\frac{0.09}{p}
$$

4-10. Geometric probability. In remark $3, \S 4 \cdot 3 \cdot 1$ it was pointed out that the classical definition of probability fails if the total number of outcomes of an experiment is infinite. Thus, for eximple, if we are interested in finding the
probability that a point selected at random in a given region will lie in a specified part of it, the classical definition of probability is modified and extended to what is called geometrical probability or probability in continuum. In this case, the general 'expression for probability ' $p$ ' is given by

$$
p=\frac{\text { Measure of specified part of the region }}{\text { Measure of the whole region }}
$$

where 'measure' refers to the length, area or volume of the region if we are dealing with one, two or three dimensional space respectively.

Example 4.34. Two points are taken at random on the given straight line of length a. Prove that the probability of their distance exceeding a given length $c(<a)$ is equal to $\left(1-\frac{c}{a}\right)^{2}$.
[Burdwan Univ. B.Sc. (Hons.), 1992; Delhi Univ. M.A. (Econ.), 1987]
Solution. Let $P$ and $Q$ be any two points taken at random on the given straight line $A B$ of length ' $a$ '. Let $A P=x$ and $A Q=y$,

$$
(0 \leq x \leq a, 0 \leq y \leq a) .
$$

Then we want $P\{|x-y|>c\}$.
The probability can be easily calculated geumetrically. Plotting. the lines $x-y=c$ and $y-x=c$ along the co-ordinate axes, we get the following diagram:


Since $0 \leq x \leq a, 0 \leq y \leq a$, total arè $a=a . a=a^{2}$.
Area favourable to the event $|x-y|>c$ is given by

$$
\begin{aligned}
\triangle L M N+\triangle D E F & =\frac{1}{2} L N \cdot M N+\frac{1}{2} E F \cdot D F \\
& =\frac{1}{2}(a-c)^{2}+\frac{1}{2}(a-c)^{2}=(a-c)^{2} \\
P(|x-y|>c) & =\frac{(a-c)^{2}}{a^{2}}=\left(1-\frac{c}{a}\right)^{2}
\end{aligned}
$$

Example 4.35. (Bertrand's Problem). If a chord is taken at random in a circle, what is the chance that its length $l$ is not less than ' $a$ ', the radius of the circle?

Solution. Let the chord $A B$ make an angle $\theta$ with the diameter $A O A$ ' of the circle with centre $O$ and radius $O A=a$. Obviously $\theta$ lies betwseen $-\pi / 2$ and $\pi / 2$. Since all the positions of the chord $A B$ and consequently all the values of $\theta$ are equally likely, $\theta$ may be regarded as a random variable which is uniformly distributed c.f. §8.1 :over ( $-\pi / 2, \pi / 2$ ) with probability density function

$$
f(\theta)=\frac{1}{\pi} ;-\pi / 2<\theta \leq \pi / 2
$$

$\angle A B A^{\prime}$, being the angle in a semicircle, is a rigtt angle. From $\triangle A B A^{\prime}$ we have

$$
\begin{aligned}
& \frac{A B}{A A^{\prime}}
\end{aligned}=\cos \theta
$$

The required probability ' $p$ ' is given by


$$
\begin{aligned}
p & =P(l \geq a)=P \cdot(2 a \cos \theta \geq a) \\
& =P(\cos \theta \geq 1 / 2)=P(|\theta| \leq \pi / 3) \\
& =\int_{-\pi / 3}^{\pi / 3} f(\theta) d \theta=\frac{1}{\pi} \int_{-\pi / 3}^{\pi / 3} d \theta=\frac{2}{3}
\end{aligned}
$$

Example 4.36. A rod of length ' $a$ ' is broken into three parts at random. What is the probability that a triangle can be formed from these parts?

Solution. Let the lengths of the three parts of the rod be $x, y$ and $a-(x+y)$. Obviously, we have

$$
\begin{equation*}
x>0 ; y>0 \text { and } x+y<a \Rightarrow y<a-x \tag{*}
\end{equation*}
$$

In order that these three parts form the sides of a triangle, we should have
and

$$
\left.\begin{array}{lll}
x+y>a-(x+y) & \Rightarrow & y>\frac{a}{2}-x  \tag{**}\\
x+a-(x+y)>y & \Rightarrow & y<\frac{a}{2} \\
y+a-(x+y)>x & \Rightarrow & y<\frac{a}{2}
\end{array}\right\}
$$

since in a triangle, the sum of any two sides is greater than the third. Equivalently, (**) can be written as

$$
\begin{equation*}
\frac{a}{2}-x<y<\frac{a}{2} \quad \wedge \quad 0<x<\frac{a}{2} \tag{***}
\end{equation*}
$$

Hence, on using (*) and (***), the required probability is given by

$$
\begin{aligned}
\int_{0}^{a / 2} \int_{(a / 2)-x}^{a / 2} d y d x & \int_{0}^{a} \int_{0}^{a-x} d y d x
\end{aligned}=\frac{\int_{0}^{a / 2}\left[\frac{a}{2}-\left(\frac{\dot{a}}{2}-x\right)\right] d x}{\int_{0}^{a}(a-x) d x}
$$

Example 4.37. (Buffon's Needle Problem). A vertical board is ruled with horizontal parallel lines at constant distance ' $a$ ' apart. A needle of length $l$ (< $a)$ is thrown at random on:the table. Find the probability that it will intersect one of the lines.

Solution. Let $y$ denote the distance from the centre of the needle to the nearest parallel and $\phi$ be angle formed by the needle with this parallel. The quantities $y$ and $\phi$ fully determine the position of the needle. Obviously $y$ ranges from 0 to $a / 2$ (since $l<a$ ) and $\phi$ from 0 to $\pi$.

Since the needle is dropped randomly, all possible values of $y$ and $\phi$ may be regarded as equally likely and consequently the joint probability density function $f(y, \phi)$ of $y$ and $\phi$ is given by the uniform distribution.( c.f. § 8.1 ) by

$$
\begin{array}{ll}
f(y, \phi)=k ; & 0 \leq \phi \leq \pi, \\
& 0 \leq y \leq a / 2, \tag{*}
\end{array}
$$

where $k$ is a constant.
The needle will intersect one of the lines if the distance of its centre from the line is less than $\frac{1}{2} l \sin \phi$, i.e., the required
 event can be represented by the inequality $0<y<\frac{1}{2} l \sin \phi$. Hence the required probability $p$ is given by

$$
\begin{aligned}
\quad ; & =\frac{\int_{0}^{\pi} \int_{0}^{(1 \sin \phi) / 2} f(y, \phi) d y d \phi}{\int_{0}^{\pi} \int_{0}^{a / 2} f(y, \phi) d y d \phi} \\
& =\frac{\frac{1}{2} \int_{0}^{\pi} \sin \phi d \phi}{(a / 2) \cdot \pi} \\
& =\frac{l}{a \pi}|-\cos \phi|_{0}^{\pi}=\frac{2 l}{a \pi}
\end{aligned}
$$

## EXERCISE 4 (e)

1. Two points are selected at random in a line $A C$ of length ' $a$ ' so as to lic on the opposite sides of its mid-point $O$. Find the probability that the distance between them is less than $a / 3$.
2. (a) Two points are selected at random on a line of length $a$. What is the probability that ane of three sections in which the line is thus divided is less than $a / 4$ ?

Ans. 1/16.
(b) A rectilinear segment $A B$ is divided by a point $C$ into two parts $A C=a$, $C B=b$. Points $X$ and $Y$ are taken at random on $A C$ and $C B$ respectively. What is the probability that $A X, X Y$ and $B Y$ can form a triangle?
(c) $A B G$ is a straight line such that $A B$ is 6 inches and $B G$ is 5 inches. A point $Y$ is chosen at random on the $B G$ part of the line. If $C$ lies between $B$ and $G$ in such a way that $A C=t$ inches, find
(i) the probability that $Y$ will lie' in $B C$.
(ii) the probability that' $Y$ will lie in $C G$.

What can you say about the sum of these probabilities?
(d) The sides of a rectangle are taken at random each less than $a$ and all lengths are equally likely. Find the chance that the diagonal is less than $a$.
3. (a) Three points are taken at random on the circumference of a circle. Find the chance that they lie on the same semi- circle.
(b) A chord is drawn at random in a given circle. What is the probability that $i t$ is greater than the side of an equilateral triangle inscribed in that circle?
(c) Show that the probability of choosing two points randomly from a line segment of length 2 inches and their being at a distance of at least 1 inch from each other is $1 / 4$.
[Delhi Univ. M.A. (Econ.), 1985]
4. A point is selected at random inside a circle. Find the probability that the point is closer to the centre of the circle than to its circumference.
5. One takes at random two points $P$ and $Q$ on a segment $A B$ of length $a$
(i) What is the prooability for the distance $\cdot P Q$ being less than $b(<a)$ ?
(ii) Find the chance that the distance between them is greater than a given length $b$.
6. Two persons $A$ and $B$, make an appointment to meet on a certain day at a certain place, but without fixing the time further than that it is to be between 2 p.m. and 3 p.m and that each is to wait not longer than ten minutes for the other. Assuming that each is independendy equally likely to arrive at any time during the hour, find the probability that they meet.

Third person $C$, is to be at the same place from $2 \cdot 10 \mathrm{p} . \mathrm{m}$. until 2.40 p.m. on the same day. Find the probabilities of $C$ being present when $A$ and $B$ are there together (i) When $A$ and $B$ remain after they meet, (ii) When $A$ and $B$ leave as soon as they meet.

Hint. Denote the times of arrival of $A$ by $x$ and of $B$ by. $y$. For the meeting to take place it is necessary and sufficient that

$$
|x-y|<10
$$

We depict $x$ and $y$ as Cartesian coordinates in the plane; for the scale unit we take one minute. All possible outcomes can be described as points of a aquare with side 60 . We shall finally get [c.f. Example 4.34 , with $a=60, c=10$ ]

$$
P[|x-y|<10]=1-(5 / 6)^{2}=11 / 36
$$

7. The outcome of an experiment are represented by points in the square bounded by $x=0, x=2$ and $y=2$ in the $x y$-plane. If the probability is distributed uniformly, determine the probability that $x^{2}+y^{2}>1$

Hint.
Required probability $P(E)=\int_{E} \frac{1}{4} d x d y=1-\int_{E^{\prime}} \frac{1}{4} d x d y$
where $E$ is the region for which $x^{2}+y^{2}>1$ and $E^{\prime}$ is the region for which $x^{2}+y^{2} \leq 1$.

$$
\therefore \quad 4 P(E)=4-\int_{0}^{1} \int_{0}^{1} d x d y=3 \quad \Rightarrow \quad P(E)=\frac{3}{4}
$$

8. A floor is paved with tiles, each tile being a parallelogram such that the distance between pairs of opposite sides arc $a$ and $b$ respectively, the length of the diagonal being $l$. A stick of length $c$ falls on the floor parallel to the diagonal. Show that the probability that it will lie entircly on one tile is

$$
\left(1-\frac{c}{l}\right)^{2}
$$

If a circle of diameter $d$ is thrown on the floor, show that the probability that it will lic on one tile is

$$
\left(1-\frac{d}{a}\right)\left(1-\frac{d}{b}\right)
$$

9. Circular discs of radius $r$ are thrown at random on to a plane circular table of radius $R$ which is surrounded by a border of uniform width $r$ lying in the same plane as the table. If the discs are thrown independently and at random, and $N$ stay on the table, show that the probability that a fixed point on the table but not on the border, will be covered is

$$
1-\left(1-\frac{r^{2}}{(R+r)^{2}}\right)^{N}
$$

## SOME MISCELLANEOUS EXAMPLES

Example 4.38. A die is loaded in such a manner that for $n=1,2,3,4,5,6$.the probability of the face marked $n$, landing on top when the die is rolled is proportional to n. Find the probability that an odd number will appear on tossing the die. [Madras Univ. B.Sc. (Stat. Maín),1987]

Solution. Here we are given
$P(n) \propto n \quad$ or $P(n)=k n$, where $k$ is the constant of proportionality.
Also $P(1)+P(2)+\ldots P(6)=1 \Rightarrow . k(1+2+3+4+5+6)=1$ or $k=1 / 21$
Required Probability $=P(1)+P(3)+P(5)=\frac{1+3+5}{21}=\frac{3}{7}$
Example 4.39. In.terms of probability:

$$
p_{1}=P(A), p_{2}=P(B), p_{3}=P(A \cap B),\left(p_{1}, p_{2}, p_{3}>0\right)
$$

Express the following in terms of $p_{1} . p_{2}, p_{3}$
(a) $P(\overline{A \cup B})$,
(b) $P(\bar{A} \cup \bar{B}),(c) P(\bar{A} \cap B)$,
(d) $P(\bar{A} \cup B)$,
(e) $P(\bar{A} \cap \bar{B})$
(f) $P(A \cap \bar{B})$, (g) $P(A \mid B),(h) P(B \mid \bar{A})$,
(i) $P[\bar{A} \cap(A \cup B)]$
Solution.
(a) $P(\overline{A \cup B})=1-P(A \cup B)=1-[P(A)+P(B)-P(A B)]$.

$$
=1-p_{1}-p_{2}+p_{3} .
$$

(b) $P(\bar{A} \cup \bar{B})=P(\overline{A \cap B})=1-P(A \cap B)=1-p_{3}$
(c) $P(\bar{A} \cap B)=P(B-A B)=P(B)-P(A \cap B)=n_{2}-p_{3}$
(d). $\quad P(\bar{A} \cup B)=P(\bar{A})+P(B)-P(\bar{A} \cap B)=1-p_{1}+p_{2}-\left(p_{2}-p_{3}\right)$

$$
=1-p_{1}+p_{3}
$$

(e) $P(\bar{A} \cap \bar{B})=P(\overline{A \cup B})=1-p_{1}-p_{2}+p_{3}$.
[Part (a)]
(f) $P(A \cap \bar{B})=P(A-A \cap B)=P(A)-P(A \cap B)=p_{1}-p_{3}$
(g) $\quad P(A \mid B)=P(A \cap B) / P(B)=p_{3} / p_{2}$
(h) $P(B \vdash \bar{A})=P(\bar{A} \cap B) / P(\bar{A})=\left(p_{2}-p_{3}\right) /\left(1-p_{1}\right)$
(i) $P[\bar{A} \cap(A \cup B)]=P[(\bar{A} \cap A) \cup(\bar{A} \cap B)]$

$$
=P(\bar{A} \cap B)=p_{2}-p_{3} \quad[\because A \cap \bar{A}=\phi]
$$

Example 4.40. Let $P(A)=p, P(A \mid B)=q, P(B \mid A)=r$. Find relations between the numbers $p, q, r$ for the following cases :
(a) Events $A$ and $B$ are mutually exclusive.
(b) $A$ and $B$ are mutually exclusive and collectively exhaustive.
(c) $A$ is a subevent of $B ; B$ is a subevent of $A$.
(d) $\bar{A}$ and $\bar{B}$ are mutually exclusive.
[Delhi Univ. B.Sc. (Maths Hons.) 1985]
Solution. From given data : $P(A)=p, P(A \cap B)=P(A) P(B \mid A)=r p$

$$
\therefore \quad P(B)=\frac{P(A \cap B)}{P(A \mid B)}=\frac{r p}{q}
$$

(a) $P(A \cap B)=0 \Rightarrow r p=0$.
(b) $P(A \cap B)=0$ and $P(A)+P(B)=1$

$$
\Rightarrow p(q+r)=q ; r p=0 \Rightarrow p q=q \Rightarrow p=1 \vee q=0 .
$$

(c) $A \subseteq B \Rightarrow A \cap B=A$ or $P(A \cap B)=P(A) \Rightarrow r p=p \Rightarrow r=1 \vee p=0$.
$B \subseteq A \Rightarrow A \cap B=B$ or $P(A \cap B)=P(B)$
$\Rightarrow \quad r p=(r p / q)$ or $r p(q-1)=0 \Rightarrow q=1$
(d). $P(\bar{A} \cap \bar{B})=1-P(A \cup B) \Rightarrow 0=1-[P(A)+P(B)-P(A \cap B)]$

$$
\text { So } P(A)+P(B)=1+P(A \cap B) \Rightarrow p[1+(r / q)]=1+r p 1
$$

$$
\therefore \quad p(q+r)=q(1+p r)
$$

Example 4.41. (a) Twelve balls are distributed at random amoing three boxes. What is the probability that the first box will contain 3 balls?
(b) If $n$ biscuits be distributed amiong $N$ persons, find the chance that a particular person receives $r(<n)$ biscuits. [Marathwada Univ. B.Sc. 1992]

Solution. (a) Since each ball can goto'any one of the three boxes, there are 3 ways in which a ball can go to any one of the three boxes. Hence there are $3^{12}$ ways in which. 12 balls can be placed in the three boxes.

Number of ways in which 3 balls out of 12 can go to the first box is ${ }^{12} C_{3}$. Now the remaining 9 balls are to be placed in 2 boxes and this can be done in $2^{9}$ ways. Hence the total number of favourable cases $={ }^{12} C_{3} \times 2{ }^{9}$.
$\therefore$ Required probability $=\frac{{ }^{12} C_{3} \times 2^{9}}{3^{12}}$
(b) Take any one biscuit. This can be given to any onè of the $N$ beggars so that there are $N$ ways of distributing any one biscuit. Hence the total number of ways in which $n$ biscuit can be distributed at random among $N$ beggars

$$
=N . N \ldots N\left(n \text { times }{ }^{\prime}\right)=N^{n} .
$$

" $r$ ' biscuits can be given to any particular beggar in ${ }^{n} C$, ways. Now we are left with ( $n-r$ ) biscuits which are to be distributed among the remaining ( $N-1$ ) beggars and this can be done in $(N-1)^{n-r}$ ways.
$\therefore \quad$ Number of, favourable cases $={ }^{n} C_{r} .(N-1)_{i}^{i-r}$
Hence, required probability $=\frac{{ }^{n} C_{r}(N-1)^{n-r}}{N^{n}}$
Example 4.42. A car is parked among $N$ cars in a row, not àt either end. On his return the owner finds that exactly $r$ of the $N$ pläces are still occupied. What is. the probability that both neighbouring places are empty?

Solution. Since the owner finds on return that exactly $r$ of the $N$ places (including-owner's car) are occupied, the exhaustive number of cases for such an arrangement is ${ }^{N-1} C_{r-1}$ [since the remaining $r^{2}-1$ cars are to be parked in the remaining $N-1$ places and this can be done in ${ }^{N-1} C_{r-1}$ ways].

Let $A$ denote the event that both the neighbouring places to owner's car are empty. This requires the remaining $(r-1)$ cars to be parked in the remaining $N-3$ places and hence the number of cases favourable to $A$ is ${ }^{N-3} C_{r-1}^{-}$. Hence

$$
P(A)=\frac{{ }^{N-3} C_{r-1}}{{ }^{N-1} C_{r-1}}=\frac{(N-r)(N-r-1)}{\left(N^{4}-1\right)(N-2)}
$$

[^1]Solution. Since the birthday of any person can fall on any one of the 365 days, the exhaustive number of cases for the birthdays of $n$ persons is $365^{n}$.

If the birthdays of all the $n$.persons fall on different days, then the number of favourable cases is

$$
365(365-1)(365-2) \ldots .[365-(n-1)]
$$

because in this case the birthday of the first person can fall on any one of 365 days, the birthday of the second person can fall on any one of the remaining 364 days and so on.

Hence the probability $(p)$ that birthdays of all the $n$ persons are different is given by :

$$
\begin{aligned}
p & =\frac{365(365-1)(365-2) \ldots[365-(n-1)]}{365^{n}} \\
& =\left(1-\frac{1}{365}\right)\left(1-\frac{2}{365}\right)\left(1-\frac{3}{365}\right) \ldots\left(1-\frac{n-1}{365}\right)
\end{aligned}
$$

Hence the required probability that at least two persons have the same birthday is

$$
1-p=1-\left(1-\frac{1}{365}\right)\left(1-\frac{2}{365}\right)\left(1-\frac{3}{365}\right) \ldots\left(1-\frac{n-1}{365}\right)
$$

Example 4.44. A five-figure number is formed by the digits.0, 1, 2, 3, 4 (without repetition). Find the probability that the number formed is divisible by 4.
[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
Solution. The total number of ways in which the five digits $0,1,2,3,4$ can be arranged among themselves is 5 !. Out of these, the number of arrangements which begin with 0 (and, therefore, will give only 4 -digited numbers) is $4!$. Hence the total number of five digited numbers that can be formed from the digits $0,1,2,3$, 4 is

$$
5!-4!=120-24=96
$$

The number formed will be divisible by 4 if the number formed by the two digits on extreme right (i.e., the digits in the unit and tens places) is divisible by 4. Such numbers are :

$$
04,12,20,24,32, \text { and } 40
$$

If the numbers end in 04, the remaining three digits, viz., 1,2 and 3 can be arranged among themselves in $3!$ ways. Similarly, the number of arrangements of the numbers ending with 20 and 40 is 3 ! in each case.

If the numbers end with 12 , the remaining three digits $0,3,4$ can be arranged in 3 ! ways. Out of these we shall rejoct those numbers which start with 0 (i.e., have 0 as the first digit). There are $(3-1)!=2!$ such cases. Hence, the number of five digited numbers ending with 12 is

$$
3!-2!=6-2=4
$$

Similarly the number of 5 .digited numbers ending with 24 and 32 each is 4 . Hence the total number of favourable cases is

$$
3 \times 3!+3 \times 4=18+12=30
$$

Hence required probability $=\frac{30}{96}=\frac{5}{.16}$
Example 4.45. (Huyghen's problem). A and B throw alternately with a pair of ordinary dice. $A$ wins if he throws 6 before $B$ throws 7 , and $B$ wins if he throws 7 before $A$ throws 6 . If $A$ begins, show that his chance-of winning is 301.61
[Delhi Univ. B.Sc. (Stat. Hons.), 1991; Delhi Univ. B.Sc.,1987]
Solution. Let $E_{1}$ denote the event of $A$ 's throwing ' 6 ' and $E_{2}$ the event of $B$ 's throwing ' 7 with a pair of dice. Then $\dot{E}_{1}$ and $\bar{E}_{2}$ are the complementary events.
' 6 ' can be obtained with two dice in the following ways:

$$
\begin{aligned}
& (1,5),(5,1),(2,4),(4,2),(3,3), \text { i.e., in } 5 \text { distinct ways. } \\
\therefore & P\left(E_{1}\right)=\frac{5}{36} \text { and } P\left(\bar{E}_{t}\right)=1-\frac{5}{36}=\frac{31}{36}
\end{aligned}
$$

' 7 ' can be obtained with two dice as follows:

$$
\begin{aligned}
& (1,6),(6,1),(2,5),(5,2),(3,4),(4,3), \text { i.e., in } 6 \text { distinct ways. } \\
\therefore \quad & P\left(E_{2}^{\prime}\right)=\frac{6}{3 \dot{6}}=\frac{1}{6} \text { and } P\left(\bar{E}_{2}\right)=1-\frac{1}{6}=\frac{5}{6}
\end{aligned}
$$

If $A$ starts the game, he will win in the following mutually exclusive ways:
(i) $E_{1}$ happens (ii) $\bar{E}_{1} \cap \bar{E}_{2} \cap E_{1}$ happens
(iii) $\bar{E}_{1} \cap \bar{E}_{2} \cap \bar{E}_{1} \cap \bar{E}_{2} \cap E_{1}$ happens, and so on.

Hence by addition theorem of probability, the required probability of $A$ 's winning, (say), $P(A)$ is given by

$$
\begin{aligned}
P(A) & =P(i)+P(i i)+P(i i i)+\ldots \\
& =P\left(E_{1}\right)+P\left(\bar{E}_{1} \cap \bar{E}_{2} \cap E_{1}\right)+P\left(\bar{E}_{1} \cap \bar{E}_{2} \cap \bar{E}_{1} \cap \bar{E}_{2} \cap E_{1}\right)+\ldots \\
& =P\left(E_{1}\right)+P\left(\bar{E}_{1}\right) P\left(\bar{E}_{2}\right) P\left(E_{1}\right)+P\left(\bar{E}_{1}\right) P\left(\bar{E}_{2}\right) P\left(\bar{E}_{1}\right) P\left(\bar{E}_{2}\right) P\left(E_{1}\right)+\ldots
\end{aligned}
$$

(By compound probability theorem)

$$
\begin{aligned}
& =\frac{5}{36}+\frac{31}{36} \times \frac{5}{6} \times \frac{5}{36}+\frac{31}{36} \times \frac{5}{6} \times \frac{31}{36} \times \frac{5}{6} \times \frac{5}{36}+\ldots \\
& =\frac{5 / 36}{1-\frac{31}{36} \times \frac{5}{6}}=\frac{30}{61}
\end{aligned}
$$

Example 4.46. A player tosses a coin and isto score one point for every head and two points for every tail turned up. He is to play on until his score reaches or passes $n$. If $p_{n}$ is the chance of attaining exactly $n$ score, show that

$$
p_{n}=\frac{1}{2}\left[p_{n-1}+p_{n-2}\right],
$$

and hence find the value of $p_{n}$.
[Delhi Univ. B.Sc. (Stat. Hons.),1992]

Solution. The score $n$ can be reached in the following two mutually exclusive ways:
(i)By throwing a tail when score is $(n-2)$, and ${ }^{-}$
(ii)By throwing a head when score is $(n-1)$.
.Hence by addition theorem of probability, we get

$$
\begin{equation*}
p_{n}=P_{n}(i)+P(i i)=\frac{1}{2} \cdot p_{n-2}+\frac{1}{2} \cdot p_{n-1}=\frac{1}{2}\left(p_{n-1}+p_{n-2}\right) \tag{*}
\end{equation*}
$$

To find $p_{n}$ explicitly, (*) may be re-written as

$$
\begin{align*}
p_{n}+\frac{1}{2} p_{n-1}= & p_{n-1}+\frac{1}{2} p_{n-2} \\
= & p_{n-2}+\frac{1}{2} p_{n-3} \\
& \cdots \quad \cdots  \tag{**}\\
& \cdots \quad \cdots
\end{align*}
$$

Since the score 2 can be obtained as
(i)Head in first throw and head in 2nd throw,
(ii) Tail in the first throw, we have

$$
p_{2}=\frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2}=\frac{1}{4}+\frac{1}{2}=\frac{3}{4} \text { and obviously } p_{1}=\frac{1}{2}
$$

Hencé, from (**), we get

$$
\left.\begin{array}{rl}
p_{n}+\frac{1}{2} p_{n-1}=\frac{3}{4}+\frac{1}{2} \cdot \frac{1}{2}=1=\frac{2}{3}+\frac{1}{3}=\frac{2}{3}+\frac{1}{2} \cdot \frac{2}{3} \\
p_{n}-\frac{2}{3}= & \left(-\frac{1}{2}\right)\left(p_{n-1}-\frac{2}{3}\right) \\
p_{n-1}-\frac{2}{3} & =\left(-\frac{1}{2}\right)\left(p_{n-2}-\frac{2}{3}\right) \\
\vdots \\
p_{2}-\frac{2}{3} & =\left(-\frac{1}{2}\right)\left(p_{1}-\frac{2}{3}\right)
\end{array}\right\}
$$

Multiplying all the above equations, we get

$$
\begin{aligned}
p_{n}-\frac{2}{3} & =\left(-\frac{1}{2}\right)^{n-1}\left(p_{1}-\frac{2}{3}\right) \\
& =\left(-\frac{1}{2}\right)^{n-1}\left(\frac{1}{2}-\frac{2}{3}\right)=(-1)^{n} \cdot \frac{1}{2^{n}} \cdot \frac{1}{3} \\
\Rightarrow \quad p_{n} & =\frac{2}{3}+(-1)^{n} \frac{1}{2^{n}} \cdot \frac{1}{3} \\
& =\frac{1}{3}\left[2+(-1)^{n} \frac{1}{2^{n}}\right]
\end{aligned}
$$

Example 4.47. A coin is tossed $(m+n)$ times, $(m n)$. Show that the probability of at least $m$ consecutive heads is $\frac{n+2}{2^{m+1}}$.

- [Kurukshetra Univ. M.Sc. 1990; Calcutta Univ. B.Sc.(Hons.),1986]

Solution. Since $m>n$, only one sequence of $m$ consecutive heads is possible. This sequence may start either with the first toss or second toss or third toss, and so on, the last one will be starting with $(n+1)$ th toss.

Let $E_{i}$ denote the event that the sequence of $m$ consecutive heads starts with $i$ th toss. Then the required probability is

$$
\begin{equation*}
P\left(E_{1}\right)+P\left(E_{2}\right)+\ldots+P\left(E_{n+1}\right) \tag{*}
\end{equation*}
$$

Now $P\left(E_{1}\right)=P$ [Consecutive heads in first $m$ tosses and head or tail in the rest] $=\left(\frac{1}{2}\right)^{m}$
$P\left(E_{2}\right)=P$ [Tail in the first toss, followed by $m$ consecutive' heads and head or tail in the next]

$$
=\frac{1}{2}\left(\frac{1}{2}\right)^{m}=\frac{1}{2^{m+1}}
$$

In general,
$P\left(E_{r}\right)=P$ [tail in the $(r-1)$ th trial followed by $m$ consecutive heads and head or tail in the next ]

$$
=\frac{1}{2}\left(\frac{1}{2}\right)^{m}=\frac{1}{2^{m+1}}, \forall r=2,3, \ldots, n+1
$$

Substitutíng in (*),
Required probability $=\frac{1}{2^{m}}+\frac{\dot{n}}{2^{m+1}}=\frac{2+n}{2^{m+1}}$
Example 4.48. Cards are dealt one by one from a well-shuffled pack until an ace appears. Show that the probability that exactly $n$ cards are dealt before the first ace appears is

$$
\frac{4(51-n)(50-n)(49-n)}{52.51 .50 .49}
$$

[Delhi Univ. B.Sc. 1992]
Solution. Let $E_{i}$ denote the event that an ace appears when the $i$ th card is dealt. Then the required probability ' $p$ ' is given by

$$
\begin{align*}
& p= P[\text { Exactly } n \text { cards are dealt before the first ace appears }] \\
&=P {[\text { The first ace appears at the }(n+1) \text { th dealing }] } \\
&= P\left(\bar{E}_{1} \cap \bar{E}_{2} \cap \bar{E}_{3} \cap \ldots \cap \bar{E}_{n-1} \cap \bar{E}_{n} \cap E_{n+1}\right) . \\
&=P\left(\bar{E}_{1}\right) P\left(\bar{E}_{2} \mid \bar{E}_{1}\right) P\left(\bar{E}_{3} \mid \bar{E}_{1} \cap \bar{E}_{2}\right) \ldots \\
& \quad \times P\left(\bar{E}_{n} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n-1}\right) \times P\left(E_{n+1} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n}\right) \tag{*}
\end{align*}
$$

Now

$$
\begin{aligned}
P\left(E_{1}\right)=\frac{4}{52} & \Rightarrow
\end{aligned} P\left(\bar{E}_{1}\right)=\frac{48}{52}, ~ P\left(\bar{E}_{2} \mid \bar{E}_{1}\right)=\frac{47}{51}
$$

$$
\begin{aligned}
& P\left(E_{3} \mid \bar{E}_{1} \cap \bar{E}_{2}\right)=\frac{4}{50} \quad \Rightarrow \quad P\left(\bar{E}_{3} \mid \bar{E}_{1} \cap \bar{E}_{2}\right)=\frac{46}{50} \\
& P\left(E_{n-1} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n-2}\right)=\frac{4}{52-(n-2)} \\
& \therefore \quad P\left(\bar{E}_{n-2} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n-2}\right)=\frac{50-n}{52-(n-2)} \\
& P\left(E_{n} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n-1}\right)=\frac{4}{52 \pi(n-1)} \\
& \therefore \quad P\left(\bar{E}_{n} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n-1}\right)=\frac{49-n}{52-(n-1)} \\
& \text { and. } \quad P\left(E_{n+1} \mid \bar{E}_{1} \cap \bar{E}_{2} \cap \ldots \cap \bar{E}_{n}\right)=\frac{4}{52-n} \\
& \therefore \text { Hence, from (*) we get } \\
& \text { ' } p=-\left[\frac{48}{52} \times \frac{47}{51} \times \frac{46}{50} \times \frac{45}{49} \times \frac{44}{48} \times \frac{43}{47} \times \ldots \times \frac{52-n}{52-(n-4)}\right. \\
& \left.\times \frac{51-n}{52-(n-3)} \times \frac{50-n}{52-(n-2)} \times \frac{49-n}{52-(n-1)} \times \frac{4}{52-n}\right] \\
& =\frac{(51-n)(50-n)(49-n) 4}{52 \times 51 \times 50 \times 49}
\end{aligned}
$$

Example 4.49. If four squares are chosen at random on à chess-board, find the chance that they should be in a diagonal line.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution. In a chess-board there are $8 \times 8=64$ squares as shown in the following diagram.


Let us consider the number of ways in which the 4 squares selected at rándom are in a diagonal line parallel to $A B$. Consider the $\triangle A B C$. Number of ways in which 4 selected squares are along the lines $A_{4} B_{4}$, . $A_{3} B_{3}, A_{2} B_{2}, A_{1} B_{1}$ and $A B$ are ${ }^{4} C_{4},{ }^{5} C_{4}$, ${ }^{-6} C_{4},{ }^{7} C_{4}$ and ${ }^{8} C_{4}$ respectively.

Similarly, in $\triangle A B D$ there are an equal number of ways of selecting 4 squares in a diagonal line parallel to $A B$.

Hence, total number of ways in which the 4 selected squares are in a diagonal line parallel to $A B$ ars $2\left({ }^{4} C_{4}+{ }^{5} C_{4}+{ }^{6} C_{4}+{ }^{7} C_{4}\right)+{ }^{8} C_{4}$.

Since there is an equal number of ways in which 4 selected squares are in a diagonal line parallel to $C D$, the required number of favourable cases is given by

$$
2\left[2\left({ }^{4} C_{4}+{ }^{5} C_{4}+{ }^{6} C_{4}+{ }^{7} C_{4}\right)+{ }^{8} C_{4}\right]
$$

Since 4 squares can be selected out of 64 in ${ }^{64} C_{4}$ ways, the required probability is

$$
\begin{aligned}
& =\frac{2\left[2\left({ }^{4} C_{4}+{ }^{5} C_{4}+{ }^{6} C_{4}+{ }^{7} C_{4}\right)+{ }^{8} C_{4}\right]}{{ }^{64} C_{4}} \\
& =\frac{[4(1+5+15+35:)+140] \times 4!}{64 \times 63 \times 62 \times 61}=\frac{91}{158844}
\end{aligned}
$$

Example 4.50. An urn contains four tickets marked with numbers 112, 121, 211, 222 and one ticket is drawn' at random. Let $A_{i},(i=1,2,3)$ be the event that ith digit of the number of the ticket drawn is 1. Discuss the independence of the events $A_{1}, A_{2}$ and $A_{3}$. [Delhi Univ. B.Sc.(Stat. Hons.),1987; Poona Univ. B.Sc.,1986]

Solution. We have

$$
P\left(A_{1}\right)=\frac{2}{4}=\frac{1}{2}=P\left(A_{2}\right)=P\left(A_{3}\right)
$$

$A_{1} \cap A_{2}$ is the event that the first two digits in the number which the selected ticket bears are each equal to unity and the only favourable case is ticket with number 112.

$$
\begin{aligned}
\therefore \quad P\left(A_{1} \cap A_{2}\right) & =\frac{1}{4}=\frac{1}{2} \cdot \frac{1}{2} \\
& =P\left(A_{1}\right) P\left(A_{2}\right)
\end{aligned}
$$

Similarly,
and

$$
\begin{aligned}
& P\left(A_{2} \cap A_{3}\right)=\frac{1}{4}=P\left(A_{2}\right) P\left(A_{3}\right) \\
& P\left(A_{3} \cap A_{1}\right)=\frac{1}{4}=P\left(A_{3}\right) P\left(A_{1}\right)
\end{aligned}
$$

Thus we conclude that the events $A_{1}, A_{2}$ and $A_{3}$ are pairwise independent.
Now $P\left(A_{1} \cap A_{3} \cap A_{3}\right)=P$ \{all the three digits in the number are l's\}

$$
\begin{aligned}
& =P(\phi) \\
& =0 \neq P\left(A_{1}\right) P\left(A_{2}\right) P\left(A_{3}\right)
\end{aligned}
$$

Hence $A_{1}, A_{2}$ and $A_{3}$ though pairwise independent are not mutually independent.

Example 4.51. Two fair dice are thrown independently. Three events $A, B$ and $C$ are defined asfollows:

A: Odd face with first dice
$B:$ Odd face with second dice
$C$ : Sum of points on two dice is odd.
Are the events $A, B$ and $C$ mutually independent?
[Delhi Univ. B.Sc. (Stat. Hons.) 1983; M.S. Baroda Univ. B.Sc.1987]

Solution. Since each of the two dice can show any one of the six faces $1,2,3$, 4, 5, 6 , we get :

$$
\begin{array}{ll}
P(A)=\frac{3 \times 6}{36}=\frac{1}{2} & {[\because A=\{1,3,5\} \times(1,2,3,4,5,6\}]} \\
P(B)=\frac{3 \times 6}{36}=\frac{1}{2} & {[\because B=\{1, \overline{2}, 3,4,5,6\} \times(1,3,5\}]}
\end{array}
$$

The sum of points on two dice will be odd if one shows odd number and the other shows even number. Hence favourable cases for $C$ are :

$$
\begin{array}{ll}
(1,2),(1,4),(1,6) ; & (4,1),(4,3),(4,5) \\
(2,1),(2,3),(2,5) ; & (5,2),(5,4),(5,6) \\
(3,2),(3,4),(3,6) ; & (6,1),(6,3),(6,5)
\end{array}
$$

i.e., 18 cases in all.

Hence $P(C)=\frac{18}{36}=\frac{1}{2}$.
Cases favourable to the events $A \cap B, A \cap C, B \cap C$ and $A \cap B \cap C$ are given below :

| Event | Favourable cases |
| :---: | :--- |
| $A \cap B$ | $(1,1),(1,3) ;(1,5),(3,1),(3,3),(3,5),(5,1)(5,3)$ |
|  | $(5,5)$, i.e., 9 in all. |
| $A \cap C$ | $(1,2),(1,4),(1,6),(3,2),(3,4),(3,6),(5,2),(5,4)$ |
|  | $(5,6), i . e ., 9$ in all. |
| $B \cap C$ | $(2,1),(4,1),(6,1)(2,3),(4,3),(6,3),(2,5),(4,5)$, |
|  | (6.5),i.e., 9 in all |
| $A \cap B \cap C$ | Nil, because $A \cap B$ implies that sum of points on two dice is |
|  | even and hence $(A \cap B) \cap C=\phi$ |

$$
\begin{array}{ll}
\therefore & P(A \cap B)=\frac{9}{36}=\frac{1}{4}=P(A) \cdot P(B) \\
& P(A \cap C)=\frac{9}{36}=\frac{1}{4}=P(A) P(C) \\
& P(B \cap C)=\frac{9}{36}=\frac{1}{4}=P(B) P(C)
\end{array}
$$

and

$$
P(A \cap B \cap C)=P(\phi)=0 \neq P(A) P(B) P(C)
$$

Hence the events $A, B$ and $C$ are pairwise independent but not mutually independent.

Example 4.52. Let $A_{1}, A_{2}, \ldots, A$, be independent events and $P\left(A_{k}\right)=p_{k}$. Further, let $p$ be the probability thos none of the events occurs; then show that

$$
p \leq e^{-\sum P_{k}}
$$

[Agra Univ. M.Sc., 1987]

Solution. We have

$$
\begin{aligned}
& p=P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right) \\
& =\prod_{i=1}^{n} \dot{P}\left(\bar{A}_{i}\right)=\prod_{i=1}^{n}\left[1-P\left(A_{i}\right)\right]=\prod_{i=1}^{n}\left(1-p_{i}\right) \\
& \text { [since } A_{i} \text { 's are independent] } \\
& \leq \prod_{i=1}^{n} e^{-P_{i}} \\
& \Rightarrow \quad p \leq \exp \left[-\sum_{i=1}^{n} p_{i}\right],
\end{aligned}
$$

as desired.
Remark. We have

$$
\begin{equation*}
1-x \leq e^{-x} \text { for } 0 \leq x \leq 1 \tag{*}
\end{equation*}
$$

Proof. The inequality (*) is obvious for $x=0$ and $x=1$. Consider $0<x<1$. Then

$$
\begin{align*}
\log (1-x)^{-1} & =-\log (1-\dot{x})^{+} \\
& =\left[x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\frac{x^{4}}{4}+\ldots\right], \tag{}
\end{align*}
$$

the expansion being valid since $0<x<1$. Further since $x>0$, we get from (**)

$$
\begin{array}{ll} 
& \log (1-x)^{-1}>x \\
\Rightarrow & -\log (1-x)>x \\
\Rightarrow & \log (1-x)<-x \\
\Rightarrow & 1-x<e^{-x}
\end{array}
$$

as desired.
Example 4.53. In the following Fig. $(a)$ and $(b)$ assume that the probability of a relay being closed is $P$ and that a relay is open or closed independently of any other. In each case find the probability that current flows from $L$ to $R$.


Solution. Let $A_{i}$ denote the event that the relay $i,(i=1,2, \ldots, 6)$ is closed. Let $E$ be the event that current flows from $L$ to $R$.

In Fig. (a) the current will flow from $L$ to $R$ if at least one of the circuits from $L$ to $R$ is closed. Thus for the current to flow from $L$ to $R$ we have the following favourable cases:
(i) $A_{1} \cap A_{2}=B_{1}$,
(ii) $A_{4} \cap A_{5}=B_{2}$,
(iii) $A_{1} \cap A_{3} \cap A_{5}=B_{3}$,
(iv) $A_{4} \cap A_{3} \cap A_{2}=B_{4}$,

The probability $p_{1}$ that current flows from $L$ to $R$ is given by

$$
\begin{align*}
p_{1}=P\left(B_{1} \cup B_{2} \cup B_{3} \cup B_{4}\right)=\sum_{i} P\left(B_{i}\right) & -\sum_{i<j} P\left(B_{i} \cap B_{j}\right)+\sum_{i<j<k} P\left(B_{i} \cap B_{j} \cap B_{k}\right) \\
& -P\left(B_{1} \cap B_{2} \cap B_{3} \cap B_{4}\right) \tag{*}
\end{align*}
$$

Since the relays operate independently of each other, we have

$$
\begin{aligned}
& P\left(B_{1}\right)=P\left(A_{1} \cap A_{2}\right)=P\left(A_{1}\right) \cdot P\left(A_{2}\right)=p \cdot p=p^{2} \\
& P\left(B_{2}\right)=P\left(A_{4} \cap A_{5}\right)=P\left(A_{4}\right) \cdot P\left(A_{5}\right)=p \cdot p=p^{2} \\
& P\left(B_{3}\right)=P\left(A_{1}\right) P\left(A_{3}\right) P\left(A_{5}\right)=p^{3} \\
& P\left(B_{4}\right)=P\left(A_{4}\right) P\left(A_{3}\right) P\left(A_{2}\right)=p^{3}
\end{aligned}
$$

Similarly

$$
\begin{aligned}
P\left(B_{1} \cap B_{2}\right) & =P\left(A_{1} \cap A_{2} \cap A_{4} \cap A_{5}\right)=P\left(A_{1}\right) P\left(A_{2}\right) P\left(A_{4}\right) P\left(A_{5}\right)=p^{4} \\
P\left(B_{1} \cap B_{2} \cap B_{3}\right) & =P\left(A_{1} \cap A_{2} \cap A_{3} \cap A_{4} \cap A_{5}\right)=p^{5}
\end{aligned}
$$

and so on. Finally, substituting in (*), we get

$$
\begin{aligned}
p_{1}= & \left(p^{2}+p^{2}+p^{3}+p^{3}-\left(p^{4}+p^{4}+p^{4}+p^{4}+p^{4}+p^{5}\right)\right. \\
& +\left(p^{5}+p^{5}+p^{5}+p^{5}\right)-p^{5} \\
= & 2 p^{2}+2 p^{3}-5 p^{4}+2 p^{5}
\end{aligned}
$$

In Fig. (b). Arguing as in the above case, the required rrobability $\dot{p}_{2}$ that the current flows from $L$ to $R$ is given by

$$
p_{2}=P\left(E_{1} \cup E_{2} \cup E_{3} \cup E_{4}\right)
$$

where

$$
\begin{aligned}
& E_{1}=A_{1} \cap A_{2}, E_{2}=A_{3} \cap A_{2}, E_{3}=A_{4}, E_{4}=A_{5} \cap A_{6} \\
& \therefore \quad p_{2}=\sum_{i} P\left(E_{i}\right)-\sum_{i<j} P\left(E_{i} \cap E_{j}\right)+\sum_{i<j<k} P\left(E_{i} \cap E_{j} \cap E_{k}\right) \\
& -P\left(E_{1} \cap E_{2} \cap E_{3} \cap E_{4}\right) \\
& =\left(p^{2}+p^{2}+p+p^{2}\right)-\left(p^{3}+p^{3}+p^{4}+p^{3}+p^{4}+p^{3}\right) \\
& +\left(p^{4}+p^{5}+p^{5}+p^{5}\right)-p^{6} \\
& =p+3 p^{2}-4 p^{3}-p^{4}+3 p^{5}-p^{6}
\end{aligned}
$$

Matching Problem. Let us have $n$ letters corresponding to which there exist $n$ envelopes bearing different addresses. Considering various letuers being put in various envelopes, a match is said to occur if a leter goes into the right envelope. (Altematively, if in a party there are $n$ persons with $n$ different hats, a match is said to occur if in the process of selecting hats at random, the ith person rightly gets the $i$ th hat.)

A match at the $k$ th position for $k=1,2, \ldots, n$. Let us first consider the event $A_{k}$ when a match occurs at the $k$ th place. For better understanding let us put the envelopes bearing numbners $1,2, \ldots, n$ in ascending order. When $A_{k}$.öccurs, $k$ th
letter goes to the $k$ th envelope but $(n-1)$ letters can go to the remaining ( $n-1$ ) envelopes in $(n-1)$ ! ways.

Hence $P\left(A_{k}\right)=\frac{(n-1)!}{n!}=\frac{1}{n}$,
where $P\left(A_{k}\right)$ denotes the probability of the $k$ th match. It is interesting to see that $P\left(A_{k}\right)$ does not depend on $k$.

Example 4.54. (a) ' $n$ ' different objects $1,2, \ldots, n$ are distributed at random in $n$ places marked $1,2, \ldots, n$. Find the probability that none of the objects occupies the place corresponding to its number. [Calcutta Univ. B.A.(Stat.Hons.)1986;

## Delhi Univ. B.Sc.(Maths Hons.), 1990; B.Sc.(Stat.Hons.) 1988]

(b) If $n$ letters are randomly placed in correctly addressed envelopes,prove that the probability that exactly r leters are placed in correct envelopes is given by

$$
\frac{1}{r!} \sum_{k=0}^{n-r}(-1)^{k} \frac{1}{k!} ; r=1,2, \ldots, n
$$

[Bangalore Univ. B.Sc., 1987]
Solution (Probability of no match). Let $E_{i},(i=1,2, \ldots, n)$ denote the event that the $i$ th object occupies the place corresponding to its number so that $\bar{E}_{i}$, is the complementary event. Then the probability ' $p$ ' that none of the objects occupies the place corresponding to its number is given by

$$
\begin{align*}
& p=P\left(\bar{E}_{1} \cap \stackrel{\rightharpoonup}{E}_{2} \cap \bar{E}_{3} \cap \ldots \bar{E}_{n}\right) \\
& =1-P \text { (at least one of the objects occupies the place corresponding } \\
& \text { to its number) } \\
& =1-P\left(E_{1} \cup E_{2} \cup E_{3} \cup \ldots \cup E_{n}\right) \\
& =1-\left[\sum_{i=1}^{n} P\left(E_{i}\right)-\sum_{\substack{i, j=1 \\
i<j}}^{n} P\left(E_{i} \cap E_{j}\right)+\sum_{\substack{i, j, k=1 \\
k j<k}}^{n} P\left(E_{i} \cap E_{j} \cap E_{k}\right)-\ldots\right. \\
& \left.+(-1)^{n-1} P\left(E_{1} \cap E_{2} \cap \ldots \cap E_{n}\right)\right]  \tag{*}\\
& \text { Now } \\
& P\left(E_{i}\right)=\frac{1}{n}, \forall i \\
& P\left(E_{i} \cap E_{j}\right)=P\left(E_{i}\right) P\left(E_{j} \mid E_{i}\right) \\
& =\frac{1}{n} \cdot \frac{1}{n-1}, \forall i, j(i<j) \\
& P\left(E_{i} \cap E_{j} \cap E_{k}\right)=P\left(E_{i}\right) P\left(E_{j} \mid E_{i}\right) P\left(E_{k} \mid E_{i} \cap E_{j}\right) \\
& =\frac{1}{n} \cdot \frac{1}{n-1} \cdot \frac{1}{n-2}, \forall \cdot i, j, k(i<j<k)
\end{align*}
$$

and so on. Finally,

$$
P\left(E_{1} \cap E_{2} \cap E_{3} \cap \ldots \cap E_{n}\right)=\frac{1}{-} \cdot \frac{1}{-} \cdot \frac{1}{n} \ldots \frac{1}{n} \cdot 1
$$

Substituting in (*), we get

$$
\begin{aligned}
p= & 1-\left[{ }^{n} C_{1} \frac{1}{n}-{ }^{n} C_{2} \frac{1}{n(n-1)}+{ }^{n} C_{3} \frac{1}{n(n-1)(n-2)}-\ldots\right. \\
& \left.\quad+(-1)^{n-1} \frac{1}{n(n-1) \ldots 3.2 \cdot 1}\right] \\
= & 1-\left[1-\frac{1}{2!}+\frac{1}{3!}-\ldots+(-1)^{n-1} \frac{1}{n!}\right] \\
= & \frac{1}{2!}-\frac{1}{3!}+\frac{1}{4!}-\ldots+(-1)^{n} \frac{1}{n!} \\
= & \sum_{k=0}^{n} \frac{(-1)^{k}}{k!}
\end{aligned}
$$

Remark. For lárge $n$,

$$
\begin{aligned}
p & =1-1+\frac{1}{2!}-\frac{1}{3!}+\frac{1}{4!}-\ldots \\
& =e^{-1}=0.36787
\end{aligned}
$$

Hence the probability of at least one match is

$$
\begin{aligned}
1-p & =1-\frac{1}{2!}+\frac{1}{3!}-\ldots+\frac{(-1)^{n}}{n!} \\
& =1-\frac{1}{e},(\text { for large } n)
\end{aligned}
$$

(b) [Probability of exactly $r$ matches $\{r \leq(n-2)\}]$ Let $A_{i},(i=1,2, \ldots, n)$ denote the event that $i$ th letter goes to the correct envelope. Then the probability that none of the $n$ letters goes to the correct envelope is

$$
P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \ldots \cap \bar{A}_{n}\right)=\sum_{k=0}^{n}(-1)^{k} / k!\quad \ldots(* *)[(c . f . \text { part }(a)]
$$

The probability that each of the ' $r$ ' letters is in the right envelope is $\frac{1}{n(n-1)(n-2) \ldots(n-r+1)}$, and the probability that none of the remaining ( $n-r$ ) letters goes in the correct envelope is obtained by replacing $n$ by $(n-r)$ in (**) and is thus given by $\sum_{k=0}^{n-r} \frac{(-1)^{k}}{k!}$. Hence by compound probability theorem, the probability that out of $n$ letters exactly $r$ letters go to correct envelopes, (in a specified order), is

$$
\frac{1}{n(n-1)(n-2) \ldots(n-r+1)} \sum_{k=0}^{n-r} \frac{(-1)^{k}}{k!} ; r \leq n-2 .
$$

Since $r$ letters can go to $n$ envelopes in ${ }^{n} C_{r}$ mutually exclusive ways, the required probability of exactly $r$ letters going to correct envelopes, (in any order, whatsoever), is given by

$$
{ }^{n} C_{r} \times \frac{1}{n(n-1)(n-2) \ldots(n-\dot{r}+1)} \sum_{k=0}^{n-r} \frac{(-1)^{k}}{k!}=\frac{1}{r!} \sum_{k=0}^{n-r}(-1)^{k} \frac{1}{k!}
$$

Example 4.55. Each of the $n$ urns contains ' $a$ ' white balls and ' $b$ ' black balls. One ball is transferred from the first urn to the second, then one ball from the latter into the third, and so on. If $p_{k}$ is the probability of drawing a white ball from the kth urn, show that

$$
p_{k+1}=\frac{a+1}{a+b+1} p_{k}+\frac{a}{a+b+1}\left(1-p_{k}\right)
$$

Hence for the last urn, prove that

$$
p_{n}=\frac{a}{a+b}
$$

[PPunjab Univ: B.Sc.(Maths Hons.),1988]
Solution. The event of drawing a white ball from the $k$ th urn can, materialise in the following two ways:
(i) The ball transferred from the $(k-1)$ th urn is white and then a white ball is drawn from the kth urn.
(ii) The ball transferred from the $(k-1)$ th urn is black and then a white ball is drawn from the $k$ th urn.

The probability of case $(i)$ is $p_{k-1} \times \frac{a+1}{a+b+1}$,
since the probability of drawing a white ball from the $(k-1)$ th $u m$ is $p_{k-1}$ and then the probability of drawing white ball from the $k$ th urn is

$$
\frac{a+1}{a+b+1} .
$$

Since the probability of drawing a black ball from the $(k-1)$ th urn is $\left[1-p_{k-1}\right]$ and then the probability of drawing a white ball from the $k$ th urn is

$$
\frac{a}{a+b+1}
$$

the probability of case (ii) is given by

$$
\frac{a}{a+b+1}\left[1-p_{k-1}\right]
$$

Since the cases $(i)$ and (ii) are mutually exclusive, we have by addition cheorem of probability

$$
\begin{align*}
& p_{k} & =\frac{a+1}{a+b+1} p_{k-1}+\frac{a}{a+b+1}\left[1-p_{k-1}\right]  \tag{*}\\
\therefore & p_{k} & =\frac{1}{a+b+1} p_{k-1}+\frac{a}{a+b+1} \tag{1}
\end{align*}
$$

Replacing $k$ by $k+1$.in ( $*$ ) we get the required result.
Changing $k$ to $k-1, k-2, \ldots$ and so on, we get

$$
p_{k-1}=\frac{1}{a+b+1} p_{k-2}+\frac{a}{a+b+1}
$$

$$
\begin{equation*}
p_{k-2}=\frac{1}{a+b+1} p_{k-3}+\frac{a}{a+b+1} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
p_{2}=\frac{1}{a+b+1} p_{1}+\frac{a}{a+b+1} \tag{k-1}
\end{equation*}
$$

But $p:=$ Probability of drawing a white ball from the first urn $=\frac{a}{a+b}$.
Multiplying (1) by 1 , (2) by $\frac{1}{a+b+1}$, (3) by $\left(\frac{1}{a+b+1}\right)^{2}, \ldots$, and ( $k-1$ )th equation by $\left(\frac{1}{a+b+1}\right)^{k-2}$ and adding, we get

$$
\begin{aligned}
& p_{k}=\left(\frac{1}{a+b+1}\right)^{k-1} p_{1}+\frac{a}{a+b+1}\left[1+\frac{1}{a+b+1}+\frac{1}{(a+b+1)^{2}}+\ldots\right. \\
&\left.+\left(\frac{1}{a+b+1}\right)^{k-2}\right] \\
&=\left(\frac{1}{a+b+1}\right)^{k-1} \times \frac{a}{(a+b)}+\frac{a}{a+b+1}\left[\frac{1-\left(\frac{1}{a+b+1}\right)^{k-1}}{\left(1-\frac{1}{a+b+1}\right)}\right] \\
&=\frac{a}{a+b}\left(\frac{1}{a+b+1}\right)^{k-1}+\frac{a}{a+b}\left[1-\left(\frac{1}{a+b+1}\right)^{k-1}\right] \\
&=\frac{a}{a+b}\left[\left(\frac{1}{a+b+1}\right)^{k-1}+\left\{1-\left(\frac{1}{a+b+1}\right)^{k-1}\right\}\right] \\
&=\frac{a}{a+b},(k=1,2, \ldots, n)
\end{aligned}
$$

Since the probability of drawing a white ball from the $k$ th urn is independent of $k$, we have

$$
p_{n}=\frac{a}{a+b}
$$

Example 4.56. (i) Let the probability $p_{n}$ that a family has exactly $n$ children be $\alpha p^{n}$ when $n \geq 1$ and $p_{o}=1-\alpha p\left(1+p+p^{2}+\ldots\right)$. Suppose that all sex distributions of $n$ children have the same probability. Show that for $k \geq 1$, the probability that a family contains exactly $k$ boys is $2 \alpha \cdot p^{k} /(2-p)^{k+1}$.
(ii) Given that a family includes at least one boy, show that the probability that there are two or more boys is $p /(2-p)$.

Solution. We are given

$$
\begin{aligned}
p_{n} & =P[\text { that a family has exactly } n \text { children }] \\
& =\alpha p^{n}, n \geq 1 .
\end{aligned}
$$

and $\quad p_{0}=1-\alpha p\left(1+p+p^{2}+\ldots\right)$
Let $E_{j}$ be the event that the number of children in a family is $j$ and let $A$ be the event that a family contains exactly $k$ boys. Then

$$
P\left(E_{j}\right)=p_{j} ; j=0,1,2, \ldots
$$

Now, since each child can have any of the two sex distributions (either boy or girl), the total number of possible distributions for a family to have ' $j$ ' children is $2^{j}$.

$$
\begin{aligned}
& \therefore \quad \begin{aligned}
& P\left(A \mid E_{j}\right) \doteq \frac{{ }^{\prime} C_{k}}{2^{j}}, j \geq k \\
\text { and } \quad P(A) & =\sum_{j=k}^{\infty} P\left(E_{j}\right) P\left(A \mid E_{j}\right)=\sum_{j=k}^{\infty} p_{j} P\left(A \mid E_{j}\right) \\
& =\sum_{j=k}^{\infty} \alpha p^{j}\left[\frac{C_{k} C_{k}}{2^{\prime}}\right], j \geq k \geq 1 \\
& =\alpha \sum_{j \neq k}^{\infty}\left(\frac{p}{2}\right)^{j} C_{k} \\
& =\alpha \sum_{r=0}^{\infty}{ }^{k+r} C_{k}\left(\frac{p}{2}\right)^{k+r} \\
& =\alpha\left(\frac{p}{2}\right)^{k} \sum_{r=0}^{\infty}{ }^{k+r} C_{r}\left(\frac{p}{2}\right)^{r}
\end{aligned} \quad\left[\because{ }^{n} C_{r}={ }^{n} \dot{C}_{n-r}\right]
\end{aligned}
$$

We know that

$$
{ }^{-n} C_{r}=(-1)^{r} \cdot{ }^{n+r-1} C_{r} \Rightarrow(-1)^{r} \cdot{ }^{-n} C_{r}={ }^{n * r-1} C_{r}
$$

$$
\therefore \quad(-1)^{\prime}:^{-(k+1)} C_{r}={ }^{k+r} C_{r}
$$

Hence

$$
\begin{aligned}
P(A) & =\alpha\left(\frac{p}{2}\right)^{k} \sum_{r=0}^{\infty}(-1)^{r} \cdot{ }^{-(k+1)} C_{r+}\left(\frac{p}{2}\right)^{\prime} \\
& =\alpha\left(\frac{p}{2}\right)^{k} \sum_{r=0}^{\infty}-(k+1) C_{r}\left(-\frac{p}{2}\right)^{r} \\
& =\alpha\left(\frac{p}{2}\right)^{k},\left(1-\frac{p}{2}-\right)^{-(k+1)} \\
& =\alpha\left(\frac{p}{2}\right)^{k} \frac{2^{k+h}}{(2-p)^{k+1}}=\frac{2 \alpha p^{k}}{\left(2^{2}-p\right)^{k+1}}
\end{aligned}
$$

(b) Let $B$ denote the event that a family includes at least one boy and $C$ denote the event that a family has two or more boys. Then

$$
\begin{aligned}
P(B) & =\sum_{k=1}^{\infty} P[\text { family has exactly } k \text { boys }] \\
& =\sum_{k=1}^{\infty} \frac{2 \alpha p^{k}}{(2-p)^{k+1}}=\frac{2 \alpha}{2-p} \sum_{k=1}^{\infty}\left(\frac{p}{2-p}\right)^{k} \\
& =\frac{2 \alpha}{2-p} \times \frac{p /(2-p)}{1-[p /(2-p)]}=\frac{\alpha p}{(1-p)(2-p)} \\
P(C) & =\sum_{k=2}^{\infty} P[\text { family has exactly } k \text { boys }] \\
& =\sum_{k=2}^{\infty} \frac{2 \alpha p^{k}}{(2-p)^{k+1}}=\frac{2 \alpha}{2-p} \sum_{k=2}^{\infty} \cdot\left(\frac{p}{2-p}\right)^{k} \\
& =\frac{2 \alpha}{2-p} \cdot \frac{[p /(2-p)]^{2}}{1-[p /(2-p)]}=\frac{\alpha p^{2}}{(2-p)^{2}(1-p)}
\end{aligned}
$$

Since $C \subset B$ and $B \cap C=C, P(B \cap C)=P(C) \Rightarrow P(B) P(C \mid B)=P(C)$ Therefore,

$$
P(C \mid B)=\frac{P(C)}{P(B)}=\frac{\alpha p^{2}}{(2-p)^{2}(1-p)} \times \frac{(1-p)(2-p)}{\alpha p}=\frac{p}{2-p}
$$

Example 4.57. A slip of paper is given to person, $A$ who marks it either with a plus sign or a minus sign; the probability of his writing a plus sign is 1/3. A passes the slip to $B$, who may either leave it alone or change the sign before passing it to C. Next C passes the slip to $D$ after perhaps changing the sign. Finally $D$ passes it to a referee after perhaps changing the sign. The referee sees a plus sign on the slip. It is known that B, C and D each change the sign with probability 213. Find the probability that $A$ originally wrote a plus.

Solution. Let us define the following events:
$E_{1}: A$ wrote a plus sign; $\quad E_{2}: A$ wrote a minus sign
$E$ : The referee observes a plus sign on the slip.
We are given : $P\left(E_{1}\right)=1 / 3, P\left(E_{2}\right)=1-1 / 3=2 / 3$
We want $P\left(E_{1} \mid E\right)$, which by Bayes rule is given by:

$$
\begin{align*}
& P\left(E_{1} \mid E\right)= \frac{P\left(E_{1}\right) P\left(E \mid E_{1}\right) . \ldots}{P\left(E_{1}\right) P\left(E \mid E_{1}\right)+' P\left(E_{2}\right) P\left(E \mid E_{2}\right)}  \tag{i}\\
& P\left(E \mid E_{1}\right)= P[\text { Referee observes the plus sign given that 'A' wrote } \\
& \quad \text { the plus sign an the slip] } \\
&= P[(\text { Plus sign was not changed at all }) \cup \text { (Plus sign was } \\
& \quad \text { changed exacily twice'in passing from ' } A \text { ' to referee } \\
&=\text { through } B, C \text { änd } D)] \\
&= P\left(E_{3} \cup E_{4}\right), \text { (say). }
\end{align*}
$$

Let $A_{1}, A_{i}$ and $A_{3}$ respectively denote the events that $B, C$ and $D$ change the sign on the slip. Then wa are given

$$
P\left(A_{1}\right)=P\left(A_{2}\right)=P\left(A_{3}\right)=2 / 3 ; P\left(\bar{A}_{1}\right)=P\left(\bar{A}_{2}\right)=P\left(\bar{A}_{3}\right)=1 / 3
$$

We have

$$
\begin{aligned}
P\left(E_{3}\right) & =P\left(\bar{A}_{1} \cap \bar{A}_{2} \cap \bar{A}_{3}\right)=P\left(\bar{A}_{1}\right) P\left(\bar{A}_{2}\right) P\left(\bar{A}_{3}\right)=(1 / 3)^{3}=1 / 27 \\
P\left(E_{4}\right) & =P\left[\left(A_{1} A_{2} \bar{A}_{3}\right) \cup\left(A_{1} \bar{A}_{2} A_{3}\right) \cup\left(\bar{A}_{1} A_{2} A_{3}\right)\right] . \\
& =P\left(A_{1} A_{2} \bar{A}_{3}\right)+P\left(A_{1} \bar{A}_{2} A_{3}\right)+P\left(\bar{A}_{1} A_{2} A_{3}\right) \\
& =P\left(A_{1}\right) P\left(A_{2}\right) P\left(\bar{A}_{3}\right)+P\left(A_{1}\right) P\left(\bar{A}_{2}\right) P\left(A_{3}\right)+P\left(\bar{A}_{1}\right) P\left(A_{2}\right) P\left(A_{3}\right) \\
& =\frac{2}{3} \cdot \frac{2}{3} \cdot \frac{1}{3}+\frac{2}{3} \cdot \frac{1}{3} \cdot \frac{2}{3}+\frac{1}{3} \cdot \frac{2}{3} \cdot \frac{2}{3}=\frac{4}{9}
\end{aligned}
$$

Substituting in (ii) we get

$$
\begin{equation*}
P\left(E \mid E_{1}\right)=\frac{1}{27}+\frac{4}{9}=\frac{13}{27} \tag{iii}
\end{equation*}
$$

Similarly,
$P\left(E \mid E_{2}\right)=P$ [Referee observes the plus sign given that ' $A$ ' wrote minus
sign on the slip]
$=P$ [(Minus sign was changed exactly.once)
$\cup$ (Minus sign was changed thrice)]

$$
\left.=P\left(E_{5} \cup E_{6}\right), \text { (say }\right),
$$

$$
\begin{equation*}
=P\left(E_{5}\right)+P\left(E_{6}\right) \tag{iv}
\end{equation*}
$$

$$
P\left(E_{5}\right)=P\left[\left(\bar{A}_{1} \bar{A}_{2} \bar{A}_{3}\right) \cup\left(\bar{A}_{1} A_{2} \bar{A}_{3}\right) \cup\left(\bar{A}_{1} \bar{A}_{2} A_{3}\right)\right]
$$

$$
=P\left(A_{1}\right) P\left(\bar{A}_{2}\right) P\left(\bar{A}_{3}\right)+P\left(\bar{A}_{1}\right) P\left(A_{2}\right) P\left(\bar{A}_{3}\right)+P\left(\bar{A}_{1}\right) P\left(\bar{A}_{2}\right) P\left(A_{3}\right)
$$

$$
=\frac{2}{3} \cdot \frac{1}{3} \cdot \frac{1}{3}+\frac{1}{3} \cdot \frac{2}{3} \cdot \frac{1}{3}+\frac{1}{3} \cdot \frac{1}{3} \cdot \frac{2}{3}=\frac{2}{9}
$$

$$
P\left(E_{6}\right)=P\left(A_{1} A_{2} A_{3}\right)=P\left(A_{1}\right) P\left(A_{2}\right) P\left(A_{3}\right)=\frac{2}{3} \cdot \frac{2}{3} \cdot \frac{2}{3}=\frac{8}{27}
$$

Substituting in (iv) we get :

$$
\begin{equation*}
P\left(E \mid E_{2}\right)=\frac{2}{9}+\frac{8}{27}=\frac{14}{27} . \tag{v}
\end{equation*}
$$

Substituting from (iii) and $(v)$ in $(i)$ we get :

$$
P\left(E_{1} \mid E\right)=\frac{\frac{1}{3} \times \frac{13}{27}}{\frac{1}{3} \times \frac{13}{27}+\frac{2}{3} \times \frac{14}{27}}=\frac{13}{13+28}=\frac{13}{41}
$$

Example 4.58. Three urns of the same appearance have the following proportion of balls.

First urn : 2 black' 1 white
Second Urn : 1 black 2 white
Third urn : 2 black 2 white

One of the urns is.selected and one ball is drawn. It turns out to be white. What is the probability of drawing a white ball again, the first one nöt having been returned?

Solution. Let us define the events:
$E_{i}=$ The event of selection of $i$ th urn, $(i=1,2,3)$
and $A=$ The event of drawing a white ball.
Then

$$
P\left(E_{1}\right)=P\left(\dot{E}_{2}\right)=P\left(E_{3}\right)=1 / 3
$$

and $P\left(A \mid E_{1}\right)=1 / 3, P\left(A \mid E_{2}\right)=2 / 3$ and $P\left(A \mid E_{3}\right) \ddot{=} 1 / 2$
Let $C$ denote the future event of drawing another white ball from the urns.
Then

$$
\begin{aligned}
P\left(C \mid E_{1} \cap A\right)= & 0, P\left(C \mid E_{2} \cap A\right)=1 / 2, \text { and } P\left(C \mid E_{3} \cap A\right)=1 / 3 \\
& \cdot \sum_{i=1}^{3} P\left(E_{i}\right) P\left(A \mid E_{i}\right) P\left(C \mid E_{i} \cap A\right) \\
\therefore \quad P(C \mid A)= & \frac{\sum_{i=1}^{3} P\left(E_{i}\right) P\left(A \mid E_{i}\right)}{} \\
= & \frac{\frac{1}{3} \cdot \frac{1}{3} \cdot 0+\frac{1}{3} \cdot \frac{2}{3} \cdot \frac{1}{2}+\frac{1}{3} \cdot \frac{1}{2} \cdot \frac{1}{3}}{\frac{1}{3} \cdot \frac{1}{3}+\frac{1}{3} \cdot \frac{2}{3}+\frac{1}{3}: \frac{1}{2}}=\frac{1}{3}
\end{aligned}
$$

## MISCELLANEOUS EXERCISE ON CHAPTER IV

1. Probabilities of occurrence of $n$ independent events $E_{1}, E_{2}, \ldots, E_{n}$ are $p_{1}$, $p_{2}, \ldots, p_{n}$ respectively. Find the probability of occurrence of the compound event in which $E_{1}, E_{2}, \ldots, E_{r}$ occur and $E_{r+1}, E_{r+2}, \ldots, E_{n}$ do not öccur.

Ans. $\prod_{i=1} p_{i} \times \prod_{i=r+1}\left(1-p_{i}\right)$
2. Prove that for any integer $m \geq 1$,

(b) $P\left(\underset{i=1}{n} A_{i}\right) \geq I-\sum_{i=1}^{m} P\left(\bar{A}_{i}\right)$
3. Establish the inequalities:
$P(A \cap B \cap C) \leq P(A \cap B) \leq P(A \cup B) \leq P(A \cup B \cup C) \leq P(A)+P(B)+P(C)$
4. Let $A_{1}, A_{2}, \ldots, A_{n}$ be mutually independent events with $P\left(A_{k}\right)=p_{k}$, $k=1,2, \ldots, n$.

Let $p$ be the probability that none of the events $A_{1}, A_{2}, \ldots, A_{n}$-occurs. Show that

$$
p=\prod_{k=1}^{n}\left(1-p_{k}\right) \leq \exp \left\{-\sum_{k=1}^{n} p_{k}\right\}
$$

Use the above relation to compute the probability that in six tosses of a fair die, no "aces are obtained". Compare this with the upper bound given above. Show that ị each $p_{k}$ is small compared, with $n$, the upper bound is a good approximation.
5. $A$ and $B$ play a match, the winner being the one who first wins two games in succession, no games being drawn. Their respective chances of winning a particular game are $p: q$. Find
(i) $A$ 's initial chance of winning.
(ii) A's chance of winning after having won the first game.
6. A carpenter has a tool chest with two compartments, each one having a lock. He has two keys for each lock, and he keeps all four keys in the same ring. His habitual procedure in opening a compartment is to select a key at random àndtry it. If it fails, hé selects one of the remaining three and tries it and so on. Show that the probability that he succeeds on the first, second and third try is $1 / 2,1 / 3,1 / 6$ respectively.
(Lucknow Univ. B.Sc., 1990)
7. Three players $A, B$ and $C$ agree to play a series of games observing the following rules: two players participate in each game, while third is idle, and the game is to be won by one of them. The loser in each game quits and his place in the next game is taken by the player who was idle. The player who succeeds in winning over both of his opponents without interruption wins the whole series of games.

Supposing the probability for each player to win a single game is $1 / 2$, and that the first game is played by $A$ and $B$, find the probability for $A, B$ and $C$ respectively to win the whole series if the number of games is unlimited.

Ans. 5/14, 5/14, $2 / 7$.
8. In a certain group of mathematicians; 60 per cent have insufficient background of modern Algebra, 50 per cent have inadequate knowledge of Mathematical Statistiçs and 80 per cent are in either one or both of the two categories. What is the percentage of people who know Mathematical Statistics amiong those who have a sufficient background of Modern Algebra?
(Ans. 0.50)
9. (a) If $A$ has $(n+1)$ and $B$ has $n$ fair coins, which they flip, show that the probability that $A$ gets more heads than $B$ is $\frac{1}{2}$.
(b) A student-is given a column of 10 dates and column of 10 events and is asked to match the correct date to each event. He is not allowed to use ariy item more than once. Consider the case where the student knows. how to match four of the items but he is very doubtful of the remaining six. He.decides to match these at random. Find the probabilities that he will correcily match (i) all the items, (ii) at-least seven of the items, and (iii) at least five.

Ans. (a) $\frac{1}{6!}$, (b) $\frac{10}{6!}$, (c) $1-\frac{1}{6!}$
10. An astrologer claims that he can predici before birth the sex of a baby just to be born. Suppose that the astrologer has no real power but he tosses a coin just
once before every birth and if the head turns up he predicts a boy for that birth and if the tail turns up he predicts a girl. Let $p$ be the probability of the event that'at a certain birth a male child is born, and $p^{\prime}$ the probability of a head turning up in a single toss with astrologer's coin. Find the probability of a correct prediction and that of at least one correct prediction in $n$ predictions.
11. From a pack of 52 cards an even number of cards is drawn. Show that the probability of half of these cards being red is

$$
\left[52!/(26!)^{2}-1\right] /\left(2^{51}-1\right)
$$

12. A sportsman's chance of shooting an animal at a distance $r(>a)$ is $a^{2} / r^{2}$. He fires when $r=2 a$, and if he misses he reloads and fires when $r=3 a, 4 a \ldots$.. If he misses at distance na, the animal escapes. Find.the odds against the sportsman.

Ans. $\boldsymbol{n + 1}: \boldsymbol{n - 1}$
Hint. $P$ [Sporisman shoots àt a distance $i a]=\frac{a^{2}}{(i a)^{2}}=\frac{1}{i^{2}}$
$\Rightarrow P[$ Sportsman misses the shot at a distance $i a]=1-\frac{1}{i^{2}}$
$\therefore \quad P$ [Animal escapes $]=\prod_{i=2}^{n}\left(1-\frac{1}{i^{2}}\right)=\prod_{i=2}^{n}\left[\left(\frac{i-1}{i}\right)\left(\frac{i+1}{i}\right)\right]$

$$
=\prod_{i=2}^{n}\left(\frac{i-1}{i}\right)_{i=2}^{n}\left(\frac{i+1}{i}\right)=\frac{n+1}{2 n}
$$

Requirè ratio $=\frac{n+1}{2 n}:\left(1-\frac{n+1}{2 n}\right)=(n+1):(n-1)$
13. (a) Pataudi, the captain of the Indian team, is repoited to have observed the rule of calling 'heads' every time the toss was made during the five matches of the Test series with the Australian team. What is the probability of his winning the toss in all the five matches?

Ans. (1/2) ${ }^{5}$
How will the probability be affected if
(i) he had made a rule of tossing a coin privately to decide whether to call "heads" or "tails" on each occasion.
(ii) the factors determining his choice were not predetermined but he called :out whatever occurred to him on the spur of the moment?
(b) A lot contains 50 defective and 50 non-defective bulbs. Two bulbs are drawn at random one at $a^{-}$-time, with replacement. The events $A, B . C$ are defined as
$A=$ (The first bulb is defective)
$B=$ (The second bulb is non-defective)
$C=$ \{The two bulbs are both defective or both non-defective \}

Determine whether
(i) $\hat{A}, B, C$ are pairwise independent,
(ii) $A . B, C$ are independent.
14. $A, B$ and $C$ are three urns which contain 2 white, 1-black, 3 white, 2 black and 2 white and 2 black balls, respectively. One ball is drawn from urn $A$ and put into the urn $B$; then a ball is drawn from urn $B$ and put into the urn $C$. Then a ball is drawn from urn $C$. Find the probability that the ball drawn is white.

Ans. 4/15.
15. An um contains $a$ white and $b$ black balls and a series of drawings of one ball at a time is made, the ball removed being retrurned to the urn immediately after the next drawing is made. If $p_{n}$ denotes the probability that the $n$th ball drawn is black, show that

$$
p_{n}=\left(b-p_{n-1}\right) /(a+b-1)
$$

Hence fịnd $p_{n}$.
16. A person is to be tested to see whether he can differentiate between the taste of two brands of cigarettes. If he cannot differentiate, it is assumed that the probability is one-half that he will identify a cigarette correctly: Under which of the following two procedures is there less chance that he will make all correct identifications when he actually cannot differentiate betweeen the two brands?
(i) The subject is given four pairs each containing both; brands of cigarettes (this is known to the subject), he mușt identify for each pair which cigarette represents each-brand.
'(ii) The subject is given eighi cigarettes and is told that the first four are of one brand and the last four of the other brand.
*How do you explain the difference in results despite the fact that eight cigarettes are tested in each case?
Ans. (i) $1 / 16$
(ii) $1 / 2$
17. (Sampling with replacement). A sample of size $r$ is taken from a population of $n$ people. Find the probability $U_{r}$, that $N$ given people will be included in.the sample.

Ans. $U_{r}=\sum_{m=0}^{N}(-1)^{m}\binom{N}{m}\left(1-\frac{m}{n}\right)^{Y}$
18. In a lottery $m$ tickest are drawn at a time out of the total number of $n$ tickets, and returned before the next drawing is made. Show that the chance that in $k$ drawings, each of the numbers. $1,2,3, \ldots, n$ will appear at least once is given by

$$
P_{k}=1-\binom{n}{1} \cdot\left(1-\frac{m}{n}\right)^{k}+\binom{n}{2}\left(1-\frac{m}{n}\right)^{k}\left(1-\frac{m}{n-1}\right)^{k}-\ldots
$$

[Nagpur Univ. M.Sc. 1987]
19. In a certain book of $N$ pages, no page contains more than four errors, $n_{1}$ of them contain one error, $n_{2}$ contain two errors, $n_{3}$ contain three errors and $n_{4}$ contain four errors. Two copies of the book are opened at any two given pages. Show the probability that the number of errors in these two pages șhall notexceed ,five is

$$
1=\frac{1}{N^{2}}\left(n_{3}^{2}+n_{4}^{2}+2 n_{2} n_{4}+2 n_{3} n_{4}\right)
$$

Hint. Let $E_{i}$ I : the event that a page of first book contains $i$ errors. .
and $\quad E_{i} I I$ : the event that a page of second book contains $i$ errors:

$$
P \text { (No. of errors in the two pages shall not exceed 5) }
$$

$$
=1-P\left[E_{2} I E_{4} \mathrm{II}+E_{3} I E_{4} \mathrm{II}+E_{4} I E_{4} \mathrm{II}\right.
$$

$$
\left.+E_{3} 1 E_{3} \mathrm{II}+E_{4} \mathrm{I} E_{3} \mathrm{II}+E_{4} \mathrm{I} E_{2} \mathrm{II}\right]
$$

20. (a) Of three independent events, the chance that the first only should happens is $a$, the chance of the second only is $b$ and the chance of the third only is $c$. Show that the independent chances of the three events are respectively!

$$
\frac{a}{a+x}, \frac{b}{b+x}, \frac{c}{c+x},
$$

where $x$ is the root of the equation

$$
(a+x)(b+x)(c+x)=x^{2}
$$

$$
\begin{align*}
& \text { Hint. } P\left(E_{1} \cap \bar{E}_{2} \cap \bar{E}_{3}\right)=P\left(E_{1}\right)\left[1-P\left(E_{2}^{\prime}\right)\right]\left[1-P\left(\bar{E}_{3}\right)\right]=a  \tag{*}\\
& P\left(\bar{E}_{1} \cap \bar{E}_{2}^{\prime} \cap \bar{E}_{3}\right)=\left[1-P\left(E_{1}\right)\right] P\left(E_{2}\right)\left[1-P\left(E_{3}\right)\right]=b  \tag{**}\\
& P\left(\bar{E}_{1} \cap \bar{E}_{2}^{\prime} \cap \dot{E}_{3}\right)=\left[1-P\left(E_{1}\right)\right]\left\{1-P\left(E_{2}\right)\right] P\left(E_{3}\right)=c  \tag{***}\\
& \text { Multiplying (*), (**) and (***), we get } \\
& P\left(E_{1}\right) P\left(E_{2}\right) P\left(E_{3}\right) x^{-2}=a b c, \\
& \text { where } x=\left[1-P\left(E_{1}\right)\right]\left[1-P\left(E_{2}\right)\right]\left[1-P\left(E_{3}\right)\right] \\
& \text { Multiplying (*) by }\left[1-P\left(E_{1}\right)\right] \text {, we get }
\end{align*}
$$

$$
P\left(E_{1}\right)=\frac{a}{a+x} \text {, and so on. }
$$

(b) Of three independent events, the probability that the first only should happens is $1 / 4$, the probability that the second only should happen is $1 / 8$, and the probability that the third only should happen is $\mathbf{1 / 1 2}$. Obtain the unconditional probabilities of the three events.

Ans. 1/2, 1/3, 1/4.
(c) A total of $n$ shells are fired at a target. The probability of the ith shell hitting the target is $p_{i} ; i=1,2,3, \ldots, n$. Assuming that the $n$ firings are $n$ mutually independent events, find the probability that at least two shells out of $n$ hit the target.
[Calcutta Univ. B.Sc.(Maths Hons.), 1988]
(d) An um contains $M$ balls numbered, 1 to $M$, where the first $K$ balls are defective and the remaining $M-K$ are non-defective. A sample, of $n$ balls is drawn from the um. Let $A_{k}$ be the event that the sample of $n$ balls contains exactly $k$ defectives. Find $P\left(A_{k}\right)$ when the sample is drawn (i) with replacement and, (ii) without replacement.
[Delhi Univ. B.Sc. (Maths Hons.), 1989]
21. For three independent events $A, B$ and $C$, the probability for $A$ to occur-is, $a$, the probability that $A, B$ and $C$ will not occur is $b$, and the probability that at least one of the three events will not occur is $c$. If $p$ denotes the probability that $C$ occurs but neither $A$ nor $B$ occurs, prove that $p$ satisfies the quadratic equation

$$
a p^{2}+[a b-(1-a)(a+c-1)] p+b(1-a)(1-c)=0
$$

and hence deduce that $c>\frac{(1-a)^{2}+a b}{(1-a)}$
Further show, that the probability of occurrence of $C$ is $p /(p+b)$; and that of $B$ 's happening is $(1-, c)(p+b) / a p$.

Hint. Let $P(A)=x, P(B)=y$ and $P(C)=z$
Then $\quad x=a,(1-x)(1-y)(1-z)=b, 1:-x y z=c$
and

$$
p=z(1-x)(1-y)
$$

Elimination of $x, y$ and $z$ gives quadratic equation in $p$.
22. (a) The chance of success in each trial is $p$. If $p_{k}$ is the probability that there are even number of successes in $k$ trials, prove that

$$
p_{k}=p+p_{k-1}(1-2 p)
$$

Deduce that

$$
p_{k}=\frac{1}{2}:\left[1+(1-2 \bar{p})^{k}\right]
$$

(b) If a day is dry, the conditional probability that the following day will also be dry is $p$; if a day is wet, the conditional probability that the following day will be dry is $p^{\prime}$. If $u_{n}$ is the probability that the $n$th day will be dry, prove that

$$
u_{n}-\left(p-p^{\prime}\right) \dot{u}_{n-1}-p^{\prime}=0 ; n \geq 2
$$

If the first day is dry, $p=3 / 4$ and $p^{\prime}=1 / 4$, find $u_{n}$.
23. There are $n$ similar biased dice such that the probability of obtaining a 6 with each one of them is the same and equal to $p$. If all the dice are rolled once, show that $p_{n}$, the probability that an odd number of 6's is obtained satisfies the difference equátión

$$
p_{n}+(2 p-1) \cdot p_{n-1}=p
$$

and hence derive' an ex̀plicit expression' for $p_{n}$.
Ans. $p_{n}=\frac{1}{2}\left[1^{\prime \prime}+(1-2 p)^{n}\right]$
24. Suppose that each day the weather can be uniquely classified as 'fine' or 'bad'. Suppose further that the probability of having fine weather on the last day of a certain year is $P_{0}$ and we have the probability $p$ 'that the weather on an arbitrary day will be.of the same kind as on the preceding day. Let the probability of having fine weather on the $n$th day of the following year be $\dot{P}_{n}$. Show that

$$
P_{n}^{-}=(2 p-1) P_{n-1}+(1-p)
$$

Deduce that

$$
P_{3}=(2 p-1)^{3}\left(P_{0}-\frac{1}{2}\right)+\frac{1}{2}
$$

25. A closet contains $n$ pairs of shocs. If $2 r$ shoes are chosen at random (with $2 r<n$ ), what is the probability that' there will be (i) no complete pair,
(ii) exactly one complete pair, (iii) exactly two complete pairs among them?

Hint.
(i) $P($ no complete pair $)=\binom{n}{2 r} 2^{2 r} \div\binom{ 2 n}{2 r}$
(ii) $P$ (exactly one complete pair) $=n\binom{n-1}{2 r-2} 2^{2 r-2} \div\binom{ 2 n}{2 r}$,
and (iii) $P$ (exactly two complete pairs $)=\binom{n}{2}\binom{n-2}{2 r-4} 2^{2 r-4} \div\binom{ 2 n}{2 r}$
26. Show that the probability of getting no right pair out of $n$, when the left foot shoes are paired randomly with the rigth foot shoes; is the sum of the first $(n+1)$ terms in the expansion of $e^{-1}$.
27. (a) In a town consisting of $(n+1)$ inhabitants, a person narrates a rumour to a second person, who in turn narrates it to a third person, and so on. At each step the recipient of the rumour is chosen at random from the $n$ available persons, excluding the narrator himself. Find the probability that the rumour will be fold $r$ times without:
(i) returning to the originator,
(ii) being narrated to any person more than once.
(b) Do the above problem when, at each step the rumour is told by oṇe person to a gathering of $N$ randomly chiosen people.

Ans. (a) (i) $\frac{n(n-1)^{r-1}}{n^{r}}=\left(1-\frac{1}{n}\right)^{-1} ;(i i)^{\prime} \frac{n(n-1)(n-2) \ldots(n-r+1)}{n^{r}}$
(b) (i) $\left(1-\frac{N}{n}\right)^{-1}$;
(ii) $\left.\frac{\binom{n}{r N}}{\left[\begin{array}{l}n \\ N\end{array}\right)}\right]^{\prime}$
28. What is the probability that (i) the birthdays of twelve people will fall in twelve different calendar months (assume equal probabilities for the twelve months) and (ii) the birthdays of six people will fall in exactly two calendar months?

Hint. (i) The birthday of the first person, for instance, can fall in 12 different ways and so for the second, and so on.
$\therefore$ The total number of cases $=12^{12}$.
Now there are 12 months in which the birthday of one person can fall and 11 months in which the birthday of the second person can fall and 10 months for another third person, and so on.
$\therefore$ The total number of favourable cases $\equiv 12.11 .10 . . .3 .2 .1$
Hence the required probability $=\frac{121}{12^{12}}$
(ii) The total number of ways in which the birthdays of 6 persons can fall in any of the month $=12^{6}$.

$$
\therefore \quad \text { The required probability }=\frac{\binom{12}{12}\left(2^{6}-2\right)}{12^{6}}
$$

29. An elevator starts with 7 passengers and stops at 10 floors. What is the probability $p$ that no two passengers leave at the same floor?
[Delhi Univ. M.C.A., 1988]
30. A bridge player knows that his two opponents have exactly five hearts between two of them. Each opponent has thirteen cards. What is the probability that there is threé-two split on the hearts (that is one player has itree hearts and the other two)?
[Delhi Univ. B.Sc.(Maths Hons.), 1988]
31. An um contains 2 white and 2 black balls. A ball is drawn at random. If it is white, it is röt replaced into the urn. Otherwise it is replaced along with another ball of the same colour. The process is repeated. Find the probability that'the third ball drawn is black.
[Burdwan Univ. B.Sc. (Hons.), 1990]
Ans. $\frac{23}{30}$
32. There is a series of $n$ urns. In the $i$ th: um there are $i$ white and $(n-i)$ black balls, $i=1,2,3, \ldots, k$. One um is chosen at random and 2 balls are drawn from it. Both turn out to be white. What is the probability that the $j$ th urn was chosen, where $j$ is a particular number between 3 and $n$.

Hint. Let $E_{j}$ denote the event of selection of $j$ th urn, $j=3,4, \ldots, n$ and $A$ denote the event of drawing of 2 white balls, then

$$
\begin{gathered}
P\left(A \mid E_{j}\right)=\binom{i}{n}\left(\frac{j-1}{n-1}\right), P\left(E_{j}\right)=\frac{1}{n}, P(A)=\sum_{i=1}^{n} \frac{1}{n}\left(\frac{i}{n}\right)\left(\frac{i-1}{n-1}\right) \\
P\left(E_{j} \mid A\right)=\frac{\frac{1}{n}\left(\frac{i}{n}\right)\left(\frac{j-1}{n-1}\right)}{\sum_{i \equiv 1}^{n}\left(\frac{1}{n}\right)\left(\frac{i}{n}\right)\left(\frac{i-1}{n-1}\right)}
\end{gathered}
$$

33. There are $(N+1)$ identical urns marked $0,1,2, \ldots, N$ each of which contains $N$ white and red balls. The $k$ th urn contains $k$ red and $N-k$ white balls, ( $k=0,1,2, \ldots N$ ). An um is chosen at random and $n$ random drawings of a ball are made from it, the ball drawn being replaced after each draw. If the balls drawn are all red, show that the probability that the next drawing will also yield a red ball is approximately $(n+1)(n+2)$ when $N$ is large.
34. A printing machine can print $n$ letters, say $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, It is operated by electrical impulses, each letter being produced by a different impulse. Assume that $p$ is the constant probability of printing the correct letter and the impulses are independent. One of the $n$ impulses, chosen at random, was fed into the machine twice and both times the letter $\alpha_{i}$ was printed. Compute the probability that the impulse chosen was meant to print $\alpha_{1}$.
[Delhi Univ. M.Sc.(Stat.), 1981]
Ans. $(n-1) p^{2} /\left(n p^{2}-2 p+1\right)$
35. Two players $A$ and $B$. agree to contest a match consisting of $a$-series of games, the match to be won by the player who first wins three games, with the provision that if the players win two games each, the match is to continue until it
is won by one player winning two games more than his opponent. The probabililty of $A$ winning any given game is $p$, and the games cannot be drawn.
(i) Prove that $f(p)$, the initial probability of $A$ winning the match is given by:

$$
f(p)=p^{3}\left(4-5 p+2 p^{2}\right) /\left(1-2 p+2 p^{2}\right)
$$

(ii) Show that the equation $f(p),=p$ has five real roots, of whicḥy threee are admissible values of $p$. Find these three-roots and explain their significance:
[Civil Services (Main), 1986]
36. Two players $A$ and $B$ start playing a series of games with Rs. $a$ and $b$ respectively. The stake is Re .1 on a game and no game can be drawn. If the probability of $A$ winning any game is a constant $p$, find the initial probability of his exhausting the funds of $B$ or his own. Also show that if the resources of $B$ are unlimited then
(i) $A$ is certain to be ruined if $p=1 / 2$, and
(ii) $A$ has an even chance of escaping, ruin if $p=2^{1 / a} /\left(1+2^{1 / a}\right)$.

Hint. Let $u_{n}$ be the probability of $A$ 's final win when he has Rs $n$.
Then $\quad u_{n}=p u_{n+1}+(1-p) u_{n-i}$ where $u_{n}=0$ and $u_{0}+b=1$
$\therefore \quad u_{n+1}-u_{n}=\left(\frac{1-p}{p}\right)\left(u_{n}-u_{n-1}\right)$
Hence $u_{n+1}-u_{n}=\left(\frac{1-p}{p}\right)^{n} u_{1}$, by repeated application,
so that

$$
u_{n}=u_{1}\left[1-\left(\frac{1-p}{p}\right)^{n}\right] /\left[1-\left(\frac{1-p}{p}\right)\right]
$$

Hence using $u_{a+b}=1, u_{n}=\left[1-\left(\frac{1-p}{p}\right)^{n}\right] /\left[1-\left(\frac{1-p}{p}\right)^{a+b}\right]$
$\therefore$ Initial probability of $A^{\prime} s$ win is $u_{a}=\frac{p^{a}-(1-p)^{a}}{p^{a+b}-(1-p)^{a+b}} \cdot p^{b}$
Probability. of $A$ 's ruin $=1-i_{u}$.
For $p=1 / 2, u_{a}=\frac{a}{a+b} \rightarrow 0$ as $b \rightarrow \infty$ and for $p \neq 1 / 2, u_{a}=1 / 2$ if $p=2^{1 / \alpha} /\left(1+2^{1 / a}\right)$.
37. In a game of skill a player has probability $1 / 3,5 / 12$ and $1 / 4$ of scoring 0 ; 1 -and 2 points respectively at each trial, the game terminating on the first realization of a zero score at a trial. Assuming that the trials are independent; prove that the probability of the,player obtaining a total score of $n$ points is

$$
u_{n}=\frac{3}{13}\left(\frac{3}{4}\right)^{n}+\frac{4}{39}\left(-\frac{1}{3}\right)^{n}
$$

Hint. Event can materialize in the two mutually exclusive ways::
(i) at the $(n-1)$ th. trial, a score at $^{t}(n-1)$ points, is :obtained and ascore of 1 point is obtained at the $n$th trial.
(ii) at the $(n-2)$ th trial, a score of $(n-2)$ points is obtained and a score of 2 points is obtained at the last two trials.

Hence $u_{n} \doteq \frac{5}{12} u_{n-1}+\frac{1}{4} u_{n-2}$ where $u_{0}=\frac{1}{3}, u_{1}=\frac{1}{3} \cdot \frac{5}{12}=\frac{5}{36}$
Also $\quad u_{n}=\left(\frac{3}{4}-\frac{1}{3}\right) u_{n-1}+\frac{1}{4} u_{n-2} \Rightarrow u_{n}+\frac{1}{3} u_{n-1}=\frac{3}{4}\left(u_{n-1}+\frac{1}{3} u_{n-2}\right)$
This equation can be solved as a homogeneous difference equation of second order with the initial conditions

$$
u_{0}=\frac{1}{3}, u_{1}=\frac{1}{3} \cdot \frac{5}{12}=\frac{5}{36}
$$

38. The following weather forecasting is used by an amateur forecaster. Each day is classified as 'dry' or 'wet' and the probability that any given day is same as the preceding one is assumed to be a constant $p,(0<p<1)$. Based on past records, it is supposed that January 1 has a probability $\beta$. of being dry. Letting
$\beta_{n}=$ Probability that $n$th day'of the year is dry, obtain an expression for $\beta_{n}$ in terms of $\beta$ and $p$. Also evaluate $\lim \beta_{n}$.

Hint. $\quad \beta_{n}=p \cdot \beta_{n-1}+(1-p)\left(1-\beta_{n-1}\right)$
$\Rightarrow \quad \beta_{n}=(2 p-1) \beta_{n-1}+(1-p) ; n=2,3,4, \ldots$
Ans. $\quad \beta_{n}=(2 p-1)^{n-1}(\beta-1 / 2)+1 / 2 ; \lim \beta_{n}=1 / 2$
39. Two urns contain respectively ' $a$ white and $b$ black' 'and ' $b$. white and $a$ black' balls. A series of drawings is made according to the following:rules:
(i) Each time only one:ball is drawn and immediately returned to the same um it came from.
(ii) If the ball drawn is white, the next drawing is made from the first urn.
(iii) If it is black, the next drawing is made from the second urn.
(iv) The first ball drawn comes from the first.um.

What is the probability that $n$th ball drawn will be white?
Hint. $p_{r}=P$ [Drawing a white ball at the $r$ th draw].

$$
\begin{aligned}
p_{r} & =\frac{a}{\bar{a}+b} p_{r-1}+\frac{b}{a+b} \cdot\left(1-p_{r-1}\right) \\
\Rightarrow \quad p_{r} & =\frac{a-b}{a+b} \cdot p_{r-1}+\frac{b}{a+b}
\end{aligned}
$$

Ans.

$$
p_{n}=\frac{1}{2}+\frac{1}{2}\left(\frac{a-b}{a+\dot{b}}\right)^{n}
$$

40. If a coin is tossed repeatedly', shbw that the probability of getiing $m$ heads before $n$ tails is :

$$
\frac{1}{2^{m \mp n-1}} \sum_{i=m}^{m+n-1}{ }^{m+n-1} C_{i}
$$

[Burdwan Univ. (Maths Hons.), 1991]

## OBJECTIVE TYPE QUESTIONS

I. Find out the correct answer from group $Y$ for each item of group $X$.

## Group X

Group $Y$
(a) At least one of the events $A$ or $B$ occurs.
(b) Neither $A$ nor $B$ occurs.
(ii) $(A \cup B)-(A \cap B)$
(c) Exactly one of the events $A$ or $B$ occurs.
(iii) $A \subset B$
(iv) $B \subset A$
(d) If event $A$ occurs, so does $B$.
(e) Not more than one of the events $A$ or $B$ occur:
(v) $[A-(A \cap B)] \cup[B-(A \cap B)]$
(vi) $A \cap \bar{B}$
(vii) $\mathbf{1}^{1}-(A \cup \bar{B})$
(viii) $A \cup B$
(ix) $1-(A \cup B)$
II. Match the correct expression of probabilities on the left :
(a) $P(\phi)$, where $\phi$ is null set
(i) $1-P(A)$
(b) $P(A \mid B) P(B)$
(ii) $P(A \cap B)$
(c) $P(\bar{A})$
(iii) $P(A)-P(A \cap B)$
(d) $P(\bar{A} \cap \bar{B})$
(iv) 0
(e) $P(A \sim B)$
(v) $1-P(A)-P(B)+P(A \cap B)$
(vi) $P(A)+P(B)-P(A \cap B)$.

1II. Given that $A, B$ and $C$ are mutually exclusive events, explain why the following are not permissible assignments of probabilities:
(i) $P(A)=0.24, P(B)=0.4$ and $P(A \cup C)=0.2$
(ii) $P(A)=0.4, P(B)=0.61$
(iii) $P(A)=0.6, P(A \cap \bar{B})=0.5$
IV. In each of the following, indicate whether events $A$ and $B$ are :
(i) independent, (ii) mutually.exclusive, (iii) dependent but not mutually exclusive.
$\begin{array}{ll}\text { (a) } P(A \cap B)=0 & \text { (b) } P \cdot(A \cap B)=0.3, P^{\prime}(A)=0.45\end{array}$
(c) $P(A \cup B)=0.85, P(A)=0.3, P(B)=0.6$
(d) $P(A \cup B)=0.70, P(A)=0.5, P(B)=0.4$
(e) $P(A \cup B)=0.90, P(A \mid B)=0.8, P(B)=0.5$.
V. Give the correct label as ànswier like $a$ or $b$ 'etc., for the following questions:
(i) The probability of drawing any one spade card from a pack of cards is
(a) $\frac{1}{52}$
(b) $\frac{1}{13}$
(c) $\frac{4}{13}$
(d) $\frac{1}{4}$
(ii) The probability of drawing one white ball from a bag:containing. 6 red , 8 black, 10 yellow and 1 green balls is
(a) $\frac{1}{25}$
(b) 0
(c) 1
(d) $\frac{24}{25}$
(e) $\frac{15}{20}$
(iii) A coin is tossed three times in succession, the number of sample points in sample space is
(a) 6
(b) 8
(c) 3
(iv) In the simultaneous tossing of two perfect coins, the probability of having at least one head is
(a) $\frac{1}{2}$
(b) $\frac{1}{4}$
(c) $\frac{3}{4}$
(d) 1
(v) In the simultaneous tossing of two perfect dice, the probability of obtaining 4 as the sum of the resultant faces is
(a) $\frac{4}{12}$
(b) $\frac{1}{12}$
(c) $\frac{3}{12}$
(d) $\frac{2}{12}$
(vi) A single letter is selected at random from the word 'probability'. The probability that it is a vowel is
(a) $\frac{3}{11}$
(b) $\frac{2}{11}$
(c) $\frac{4}{11}$
(d) 0
(vii) An um contains 9 balls, two of which áre red, three blue and four black. Three balls are drawn at random. The chance that they are of the same colour is
(a) $\cdot \frac{5}{84}$
(b) $\frac{3}{9}$
(c) $\frac{3}{7}$
(d) $\frac{7}{17}$
(viii) A number is chosen at random among the first 120 natural numbers. The probability of the number chosen being a multiple of 5 or 15 is
(a) $\frac{1}{5}$
(b) $\frac{1}{8}$
(c) $\frac{1}{16}$
(ix) If $A$ and $B$ are mutually exclusive' events, then
(a) $P(A \cup B)=P(A) \cdot P(B)$
(b) $P(A \cup B)=P(A)+P(B)$,
(c) $P(A \cup B)=0$.
(x) If $A$ and $\dot{B}$ are two independent events, the probability that both $A$ and $B$ occur is $\frac{1}{8}$ and the probability that neither of them occiurs is $\frac{3}{8}$. The probability of the occurrence of $A$ is :
(a) $\frac{1}{2}$,
(b) $\frac{1}{3}$;
(c) $\frac{1}{4}$,
(d) $\frac{1}{5}$.
VI. Fill in the blänks :
(i) Two events are said to be equälly likely if $\qquad$
(ii) A set of events is said to be independent if $\qquad$
(iii) If $P(A) . . P(B) . P(C)=P(A \cap B \cap C)$, then the events $A, B, C$ are $\qquad$
(iv) Two events $A$ and $B$ are mutually ēxčlusive if $P(A \cap B)=\ldots$ and are independent if $P(A \cap B)=\ldots$
(v) The probability of getting a multiple of 2 in a throw of a dice is $1 / 2$ and of getting a multiple of 3 is $1 / 3$. Hence probability of getting a multiple of 2 or 3 is $\qquad$
(vi) Let $A$ and $B$ be independent events and suppose the event $C$ has probability 0 or 1 . Then $A, B$ and $C$ are $\qquad$ events.
(vii) If $\dot{A}, B, C$ are pairwise independent and $A$ is independent of $B \cup C$, then $A, B, C$ are independent.
(viii) A man has tossed 2 fair dice. The conditional probability that he has tossed two sixes, given that he has tossed at least one six is $\qquad$
(ix) Let $A$ and $B$ be two events such that $P(A)=0.3$ and $P(A \cup B)=0.8$. If $A$ and $B$ are independent events then $P(B)=\ldots$
VII. Each of following statements is either true or false. If it is true prove it, otherwise, give a counter example to show that it is false.
(i) The probability of occurrence of at least one of two events is the sum of the probability of each of the two events.
(ii) Mutually exclusive events are independent.
(iii) For any two events $A$ and $B, P(A \cap B)$ cannot be less than either $P(A)$ or $P(B)$.
(iv) The conditional probability of $A$ given $B$ is always greater than $P(A)$.
(v) If the occurrence of an event $A$ implies the occurrence of another event $B$ then $P(A)$ cannot excced $P(B)$.
(vi) For any two events $A$ and $B, P(A \cup B)$ cannot be greater then either $P(A)$ or $P(B)$.
(vii) Mutually exclusive events are not independent.
(viii) Pairwise independence:does not necessarily imply mutual independence.
(ix) Let $A$ and $B$ be events neither of which has probability zero. Then if. $A$ and $B$ are disjoint, $A$ and $B$ are indepéndent.
$(x)$ The probability of any èvent is always a proper fraction.
(xi) If $0<P(B)<1$ so that $P(A \mid B)$ and $P(A \mid \bar{B})$ are both defined, then $P(A)=P(B) P(A \mid B)+P(\bar{B}) P(A \mid \bar{B})$.
(xii) For two events $A$ and $B$ if
$P(A)=P \cdot(A \mid B)=1 / 4$ and $P(A \mid \bar{B})^{\cdot}=1 / 2$, then
(a) $A$ and $B$ are mutually exclusive.
$-(b) A$ and $B$ are independent.
(c) $A$ is a sub-event of $B$.
(d) $P(\bar{A} \mid B)=3 / 4 . \quad$ [Delhi Univ. B.Sc.(Stat. Hóns.), 1992]
(xiii) Two events can be independent and mutually exiclüsive simultaneously.
(xiv) Let $A$ and $B$ be events, neither of which has probability zero. Prove or disprove the following:
(a) If $A$ and $B$ are disjoint, $A$ and $B$ are independent.
(b) If $A$ and $B$ are independent, $A$ and $B$ are disjoint.
$(x v)$ If $P(A)=0$, then $A=\phi$.

## CHAPTER FIVE

## Random Variables - Distribution Functions

5.1. Random Variable. Intuitively by a random variable (r.v) we mean a real number $X$ connected with the outcome of a random experiment $E$. For example, if $E$ consists of two tosses of a coin, we may consider the random varizble which is the number of heads ( 0,1 or 2 ).

| Outcome: | $H I I$ | $H T$ | $T H$ | $T T$ |
| :---: | :---: | :---: | :---: | :---: |
| Value of $X:$ | 2 | 1 | 1 | 0 |

Thus to each outcome $\omega$, there corresponds a real number $X(\omega)$. Since the points of the sample space $S$ correspond to outcomes, this means that a real number, which we denote by $X(\omega)$, is defined for each $\omega \in S$. From this standpoint, we define random variable to be a real function on $S$ as follows:
" Let $S$ be the sample space associated with a given random experiment. A real-valued function defined on $S$ and taking values in $R(-\infty, \infty)$ is called a one-dimensional random variable. If the function values are ordered pairs of real numbers (i.e., vectors in two-space) the function is said to be a two-dimensional random variable. More generally, an n-dimensional random variable is simply a function whose domain is $S$ and whose range is a collection of $n$-tuples of real numbers (vectors in $n$ - space)."

For a mathematical and rigorous definition of the random variable, let us consider the probability space, the triplet ( $\mathbf{S}, \mathbf{B}, \mathbf{P}$ ), where $S$ is the sample space, viz., space of outcomes, $\mathbf{B}$ is the $\sigma$-field of subsets in $S$, and $\mathbf{P}$ is a probability function on $B$.

Def. A random variable (r.v.) is a function $X(\omega)$ with domain $S$ and range $(-\infty, \infty)$ such that for every real number $a$, the event $[\omega: X(\omega) \leq a] \in$ B.

Remarks: 1. The refinement above is the same as saying that the function $\boldsymbol{X}(\omega)$ is measurable real function on ( $\mathbf{S}, \mathbf{B}$ ).
2. We shall need to make probability statements about'a random variable $X$ such as $P(X \leq a)$. For the simple example given above we should write $P(X \leq 1\}=P(H H, H T, T H\}=3 / 4$. That is, $P(X \leq a)$ is simply the probability of the set of outcomes $\omega$ for which $X(\omega) \leq a$ or

$$
P(X \leq a)=P\{\omega: X(\omega) \leq a\}
$$

Since $\mathbf{P}$ is a measure on $(S, B)$ i.e., $\mathbf{P}$ is defined on subsets of $\mathbf{B}$, the above probability will be defined only if $\{\omega: X(\omega) \leq a\} \in \mathrm{B}$, which implies that $X(\omega)$ is a measurable function or $(S, B)$.
3. One-dimensional random variables will be denoted by capital leuers, $X, Y, Z, \ldots$ etc. A typical outcome of the experiment (i.e., a typical clement of the sample space) will be denoted by $\omega$ or $e$. Thus $X$ ( $\omega$ ) represents the real number which the random variable $X$ associates with the outcome $\omega$. The values whict $X, Y, Z, \ldots$ etc., can assume are denoted by lower case letters viz., $x, y, z, \ldots$ etc.
4. Notations.If $x$ is a real number, the set of all $\omega$ in $S$ such that $X(\omega)=x$ is denoted briefly by writing $X=x$. Thus

$$
\begin{aligned}
P(X=x) & =P\{\omega: X(\omega)=x\} \\
P(X \leq a] & =P\{\omega: X(\omega) \in[-\infty, a]\} \\
P_{>}[a<X \leq b) & =P(\omega: X(\omega) \in(a, b])
\end{aligned}
$$

Similarly
and
Analogous meanings are given to

$$
\begin{aligned}
P(X=a \text { or } X=b) & =P\{(X=a) \cup(X=b)\}, \\
P(X=a \text { and } X=b) & =P\{(X=a) \cap(X=b)\}, \quad \text { etc. }
\end{aligned}
$$

Illustrations: 1. If a coin is tossed. then

$$
\begin{gathered}
S=\left\{\omega_{1}, \omega_{2}\right\} \text { where } \omega_{1}=H, \omega_{2}=T \\
X(\omega)= \begin{cases}1, & \text { if } \omega=H \\
0, & \text { if } \\
& \omega=T\end{cases}
\end{gathered}
$$

$X(\omega)$ is a Bernoulli random variable. Here $X(\omega)$.takes only two values. A random variable which takes only a finite number of values is called single.
2. An experiment consists of rolling a die and reading the number of points on the uptumed face. The most naturial random variable $X$ to consider is

$$
X(\omega)=\omega ; \omega=1,2, \ldots, 6
$$

If we are interested in whether the number of points is even or odd, we consider a random variable $Y$ defined as follows:

$$
Y(\omega)=\left\{\begin{array}{lll}
0, & \text { if } & \omega \text { is even } \\
1, & \text { if } & \omega \text { is odd }
\end{array}\right.
$$

3. If a dart is thrown at a circular target, the sample space $S$ is the set of all points $w$ on the target. By imagining a coordinate system placed on the target with the origin at the centre, we can assign various random variables to this experiment. A natural one is the two dimensional random variable which assigns to the point $\omega$, its rectangular coordinates $(x, y)$. Another is that which assigns $\omega$ its polar coordinates ( $r, \theta$ ). A one dimensional random variable assigns to each $\omega$ only one of the coordinates $x$ or $y$ (for cartesian system), $r$ or $\theta$ (for polar system). The event $\mathbf{E}$, "that the dart will land in the first quadrant" can be described by à random variable which assigns to each point $w$ its polar coordinate $\theta$ so that $X(\omega)=\theta$ and then $\mathbf{E}=\{\omega: 0 \leq X(\omega) \leq \pi / 2\}$.
4. If a pair of fair dice is tossed then $S=\{1,2,3,4,5,6\} \times\{1,2,3,4,5,6\}$ and $n(S)=36$. Let $X$ be a random variable with image set

$$
X(S)=\{1,2,3,4,5,6\}
$$

$$
\begin{aligned}
& P(X=1)=P\{1,1\}=1 / 36 \\
& P(X=2)=P\{(2,1),(2,2),(1,2)\}=3 / 36 \\
& P(X=3)=P\{(3,1),(3,2),(3,3),(2,3),(1,3)\}=5 / 36
\end{aligned}
$$

$$
P(X=4)=P[(4,1),(4,2),(4,3),(4,4),(3,4),(2,4),(1,4)\}=7 / 36
$$

Similarly. $\quad P(X=5)=9 / 36$ and $P(X=6)=11 / 36$
Some theorems on Random Variables. Here we shall state (withourt proof) some of the fundamental results and theorems on random variables.

Theorem 5.1. A function $X(\omega)$ from $S$ to $R(-\infty, \infty)$ is a random variable if and only if

$$
\{\omega: X(\omega)<a\} \in \mathbf{B}
$$

Theorem 5.2. If $X_{1}$ and $X_{2}$ are vandom yariables and $C$ is a constant then $C X_{1}, X_{1}+X_{2}, X_{1} X_{2}$ are also random variables.

Remark. It will follow that $C_{1} X_{1}+C_{2} X_{2}$ is a random variable for constants $C_{1}$ and $C_{2}$. In paricular $X_{1}-X_{2}$ is a r.v.

Theorem 5.3. If $\left\{X_{n}(\omega), n \geq 1\right\}$ arc random variablest then
$\sup X_{n}(\omega), \inf X_{n}(\omega), \lim \sup X_{n}(\omega)$ and $\lim \inf X_{n}(\omega)$ are all random va:iables, whenever they are finite for all $\omega$.

Theorem 5.4. If $X$ is a random variable then
(i) $\frac{1}{X}$ where $\left(\frac{1}{X}\right)(\omega)=\infty$ if $X(\omega)=0$
(ii) $X+(\omega)=\max [0, X(\omega)]$
(iii) $X-(\omega)=-\min [0, X(\omega)]$
(iv) $|x|$
are random variables.
Theorem 5.5. If $X_{1}$ and $X_{2}$ are random variables then (i) $\max \left[X_{1}, X_{2}\right]$ and (ii) min $\left[X_{1}, X_{2}\right]$ are also random variables.

Theorem 5.6. If $X$ is a r.v. and $f(\cdot)$ is a continuous function, then $f(X)$ is a r.v.

Theorem 5.7. If $X$ is. a r.v. and $f($.$) is an increasing function, then$ $f(X)$ is a r.v.

Corollary. If $f$ is a function of bounded variations on every finite interval [a,b], and $X$ is a r.v. then $f(X)$ is a r.v.
(proofs of the above theorems are beyond the scope of this book)

## EXERCISE 5 (a)

1. Let $X$ be a one dimensional random variable. (i) If $a<b$, show that the two events $a<X \leq b$ and $X \leq a$ are disjoint, (ii) Determine the union of the two events in part (i), (iii) show that $P(a<X \leq b)=P(X \leq b)-P(X \leq a)$.
2. Let a sample space $S$ consist of three elements $\omega_{1}, \omega_{2}$, and $\omega_{3}$. Let $P\left(\omega_{1}\right)=1 / 4, P\left(\omega_{2}\right)=1 / 2$ and $P\left(\omega_{3}\right)=1 / 4$. If $X$ is a random variable defined on $S$ by $X\left(\omega_{1}\right)=10, X\left(\omega_{2}\right)=-3, X\left(\omega_{3}\right)=15$, find $P(-2 \leq X \leq 2)$.
3. Let $S=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ be the sample space of some experiment and let $E \subseteq S$ be some event associated with the experiment.

Define $\psi_{E}$, the characteristic random variable of $E$ as follows:

$$
\psi_{E}\left(e_{i}\right)=\left\{\begin{array}{l}
1 \text { if } e_{i} \in E \\
0 \text { if } e_{i} \notin E .
\end{array}\right.
$$

In other words, $\psi_{E}$ is equal to 1 if $E$ occurs, and $\psi_{E}$ is equal to 0 if $E$ does not occur.

Verify the following properties of characteristic random variables :
(i) $\psi_{\varphi}$ is identically zero, i.e., $\psi_{\varphi}\left(e_{i}\right)=0 ; i=1,2, \ldots, n$
(ii) $\psi_{s}$ is identically one, i.e., $\psi_{s}\left(e_{i}\right)=1 ; i=1,2, \ldots, n$
(iii) $E=F \Rightarrow \psi_{E}\left(e_{i}\right)=\psi_{F}\left(e_{i}\right) ; i=1,2, \ldots, n$ and conversely
(iv) If $E \subseteq F$ then $\psi_{E}\left(e_{i}\right) \leq \psi_{F}\left(e_{i}\right) ; i=1,2, \ldots, n$
(v) $\psi_{E}\left(e_{i}\right)+\psi_{\bar{E}}\left(e_{i}\right)$ is ideniically $1: i=1,2, \ldots, n$
(vi) $\psi_{E \cap F}\left(e_{i}\right)=\psi_{E}\left(e_{i}\right) \psi_{F}\left(e_{i}\right) ; i=1,2, \ldots, n$
(vii) $\psi_{E \cup F}\left(e_{i}\right)=\psi_{E}\left(e_{i}\right)+\psi_{F}\left(e_{i}\right)-\psi_{E}\left(e_{i}\right) \psi_{F}\left(e_{i}\right)$, for $i=1,2, \ldots, n$.
5.2. Distribution Function. Let $X$ be a r.v. on ( $S, B, P$ ). Then the function:
$F_{X}(x)=P(X \leq x)=P\{\omega: X(\omega) \leq x\},-\infty<x<\infty$
is called the distribution function (d,f.) of $X$.
If clarity permits, we may write $F(x)$ instead of $F_{X}(x)$.
5-2.1. Properties of Distribution Function. We now proceed to derive a number of properties common to all distribution functions.

Property 1. If $F$ is the d.f. of the r.v. $X$ and if $a<b$, then

$$
P(a<X \leq b)=F(b)-F(a)
$$

Proof. The events ' $a<X \leq b$ ' and ' $X \leq a$ ' are disjcint and their union is the event $' ~ X \leq b$ '. Hence by addition theorem of probability

$$
\begin{gather*}
P(a<X \leq b)+P(X \leq a)=P(X \leq b) \\
\Rightarrow \quad P(a<X \leq b)=P(X \leq b)-P(X \leq a)=F(b)-F(a)
\end{gather*}
$$

Cor. 1.

$$
\begin{aligned}
P(a \leq X \leq b) & =P\{(X=a) \cup(\dot{a}<X \leq b)\} \\
& =P(X=a)+P(a<X \leq b)
\end{aligned}
$$

(using additive property of $P$ )

$$
\begin{equation*}
=P(X=a)+[F(b)-F(a)] \tag{5.2a}
\end{equation*}
$$

Similarly, we get

$$
\begin{align*}
P(a<X<b) & =P(a<X \leq b)-P(X=b) \\
& =F(b)-F(a)-P(X=b)  \tag{5•2b}\\
P(a \leq X<b) & =P(a<X<b)+P(X=a)
\end{align*}
$$

$$
=F(b)-F(a)-P(X=b)+P(X=a)
$$

Remark. When $P(X=a)=0$ and $P(X=b)=0$, all four events $a \leq X \leq b$. $a<X<b, a \leq X<b$ and $a<X \leq b$ have the same probability $F(b)-F(a)$.

Property 2. If $F$ is the d.f. of one-dimensional r.v. $X$, then (i) $0 \leq F(x) \leq 1$, (ii) $F(x) \leq F(y)$ if $x<y$.

In other words, all distribution functions are monotonically non-decreasing and lie between 0 and 1.

Proof. Using the axioms of certainty and non-negativity for the probability function $\mathbf{P}$, part ( $i$ ) follows triviality from the definition of $F(x)$.

For part (ii), we have for $x<y$,

$$
\begin{equation*}
F(y)-F(x)=P(x<X \leq y) \geq 0 \tag{Property1}
\end{equation*}
$$

$\begin{array}{ll}\Rightarrow & F(y) \geq F(x) \\ \Rightarrow & F(x) \leq F(y) \text { when } x<y\end{array}$
Property 3. If $F$ is d.f. of one-dimensional r.v. $X$, then

$$
\begin{array}{r}
F(-\infty)=\lim _{x \rightarrow-\infty} F(x)=0  \tag{5•3}\\
F(\infty)=\lim _{x \rightarrow \infty} F(x)=1
\end{array}
$$

Proof. Let us express the whole sample space $S$ as a countable union of disjoint events as follows:

$$
\begin{aligned}
S & =\left[\bigcup_{n=1}^{\infty}(-n<X \leq-n+1)\right] \cup\left[\bigcup_{n=0}^{\infty} \cdot(n<X \leq n+1)\right] \\
\Rightarrow P(S) & =\sum_{n=1}^{\infty} P(-n<X \leq-n+1)+\sum_{n=0}^{\infty} \cdot P(n<X \leq n+1)
\end{aligned}
$$

$$
\begin{align*}
\Rightarrow \quad 1 & =\lim _{a \rightarrow \infty} \sum_{n=1}^{a}[F(-n+1)-F(-n)] \\
& \quad+\lim _{b \rightarrow \infty} \sum_{n=0}^{b}[F(n+1)-F(n)] \\
& =\lim _{a \rightarrow \infty}[F(0)-F(-a)]+\lim _{b \rightarrow \infty}[F(b+1)-F(0)] \\
& =[F(0)-F(-\infty)]+[F(\infty)-F(0)] \\
\therefore \quad 1 & =F(\infty)-F(-\infty) \tag{*}
\end{align*}
$$

Since $-\infty<\infty, F(-\infty) \leq F(\infty)$. Also

$$
\begin{equation*}
F(-\infty) \geq 0 \text { and } F(\infty) \leq 1 \tag{Property2}
\end{equation*}
$$

$$
\begin{equation*}
\therefore \quad 0 \leq F(-\infty) \leq F(\infty) \leq 1 \tag{**}
\end{equation*}
$$

(*) and (**) give $F(-\infty)=0$ and $F(\infty)=1$.
Remarks. 1. Discontinuities of $F(x)$ are at most countable.
2. $\left.\quad F(a)-F(a-0)=\lim _{h \rightarrow 0} P(a-h \leq X \leq a), h>0\right)$
$\therefore \quad F(a)-F(a-0)=P(X=a)$
and

$$
F(a+0)-F(a)=\lim _{h \rightarrow 0} P(a \leq X \leq a+h)=0, h>0
$$

$\Rightarrow \quad F(a+0)=F(a)$
5.3. Discrete Random Variable. If a random, variable takes at most a countable number of values, it is called a discrete random variable. In other words, a real valued function defined on a discrete sample space is called a discrete random variable.
5.3-1. Probability Mass Function (and probability distribution of a discrete ràndom variable).

Suppose $X$ is a one-dimensional discrete random variable taking at most a countably infinite number of values $x_{1}, x_{2}, \ldots$ With each possible outcome $x_{i}$, we associate a number $p_{i}=P\left(X=x_{i}\right)=p\left(x_{i}\right)$, called the probability of $x_{i}$. The numbers $p\left(x_{i}\right) ; i=1,2, \ldots$. must satisfy the following conditions:

$$
\begin{equation*}
p\left(x_{i}\right) \geq 0 \forall i \text {, (ii) } \sum_{i=1}^{\infty} p\left(x_{i}\right)=1 \tag{i}
\end{equation*}
$$

This function $p$ is called the probability mass function of the random variable $X$ and the set $\left(x_{i}, p\left(x_{i}\right)\right)$ is called the probability distribution (p.d.) of the r.v. $X$.

Remarks: 1. The set of values which $X$ takes is called the spectrum of the random variable.
2. For discrete random variable, a knowledge of the probability mass function enables us to compute probabilities of arbitrary events. In fact, if $E$ is a set of real numbers, we have

$$
P(X \in E)={\underset{x \in E \cap S}{\sum} p(x), \text { where } S \text { is the sample space. }}^{\sum} p\left(\begin{array}{l}
\text {. }
\end{array}\right.
$$

Illustration. Toss of coin, $S=(H, T)$. Let $X$ be the random variable defined by

$$
\begin{aligned}
& X(\dot{H})=1 \text {, i.e., } X=1 \text {, if 'Head' occurs. } \\
& X(T)=0 \text {, i.e., } X=0 \text {, if 'Tail' occurs. }
\end{aligned}
$$

If the coin is 'fair' the probability function is givẹn by

$$
P([H\})=P(\{T\})=\frac{1}{2}
$$

and we can speak of the probability distribution of the random variable $X$ as

$$
\begin{aligned}
& P(X=1)=P((H\})=\frac{1}{2}, \\
& P(X=0)=P((T))=\frac{1}{2},
\end{aligned}
$$

5.3.2. Discrete Distribution Function. In this case there are a countable number of points $x_{1}, x_{2}, x_{3}, \ldots$ and numbers $p_{1} \geq 0, \sum_{1}^{\infty} p_{1}=1$ such that $F(X)=\sum_{\left(i: x_{1} \leq x\right)} p_{i}$. For example if $x_{i}$ is just the integer $\bar{i}, F(x)$ is a "step function" having jump $p_{i}$ at $i$, and being constant between each pair of integers.


Theorem 5.5. $p\left(x_{j}\right)=P\left(X=x_{j}\right)=F\left(x_{j}\right)-F\left(x_{j}-1\right)$, where $F$ is the $d . f$. of $X$.

Proof. Let $x_{1}<x_{2}<\ldots$ We have

$$
\begin{aligned}
F\left(x_{j}\right) & =P\left(X \leq x_{j}\right) \\
& =\sum_{i=1}^{j} P\left(X=x_{i}\right)=i \sum_{i=1}^{j} p\left(x_{i}^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{align*}
& F\left(x_{j-1}\right)=P\left(X \leq x_{j-1}\right) & =\sum_{i=1}^{J-1} p\left(x_{i}\right) \\
\therefore & F\left(x_{j}\right)-F\left(x_{j-1}\right) & =p\left(x_{j}\right) \tag{5•5}
\end{align*}
$$

Thus, given the distribution function of discrete random variable, we can compute its probability mass function.

Example 5.1. An experiment consists of three independent tosses of a fair coin. Lel
$X=$ The number of heads
$Y=$ The number of head runs,
$Z=$ The lenght of head runs,
a head run being defined as consecutive occurrence of at least two heads, its length then being the number of heads occurring together in three tosses of the coin.

Find the probability function of (i) $X$, (ii) $Y$, (iii) $Z$, (iv) $X+Y$ and (v) $X Y$ and construct probability tables and draw their probability charts.

Solution.
Table 1

| S. No.Elementary <br> event | Random Variables |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $X$ | $Y$ | $Z$ | $X+Y$ | $X Y$ |
| 1 | $H H H$ | 3 | 1 | 3 | 4 | 3 |
| 2 | $H H T$ | 2 | 1 | 2 | 3 | 2 |
| 3 | $H T H$ | 2 | 0 | 0 | 2 | 0 |
| 4 | $H T T$ | 1 | 0 | 0 | 1 | 0 |
| .5 | $T H H$ | 2 | 1 | 2 | 3 | 2 |
| 6 | $T H T$ | 1 | 0 | 0 | 1 | 0 |
| 7 | $T T H$ | 1 | 0 | 0 | 1 | 0 |
| 8 | $T T T$ | 0 | 0 | 0 | 0 | 0 |

Here sample space is.

$$
S=\{H H H, H H T, H T H, H T T, T H H, T H T, T T H, T T T\}
$$

(i) Obviously $X$ is ar.v. which can take the values $0,1,2$, and 3

$$
\begin{aligned}
p(3) & =P(H H H)=(1 / 2)^{3}=1 / 8 \\
p(2) & =P[H H T \cup H T H \cup T H H] \\
& =P(H H T)+P(H T H)+P(T H H)=1 / 8+1 / 8+1 / 8=3 / 8
\end{aligned}
$$

Similarly $p(1)=3 / 8$ and $p(0)=1 / 8$.
These probabilities could alsò be obtained directly from the above table $i$.
Table 2
Probability table of $\mathbf{X}$

| Valués of $X$ <br> $(x)$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | $1 / 8$ | $3 / 8$ | $3 / 8$ | $1 / 8$ |

Table 3
(ii) Probability Table of $\mathbf{Y}$

| Values of $Y$, <br> $(y)$ | 0 | 1 |
| :---: | :---: | :---: |
| $p(y)$ | $5 / 8$ | $3 / 8$ |

This is obvious from table 1 .
(iii) From table 1 , we have

Table 4
Probability Table of

| Values of $Z$, <br> $(z)$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(z)$ | $5 / 8$ | 0 | $2 / 8$ | $1 / 8$ |

(iv) Let $U=X+Y$. From table 1 , we get ${ }_{5}^{D}$

Table 5
Probability Table of $\mathbf{U}$

| Values of $U$, <br> $(u)$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p(u)$ | $1 / 8$ | $3 / 8$ | $1 / 8$ | $2 / 8$ | $1 / 8$ |

(v) Let $V=X Y$

Table 6
Probability Table of V

| Values of $V$ <br> $(v)$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p(v)$ | $5 / 8$ | 0 | $2 / 8$ | $1 / 8$ |




Probability chart of $U=X+Y$
$P(V)$
5/8


Probability chart of $V=X Y$

Example 5.2. A random variable $X$ has the following probability distribution:

$$
\begin{array}{rcccccccc}
x: & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
p(x): & 0 & k & 2 k & 2 k & 3 k & k^{2} & 2 k^{2} & 7 k^{2}+k
\end{array}
$$

(i) Find $k$, (ii) Evaluate $P(X<6), P(X \geq 6)$, and $P(0<X<5)$, (iii) If $P(X \leq c)>\frac{1}{2}$, find the minimum value of $c$, and (iv) Deternine the distribution function of $X$.
[Madurai Univ. B.Sc., Oct. 1988]
Solution. Since $\sum_{x=0}^{7} p(x)=1$, we have

$$
\begin{array}{rlrl}
\Rightarrow & k+2 k+2 k+3 k+k^{2}+2 k^{2}+7 k^{2}+k & =1 \\
\Rightarrow & 10 k^{2}+9 k-1 & =0 \\
\Rightarrow & & (10 k-1)(k+1)=0 \Rightarrow k & =1 / 10 \\
& & \because k=-1, \text { is rejected, since probability canot be negative. }]
\end{array}
$$

(ii) $P(X<6)=P(X=0)+P(X=1)+\ldots+P(X=5)$

$$
=\frac{1}{10}+\frac{2}{10}+\frac{2}{10}+\frac{3}{10}+\frac{1}{100}=\frac{81}{100}
$$

$$
P(X \geq 6)=1-P(X<6)=\frac{19}{100}
$$

$$
P(0<X<5)=P(X=1)+P(X=2)+P(X=3)+P(X=4)=8 k^{\prime}=4 / 5
$$

(iii) $P(X \leq c)>\frac{1}{2}$. By trial, we get $c=4$.

| $X$ | $F_{X}(x)=P(X \leq x)$ |
| :---: | ---: |
| 0 | 0 |
| 1 | $k=1 / 10$ |
| 2 | $3 k=3 / 10$ |
| 3 | $5 k=5 / 10$ |
| 4 | $8 k=4 / 5$ |
| 5 | $8 k+k^{2}=81 / 100$ |
| 6 | $8 k+3 k^{2}=83 / 100$ |
| 7 | $9 k+10 k^{2}=1$ |

## EXERCISE 5 (b)

1. (a) A student is to match three historical events (Mahatma Gandhi's Birthday, India's freedom, and First World War) with three years (1947, 1914, 1896). If he guesses with no knowledge of the correct answers, what is the probability distribution of the number of answers he gets correctly?
(b) From a lot of 10 items containing 3 defectives, a sample of 4 items is drawn at random. Let the random variable $X$ denote the number of defective items in the sample. Answer the following when the sample is drawn without replacement.
(i) Find the probability distribution of $X$,
(ii) Find $P(X \leq 1), P(X<1)$ and $P(0<X<2)$

Ans. (a)

| $x$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | $\frac{1}{3}$ | $\frac{1}{2}$ | 0 | $\frac{1}{6}$ |.

(b) $(i)$

| $x$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | $\frac{1}{6}$ | $\frac{1}{2}$ | $\frac{3}{10}$ | $\frac{1}{30}$ |

(ii) $2 / 3,5 / 6,1 / 2$
2. (a) A random variable $X$ can take all non-negative integral values, and the probability that $X$ takes the value $r$ is proportional to $\alpha^{r}(0<\alpha<1)$. Find $P(X=0)$ 。
[Calcutta Univ. B.Sc. 1987]
Ans. $P(X=r)=A \alpha^{\prime} ; r=0,1,2, \ldots . ; A=1-\alpha ; P(X=0)=A=1-\alpha$
(b) Suppose that the random variable $X$ has possible values $1,2,3, \ldots$ and $P(X=j)=1 / 2^{\prime}, j=1,2 ; \ldots$ (i) Compute $P(X$ is even $)$, (ii) Compute $P(X \geq 5)$, and (iii) Compute $P(X$ is divisible by 3$)$.

Ans. (i) $1 / 3$, (ii) $1 / 16$, and (iii) $1 / 7$.
3. (a) Let $X$ be a random variable such that

$$
\begin{aligned}
P(X=-2) & =P(X=-1), P(X=2)=P(X=1) \text { and } \\
P(X>0) & =P(X<0)=P(X=0) .
\end{aligned}
$$

Obtain the probābility mass function of $X$ and its distribution function.

| Ans. | $X$ | $:$ | -2 | -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p(x)$ | $:$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{3}$ | $\frac{1}{6}$ | $\frac{1}{6}$ |
|  |  |  | $\frac{1}{6}$ | $\frac{2}{6}$ | $\frac{4}{6}$ | $\frac{5}{6}$ | 1 |

(b) A. random variable $X$ assumes the values $-3,-2,-1,0,1,2,3$ such that

$$
\begin{aligned}
& P(X=-3)=P(X=-2)=P(X=-1), \\
& P(X=1)=P(X=2)=P(X=3), \\
\text { and } \quad & P(X=0)=P(X>0)=P(X<0),
\end{aligned}
$$

Obtain the probability mass function of $X$ and its distribution function, and find further the probability mass function of $Y=2 X^{2}+3 X+4$.
[Poona Univ. B:Sc., March 1991]

| Ans. | $\dot{X}$ | $:$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p(x)$ | $:$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{3}$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{9}$ |
|  | $Y$ | $:$ | 13 | 6 | 3 | 4 | 9 | 18 | 31 |
|  | $p(y)$ | $:$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{3}$ | $\frac{1}{9}$ | $\frac{1}{9}$ | $\frac{1}{9}$ |

4. (a) A random variable $X$ has the following probability function:
$\begin{array}{lllllll}\text { Values of } X, x: & -2 & -1 & 0 & 1 & 2 & 3\end{array}$ $\begin{array}{lllllll}p(x) & 0.1 & k & 0.2 & 2 k & 0.3 & k\end{array}$
(i) Find the value of $k$, and calculate mean and variance.
(ii) Construct the c.d.f. $F(X)$ and draw its graph.

Ans. (i) $0 \cdot 1,0 \cdot 8$ and 2.16, (ii) $F(X)=0.1,0 \cdot 2,0.4,0 \cdot 6,0.9,1 \cdot 0$
(b) Given the probability function

| $x$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | 0.1 | 0.3 | 0.5 | 0.1 |

Let $Y=X^{2}+2 X$, then find (i) the probability function of $Y$, (ii) mean and variance of $Y$.

Ans. (i) | $y$ | 0 | 3 | 8 | 15 |
| :---: | :---: | :---: | :---: | :---: |
| $p(y)$ | 0.1 | 0.3 | 0.5 | 0.1 | , (ii) $6.4,16.24$

5. A random variable $X$ has the following probability distribution:

| Values of $X, x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6. | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | $a$ | $3 a$ | $5 a$ | $7 a$ | $9 a$ | $11 a$ | $13 a$ | $15 a$ | $17 a$ |

(i) Determine the value of $a$.
(ii) Find $P(X<3), P(X \geq 3), P(0<X<5)$.
(iii) What is the smallest value of $x$ for which $P(X \leq x)>0.5$ ? and
(iv) Find out the distribution function of $X$ ?

Ans. (i) $a=1 / 81$, (ii) $9 / 81,72 / 81,24 / 81$, (iii) 6

| (iv) $x$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F(x)$ | $a$ | $4 a$ | $9 a$ | $16 a$ | $25 a$ | $36 a$ | $49 a$ | $64 a$ | $81 a$ |

6. (a) Let $p(x)$ be the probability function of a discrete random variable $X$ which assumes the values $x_{1}, x_{2}, x_{3}, x_{4}$, such that $2 p\left(x_{1}\right)=3 p\left(x_{2}\right)$ $=p\left(x_{3}\right)=5 p\left(x_{4}\right)$. Find probability distribution and cumulative probability distribution of $X$.
(Sardar Patel Univ. B.Sc. 1987)
Ans.

| $x$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ |
| :---: | :---: | :---: | :---: | :--- |
| $p(x)$ | $15 / 16$ | $19 / 16$ | $30 / 16$ | $6 / 16$ |

(b) The following is the distribution function of a discrete random variable $X$ :

| $x$ | -3 | -1 | 0 | 1 | 2 | 3 | 5 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f(x)$ | 0.10 | 0.30 | 0.45 | 0.5 | 0.75 | 0.90 | 0.95 | 1.00 |

(i) Find the probability distribution of $X$.
(ii) Find $P(X$ is even $)$ and $P(1 \leq X \leq 8)$.
(iii) Find $P(X=-3 \mid X<0)$ and $P(X \geq 3 \mid X>0)$.
[ Ans. (ii) $0 \cdot 30,0.55$, (iii) $1 / 3,5 / 11$ ].
7. If

$$
\begin{aligned}
p(x) & =\frac{x}{15} ; x=1,2,3,4,5 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find (i) $P(X=1$ or 2$)$, and (ii) $P\left\{\left.\frac{1}{2}<X<\frac{5}{2} \right\rvert\, X>1\right\}$
[Allahabad Univ. B.Sc., April 1992]
Hint.

$$
\begin{aligned}
& \text { (i) } P\{X=1 \text { or } 2\}=P(X=1)+P(X=2)=\frac{1}{15}+\frac{2}{15}=\frac{1}{5} \\
& \text { (ii) } P\left\{\left.\frac{1}{2}<X<\frac{5}{2} \right\rvert\, X>1\right\}=\frac{P\left\{\left(\frac{1}{2}<X<\frac{5}{2}\right) \cap X>1\right\}}{P(X>1)} \\
& =\frac{P\{(X=1 \text { or } 2) \cap X>1}{P(X>1)}=\frac{P(X=2)}{1-P(X=1)}=\frac{2 / 15}{1-(1 / 15)}=\frac{1}{7}
\end{aligned}
$$

8. The probability mass function of a random variable $X$ is zero except at the points $\dot{x}=0,1,2$. At these points it has the values $p(0)=3 c^{3}$, $p(1)=4 c-10 c^{2}$ and $p(2)=5 c-1$ for some $c>0$.
(i) Determine the value of $c$.
(ii) Compute the following probabilities, $P(X<2)$ and $P(1<X \leq 2)$.
(iii) Describe the distribution function and draw its graph.
(iv) Find the largest $x$ such that $F(x)<1 / 2$.
(v) Find the smallest $x$ such that $F(x) \geq 1 / 3$. [Poona Univ. B.Sc., 1987]

Ans. (i) $\frac{1}{3}$, (ii) $\frac{1}{3}, \frac{2}{3}$, (iv) $1,(v) 1$.
9. (a) Suppose that the random variable $X^{\prime}$ assumes three values 0,1 and 2 with probabilities $\frac{1}{3}, \frac{1}{6}$ and $\frac{1}{2}$ respectively. Obtain the distribution function of X..
[Gujarat Univ. B.Sc., 1992]
(b) Given that $f(x)=k(1 / 2)^{x}$ is a probability distribution for a random variable which can take on the values $x=0,1,2,3,4,5,6$, find $k$ and find an expression for the corresponding cumulative probabilities $F(x)$.
[Nagpur Univ. B.Sc, 1987)
5.4. Continuous Random Variable. A random variable $X$ is said to be continuous if it can take all possible values between certain limits. In other words, a random variable is said to be continuous when its different values cannot be put in 1-1 correspondence with a set of positive integers.

A continuous random variable is a random variable that (at least conceptually ) can be measured to any desired degree of accuracy. Examples of continuous random variables are age, height, weight etc.

5:4.1. Probability Density Function (Concept and Definition). Consider the small interval $(x, x+d x)$ of length $d x$ round the point $x$. Let $f(x)$ be any continuous
function of $x$ so that $f(x) d x$ represents the probability that $X$ falls in the in. finitesimal interval $(x, x+d x)$. Symbolically

$$
\begin{equation*}
P(x \leq X \leq x+d x)=f_{X}(x) d x \tag{5•5}
\end{equation*}
$$

In the figure, $f(x) d x$ represents the area bounded by the curve $y=f(x), x$-axis and the ordinates at the points $x$ and $x+d x$. The function $f_{X}(x)$ so defined is known as probability density function or simply density function of random variable $X$ and is usually abbreviated as
 p.d.f. The expression, $f(x) d x$, usually written as $d F(x)$, is known as the prob: ability differential and the curve $y=f(x)$ is known as the probability density curve or simply probability curve.

Definition. p.d.f. $f_{X}(x)$ of the r. $\gamma . X$ is defined as:

$$
f_{X}(x)=\lim _{\delta x \rightarrow 0} \frac{P(x \leq X \leq x+\delta x)}{\delta x}
$$

The probability for a variate value to lie in the interval $d x$ is $f(x) d x$ and hence the probability for a variate value to fall in the finite interval $[\alpha, \beta]$ is :

$$
\begin{equation*}
P(\alpha \leq X \leq \beta)=\int_{\alpha}^{\beta} f(x) d x \tag{5.5b}
\end{equation*}
$$

which represents the area between the curve $y=f(x), x$-axis and the ordinates at $x=\alpha$ and $x=\beta$. Further since total probability is unity, we have $\int_{a}^{b} f(x) d x=1$, where $[a, b]$ is the range of the random variable $X$. The range of the variable may be finite or infinite.

The probability density function (p.d.f.) of a random variable (r.v.) $X$ usually denoted by $f_{X}(x)$ or simply by $f(x)$ has the following obvious properties
(i) $f(x) \geq 0,-\infty<x<\infty$
(ii) $\int_{-\infty}^{\infty} f(x) d x=1$
(iii) The probability $P(E)$ given by

$$
P(E)=\int_{E} f(x) d x
$$

is well defined for any event $E$.
Important Remark. In case of discrete random variable, the probability at a point, i.e., $P(x=c)$ is not zero for some fixed $c$. However, in case of continuous random variables the probability at a point is always zero, i.e., $P(x=c)=0$ for all possible values of $c$. This follows directly from (5.5b) by taking $\alpha=\beta=c$.

This also agrecs with our discussion earlier that $P(E)=0$ does not imply that the event $E$ is null or impossible event. This property of continuous r.v., viz.,

$$
\begin{equation*}
P(X=c)=0, \forall c \tag{5.5}
\end{equation*}
$$

leads us to the following important result :
$P(\alpha \leq X \leq \beta)=P(\alpha \leq X<\beta)=P(\alpha<X \leq \beta)=P(\alpha<X<\beta)$ i.e., in case of continuous r.v., it does matter whether we include the end points of the interval from $\alpha$ to $\beta$.

However, this result is in general not true for discrete random variables.
5.4-2. Various Measures of Central Tendency, Dispersion, Skewness, and Kurtosis for Continuous Probability Distribution. The formulae for these measures in case of discrete frequency distribution can be easily extended to the case of continuous probability distribution by simply replacing $p_{i}=f_{i} / N$ by $f(x) d x, x_{i}$ by $x$ and the summation over ' $i$ ' by integration over the specified range of the variable $X$.

Let $f_{X}(x)$ or $f(x)$ be the $p . d . f$. of a random variable $X$ where $X$ is defined from $a$ to $b$. Then
(i)

$$
\begin{equation*}
\text { Arithmetic mean }=\int_{a}^{b} x f(x) d x \tag{5•6}
\end{equation*}
$$

(ii) Harmonic mean. Harmonic mean $H$ is given by

$$
\begin{equation*}
\frac{1}{H}=\int_{a}^{b}\left(\frac{1}{x}\right) f(x) d x \tag{5.6a}
\end{equation*}
$$

(iii) Geometric mean. Geometric mean $G$ is given by

$$
\begin{align*}
\log G & =\int_{a}^{b} \log x f(x) d x  \tag{5.6b}\\
\text { (iv) } \quad \mu_{r}^{\prime}(\text { about origin) } & =\int_{a}^{b} x f(x) d x \\
\mu_{r}^{\prime}(\text { about the point } x=A) & =\int_{a}^{b}(x-A)^{\prime} f(x) d x  \tag{5.7a}\\
\text { and } \mu_{r} \text { (about mean) } & =\int_{a}^{b}(x-\text { mean })^{\prime} f(x) d x \tag{5.7b}
\end{align*}
$$

In particular, from (5.7), we have

$$
\begin{aligned}
& \mu_{1}^{\prime}(\text { about origin })=\text { Mean }
\end{aligned}=\int_{a}^{b} x f(x) d x \text {, } \begin{array}{ll}
\text { and } & \mu_{2}^{\prime}=\int_{a}^{b} x^{2} \mid f(x) d x
\end{array}
$$

Hence

$$
\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\int_{a}^{b} x^{2} f^{\prime}(x) d x-\left(\int_{a}^{b} x f(x) d x\right)^{2}
$$

From (5.7), on putting $r=3$ and $4^{\prime}$ respectively, we get the values of $\mu_{3}{ }^{\prime}$ and $\mu_{4}^{\prime}$ and consequently the moments about mean can be obtained by using the relations:
and

$$
\left.\begin{array}{l}
\mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{3} \\
\mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{2}-3 \mu_{1}^{4}
\end{array}\right\}
$$

and hence $\beta_{1}$ and $\beta_{2}$ can be computed.
(v) Median. Median is the point which divides the entire distribution in two equal parts. In case of continuous distribution, median is the point which divides the total area into two equal parts. Thus if $M$ is the median, then

$$
\int_{a}^{M} f(x) d x=\int_{M}^{b} f(x) d x=\frac{1}{2}
$$

Thus solving

$$
\int_{a}^{M} f(x) d x=\frac{1}{2} \quad \text { or } \int_{M}^{b} f(x) d x=\frac{1}{2}
$$

for $M$, we get the value of median.
(vi) Mean Deviation. Mean deviation about the mean $\mu_{1}^{\prime}$ is given by

$$
M D .=\int_{a}^{b}|x-m e a n| f(x) d x
$$

(vii) Quartiles and Deciles. $Q_{1}$ and $Q_{3}$ are given by the equations

$$
\int_{a}^{Q_{1}} f(x) d x=\frac{1}{4} \text { and } \int_{a}^{Q_{3}} f(x) d x=\frac{3}{4}
$$

$D_{i}, i$ th decile is given by

$$
\int_{a}^{D_{i}} f(x) d x=\frac{i}{10}
$$

(viii) Mode. Mode is the value of $x$ for which $f(x)$ is maximum. Mode is thus the solution of

$$
f^{\prime}(x)=0 \text { and } f^{\prime \prime}(x)<0
$$

provided it lies in $[a, b]$.
Example 5.3. The diameter of an electric cable; say $X$, is assumed to be a continuous random variable with p.d.f. $f(x)=6 x(1-x), 0 \leq x \leq 1$.
(i) Check that above is p.d.f.,
(ii) Determine a number $b$ such that $P(X<b)=P(X>b)$
[Aligarh Univ. B.Sc.(Huns).1990]
Solution. Obviously, for $0 \leq x \leq 1, f(x) \geq 0$
Now

$$
\begin{aligned}
\int_{0}^{1} f(x) d x & =6 \int_{0}^{1} x(1-x) d x \\
& =6 \int_{0}^{1}\left(x-x^{2}\right) d x=6\left|\frac{x^{2}}{2}-\frac{x^{3}}{3}\right|_{0}^{1}=1
\end{aligned}
$$

Hence $f(x)$ is the p.d.f. of r.v. $X$

$$
\begin{equation*}
P(X<b)=P(X>b .) \tag{ii}
\end{equation*}
$$

$$
\begin{aligned}
& \Rightarrow \quad \int_{0}^{b} f(x) d x=\int_{b}^{1} f(x) d x \\
& \Rightarrow \quad 6 \int_{0}^{b} x(1-x) d x=6 \int_{b}^{1} x(1-x) d x \\
& \Rightarrow \quad\left|\frac{x^{2}}{2}-\frac{x^{3}}{3}\right|_{0}^{b}=\left|\frac{x^{2}}{2}-\frac{x^{3}}{3}\right|_{b}^{1} \\
& \Rightarrow \quad\left(\frac{b^{2}}{2}-\frac{b^{3}}{3}\right)=\left[\left(\frac{1}{2}-\frac{1}{3}\right)-\left(\frac{b^{2}}{2}-\frac{b^{3}}{3}\right)\right] \\
& \Rightarrow \quad 3 b^{2}-2 b^{3}=\left[1-3 b^{2}+2 b^{3}\right] \\
& \Rightarrow \quad 4 b^{3}-6 b^{2}+1=0 \\
& (2 b-1)\left(2 b^{2}-2 b-1\right)=0 \\
& \Rightarrow \quad 2 b-1=0 \text { or } 2 b^{2}-2 b-1=0
\end{aligned}
$$

Hence $b=1 / 2$ is the only real value lying between 0 and 1 and satisfying (*).
Example 5.4. A continuous random variable $X$ has a p.d.f.

$$
f(x)=3 x^{2}, 0 \leq x \leq 1 . \text { Find } a \text { and } b \text { such that }
$$

(i) $P\{X \leq a\}=P\{X>a\}$, and
(ii) $P\{X>b\}=0.05$.
[Calicut Univ. B.Sc., Sept. 1988]
Solution. (i) Since $P(X \leq a)=P(X>a)$, each must be equal to $1 / 2$, because total probability is always one.

$$
\begin{align*}
& \therefore \quad P(X \leq a)=\frac{1}{2} \quad \Rightarrow \quad \int_{0}^{a} f(x) d x=\frac{1}{2} \\
& \Rightarrow \quad 3 \int_{0}^{a} x^{2} d x=\frac{1}{2} \Rightarrow 3\left|\frac{x^{3}}{3}\right|_{0}^{a}=\frac{1}{2} \\
& \Rightarrow \quad a^{3}=\frac{1}{2} \quad \Rightarrow \quad a=\left(\frac{1}{2}\right)^{\frac{1}{3}} \\
& \Rightarrow \\
& P(X>b)=0.05 \Rightarrow \int_{b}^{1} f(x) d x=0.05  \tag{ii}\\
& 3\left|\frac{x^{3}}{3}\right|_{b}^{1}=\frac{1}{20} \quad \Rightarrow \quad 1-b^{3}=\frac{1}{20} \\
& \Rightarrow \quad b^{3}=\frac{19}{20} \Rightarrow b=\left(\frac{19}{20}\right)^{\frac{1}{3}} \text {. }
\end{align*}
$$

Example 5.5. Let $X$ be a continuous, random variate with p.d.f.

$$
\begin{aligned}
f(x) & =a x, \quad 0 \leq x \leq 1 \\
& =a, \quad 1 \leq x \leq 2 \\
& =-a x+3 a, \quad 2 \leq x \leq 3 \\
& =0, \text { elsewhere }
\end{aligned}
$$

(i) Determine the constant a.
(ii) Compute $P(X \leq 1.5)$.
[Sardar Patel Univ. B.Sc., Nov.1988]
Solution. (i) Constant ' $a$ ' is determined from the consideration that total probability is unity, i.e.,.

$$
\begin{aligned}
& \int_{-\infty}^{\infty} f(x) d x=1 \\
& \Rightarrow \int_{-\infty}^{0} f(x) d x+\int_{0}^{1} f(x) d x+\int_{1}^{2} f(x) d x+\int_{2}^{3} f(x) d x+\int_{3}^{\infty} f(x) d x=1 \\
& \Rightarrow \quad \int_{0}^{1} a x d x+\int_{1}^{2} a \cdot d x+\int_{2}^{3}(-\omega x+3 a) d x=1 \\
& \Rightarrow \quad a\left|\frac{x^{2}}{2}\right|_{0}^{1}+a|x|_{1}^{2}+a\left|-\frac{x^{2}}{2}+3 x\right|_{2}^{3}=1 \\
& \Rightarrow \quad \frac{a}{2}+a+a\left[\left(-\frac{9}{.2}+9\right)-(-2+6)\right]=1 \\
& \Rightarrow \quad \frac{a}{2}+a+\frac{a}{2}=1 \quad \Rightarrow \quad 2 a=1 \quad \Rightarrow \quad a=\frac{1}{2} \\
& \text { (ii) } P(X \leq 1.5)=\int_{-\infty}^{1.5} f(x) d x=\int_{-\infty}^{0} f(x) d x+\int_{0}^{1} f(x) d x+\int_{1}^{1.5} f(x) d x \\
& =a \int_{0}^{1} x d x+\int_{1}^{1 \cdot 5} a . d x \\
& =a\left|\frac{x^{2}}{2}\right|_{0}^{1}+a|x|_{1}^{1 \cdot 5}=\frac{a}{2}+0.5 a \\
& =a=\frac{1}{2} \\
& {\left[\because a=\frac{1}{2}, \operatorname{Part}(i)\right]}
\end{aligned}
$$

Example 5.6. A probability curve $y=f(x)$ has a range from 0 to $\infty$. If $f(x)=e^{-x}$, find the mean and variance and the third moment about mean.
[Andhra Univ. B.Sc. 1988; Delhi Univ. B.Sc. Sept. 1987]

## Solution.

$\mu_{r}$ (rih moment about origin $)=\int_{0}^{\infty} x^{\prime} f(x) d x$

$$
=\int_{0}^{\infty} x^{\prime} e^{-x} d x=\Gamma(r+1)=r!
$$

(Using Gamma Integral)
Substituting $r=1,2$ and 3 successively, we get

$$
\text { Mean }=\mu_{1}^{\prime}=1!=1, \mu_{2}^{\prime}=2!=2, \mu_{3}^{\prime}=3!=6
$$

Hence variance $=\mu_{2}=\mu_{2}{ }^{\prime}-\mu_{1}{ }^{2}=2-\mathrm{l}=1$
and

$$
\mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{3}=6-3 \times 2+2=2
$$

Example 5.7. In a continuous distribution whose relative frequency density is given by

$$
f(x)=y_{o} \cdot x(2-x), 0 \leq x \leq 2,
$$

find mean, variance, $\beta_{1}$, and $\beta_{2}$ and hence show that the distribution is symmetrical. Also (i) find mean deviation about mean and (ii) show that for this distribution $\mu_{2 n+1}=0$, (iii) find the mode, harmonic mean and median.
[Delhi Univ. B.Sc.(Stat. Hons.), 1992; B.Sc., Oct. 1992]
Solution. Since total probability is unity, we have

$$
\begin{array}{ll} 
& \quad \int_{0}^{2} f(x) d x=1 \\
\Rightarrow & y_{o} \int_{0}^{2} x(2-x) d x=1 \quad \Rightarrow \quad y_{o}=3 / 4 \\
\therefore & \\
& f(x)=\frac{3}{4} x(2-x) \\
& \mu_{r}^{\prime}=\int_{0}^{2} x^{\prime} f(x) d x=\frac{3}{4} \int_{0}^{2} x^{\prime+1}(2-x) d x=\frac{3 \cdot 2^{\prime+1}}{(r+2)(r+3)}
\end{array}
$$

In particular

$$
\begin{aligned}
& \text { Mean }=\mu_{1}^{\prime}=\frac{3 \cdot 2^{2}}{3 \cdot 4}=1, \quad \mu_{2}^{\prime}=\frac{3 \cdot 2^{3}}{4 \cdot 5}=\frac{6}{5}, \\
& \mu_{3}^{\prime}=\frac{3 \cdot 2^{4}}{5 \cdot 6}=\frac{8}{5}, \quad \text { and } \quad \mu_{4^{\prime}}=\frac{3 \cdot 2^{5}}{6 \cdot 7}=\frac{16}{7}
\end{aligned}
$$

Hencé varience $=\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{6}{5}-1=\frac{1}{5}$

$$
\begin{gathered}
\mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{3}=\frac{8}{5}-3 \cdot \frac{6}{5} \cdot 1+2=0 \\
\mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4}=\frac{16}{7}-4 \cdot \frac{8}{5} \cdot 1+6 \cdot \frac{6}{5} \cdot 1-3 \cdot 1=\frac{3}{35} \\
\therefore \quad \beta_{1}=\frac{\mu_{3}{ }^{2}}{\mu_{2}{ }^{3}}=0 \text { and } \beta_{2}=\frac{\mu_{4}}{\mu_{2}{ }^{2}}=\frac{3 / 35}{(1 / 5)^{2}}=\frac{15}{7}
\end{gathered}
$$

Since $\beta_{1}=0$, the distributior is symmetrical.
Mean deviation about mean

$$
\begin{aligned}
& =\int_{0}^{2}|x-1| f(x) d x \\
& =\int_{0}^{1}|x-1| f(x) d x+\int_{1}^{2}|x-1| f(x) d x \\
& =\frac{3}{4}\left[\int_{0}^{1}(1-x) x(2-x) d x+\int_{!}^{2}(x-1) x(1-x) d x\right]
\end{aligned}
$$

$$
\begin{align*}
& =\frac{3}{4}\left[\int_{0}^{1}\left(2 x-3 x^{2}+x^{3}\right) d x+\int_{1}^{2}\left(3 x^{2}-x^{3}-2 x\right) d x\right] \\
& =\frac{3}{4}\left[\left|x^{2}-\frac{3 \cdot x^{3}}{3}+\frac{x^{4}}{4}\right|_{0}^{1}+\left|3 \cdot \frac{x^{3}}{3}-\frac{x^{4}}{4}-\frac{2 x^{2}}{2}\right|_{1}^{2}\right]=\frac{3}{8} \\
\mu_{2 n+1} & =\int_{0}^{2}(x-\text { mean })^{2 n+1} f(x) d x \\
& =\frac{3}{4} \int_{0}^{2}(x-1)^{2 n+1} x(2-x) d x \\
& =\frac{3}{4} \int_{-1}^{1} t^{2 n+1}(t+1)(1-t) d t  \tag{x-1=t}\\
& =\frac{3}{4} \int_{-1}^{1} t^{2 n+1}\left(1-t^{2}\right) d t
\end{align*}
$$

Since $t^{2 n+1} 1$ is an odd function of $t$ and $\left(1-t^{2}\right)$ is an even function of $t$, the integrand $t^{2 n+1}\left(1-t^{2}\right)$ is an odd function of $t$.

Hence

$$
\mu_{2 n+1}=0 .
$$

Now

$$
f^{\prime}(x)=\frac{3}{4}(2-2 x)=0 \quad \Rightarrow \quad x=1
$$

and

$$
f^{\prime \prime}(x)=\frac{3}{4}(-2)=-\frac{3}{2}<0
$$

Hence mode $=1$
Harmonic mean $H$ is given by

$$
\begin{aligned}
\frac{1}{H} & =\int_{0}^{2} \frac{1}{x} f(x) d x \\
& =\frac{3}{4} \int_{0}^{2}(2-x) d x=\frac{3}{2} \\
\Rightarrow \quad H & =\frac{2}{3}
\end{aligned}
$$

If $M$ is the median, then

$$
\begin{array}{rlrl} 
& & \int_{0}^{M} f(x) d x & =\frac{1}{2} \\
\Rightarrow & & \frac{3}{4} \int_{0}^{M} x(2-x) d x & =\frac{1}{2} \\
\Rightarrow & \left|x^{2}-\frac{x^{3}}{3}\right|_{0}^{M} & =\frac{2}{3} \\
\Rightarrow & 3 M^{2}-M^{3} & =2 \\
\Rightarrow & & M^{3}-3 M^{2}+2 & =0 \\
\Rightarrow & (M-1)\left(M^{2}-2 M-2\right) & =0
\end{array}
$$

The only value of $M$ lying in [ 0,2 ] is $M=1$. Hence median is 1 .
Aliter. Since we have proved that distribution is symmetrical,

$$
\text { Mode }=\text { Median }=\text { Meàn }=1
$$

Example 5.8. The elementary probability law of a continuöus random variable $X$ is

$$
f(x)=y_{0} e^{-b(x-a)}, a \leq x<\infty, b>0
$$

where $a, b$ and $y_{0}$ are constants.
Show that $y_{o}=b=1 / \sigma$ and $a=m-\sigma$, where $m$ and $\sigma$ are respectively the mean and standard deviation of the distribution. Show also that $\beta_{1}=4$ and $\beta_{2}=9$.
[Gauhati Univ. B.Sc.,.1992]
Solution. Since total probability is unity,

$$
\begin{aligned}
& \int_{a}^{\infty} f(x) d x=1 \Rightarrow y_{0} \int_{a}^{\infty} e^{-b(x-a)} d x=1 \\
\Rightarrow & y_{0}\left|\frac{e^{-b(x-a)}}{-b}\right|_{a}^{\infty}=1 \Rightarrow y_{0} \frac{1}{b}=1,(b>0) \\
\Rightarrow & y_{0}=b
\end{aligned}
$$

$\mu_{r}^{\prime}(r$ th moment about the point ' $x=a$ ' $)$

$$
\begin{array}{ll}
=\int_{a}^{\infty}(x-a)^{r} f(x) d x=b \int_{a}^{\infty}(x-a)^{\prime} \cdot e^{-b(x-a)} d x \\
=b \int_{0}^{\infty} t^{r} e^{-b} d t & \text { [On putting } x-a=t \text { ] } \\
=b \frac{\Gamma(r+1)}{b^{r+1}}=\frac{r!}{b^{\prime}} & \text { [Using Gamma Integral] }
\end{array}
$$

In particuilar

$$
\begin{aligned}
& \mu_{1}^{\prime}=1 / b, \mu_{2}^{\prime}=2 / b^{2}, \mu_{3}^{\prime}=6 / b^{3}, \mu_{4}^{\prime}=24 / b^{4} \\
& \therefore \quad m=\text { Mean }=a+\mu_{1}^{\prime}=a+(1 / b) \\
& \text { and } \quad \sigma^{2}=\mu_{2}=\mu_{2}{ }^{\prime}-\mu_{1}{ }^{\prime 2}=1 / b^{2} \\
& \Rightarrow \quad \sigma=\frac{1}{b} \text { and } m=a+\frac{1}{b}=a+\sigma
\end{aligned}
$$

Hence $\quad y_{o}=b=\frac{1}{\sigma}$ and $a=m-\sigma$
Also $\quad \mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{{ }^{3}}=\frac{1}{b^{3}}(6-3 \cdot 2+2)=\frac{2}{b^{3}}=2 \sigma^{3}$
and

$$
\mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4}
$$

$$
=\frac{1}{b^{4}}(24-4 \cdot 6 \cdot 1+6 \cdot 2 \cdot 1-3)=\frac{9}{b^{4}}=9 \sigma^{4}
$$

Hence $\beta_{1}=\mu_{3}^{2} / \mu_{2}^{3}=4 \sigma^{6} / \sigma^{6}=4$ and $\beta_{2}=\mu_{1} / \mu_{2}{ }^{2}=9 \sigma^{4} / \sigma^{4}=9$

## Example 5.9. For the following probability distribution

$$
d F=y_{0} \cdot e^{-|x|} d x,-\infty<x<\infty
$$

show that $y_{0}=\frac{1}{2}, \mu_{1}^{\prime}=0, \sigma=\sqrt{2}$ and mean deviation about mean $=1$.
Solution: We have $\int_{-\infty}^{\infty} f(x) d x=1$

$$
\begin{aligned}
& \Rightarrow 2 y_{0} \int_{-\infty}^{\infty} e^{-|x|} d x=1 \Rightarrow 2 y_{0} \int_{0}^{\infty} e^{-|x|} d x=1, \\
& \quad \text { (since } e^{-|x|} \text { is an even function of } x \text { ) } \\
& \Rightarrow 2 y_{0} \int_{0}^{\infty} e^{-x} d x=1, \\
& \quad \text { (since in } 0 \leq x<\infty,|x|=x) \\
& \Rightarrow 2 y_{0}\left[\left.\frac{e^{-x}}{-1}\right|_{0} ^{\infty}=1 \Rightarrow 2 y_{0}=1, \text { i.e., } y_{o}=\frac{1}{2}\right.
\end{aligned}
$$

$$
\mu_{1}^{\prime}(\text { about origin })=\int_{-\infty}^{\infty} x f(x) d x=\frac{1}{2} \int_{-\infty}^{\infty} x e^{-|x|} d x
$$

$$
=0
$$

$$
\text { ( since the integrand } x \cdot e^{-|x|} \text { is an odd function of } x \text { ) }
$$

$$
\mu_{2}^{\prime}=\int_{-\infty}^{\infty} x^{2} f(x) d x=\frac{1}{2} \int_{-\infty}^{\infty} x^{2} e^{-|x|} d x
$$

$$
=\frac{1}{2} 2 \int_{0}^{\infty} x^{2} e^{-|x|} d x
$$

$$
\text { [since the integrand } x^{2} e^{-|x|} \text { is an even function of } x \text { ] }
$$

$$
\therefore \quad \mu_{2}^{\prime}=\int_{-0}^{\infty} x^{2} e^{-x} d x=\Gamma(3) \quad \text { (on using Gamma Integral) }
$$

$$
\Rightarrow \quad \mu_{2}^{\prime}=2!=2
$$

Now

$$
\sigma^{2}=\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=2
$$

M.D.about mean $=\int_{-\infty}^{\infty} \mid x-$ mean $\mid f(x) d x$

$$
\begin{aligned}
& =\frac{1}{2} \int_{-\infty}^{\infty}|x| e^{-|x|} d x \quad\left(\because \text { Mean }=\mu_{1}^{\prime}=0\right) \\
& =\frac{1}{2} \cdot 2 \int_{0}^{\infty}|x| e^{-|x|} d x \\
& =\int_{0}^{\infty} x e^{-x} d x=\Gamma(2)=1
\end{aligned}
$$

Example 5.10. A random variable $X$ has the probability law:

$$
d F(x)=\frac{x}{b^{2}} \cdot e^{-x^{2} / 2 b^{2}} d x, \quad 0 \leq x<\infty
$$

Find the distance between the quartiles and show that the ratio of this distance to the standard devation of $X$ is independent of the patameter ' $b$ '.

Solution. If $Q_{1}$ and $Q_{3}$ are the first and third quartiles respectively, we have

$$
\int_{0}^{Q_{1}} f(x) d x=\frac{1}{4} \Rightarrow \frac{1}{b^{2}} \int_{0}^{Q_{1}} x e^{-x^{2} / 2 b^{2}} d x=\frac{1}{4}
$$

Put $y=\frac{x^{2}}{2 b^{2}} \quad$ then $\quad d y=\frac{x}{b^{2}} d x$

$$
\begin{array}{ll}
\therefore & \int_{0}^{Q_{1}^{2} / 2 b^{2}} e^{-y} d y=\frac{1}{4} \quad \Rightarrow \quad\left|\frac{e^{-y}}{--1}\right|_{0}^{Q_{1}^{2} / 2 b^{2}}=\frac{1}{4} \\
\Rightarrow & 1-e^{-Q_{1}^{2} / 2 b^{2}}=\frac{1}{4} \quad \Rightarrow \quad e^{-Q_{1}^{2} / 2 b^{2}}=\frac{3}{4} \\
\Rightarrow & \quad Q_{1}=\sqrt{ } 2 b \sqrt{\log (4 / 3)}
\end{array}
$$

Again we have $\int_{0}^{Q_{3}} f(x) d x=\frac{3}{4}$ which, on proceeding similarly, will give

$$
\begin{array}{rlrl} 
& & 1-e^{-Q_{3}^{2} / 2 b^{2}} & =3 / 4 \Rightarrow e^{-Q 3_{3}^{2} / 2 b^{2}}=1 / 4 \\
\Rightarrow & Q_{3} & =\sqrt{ } 2 b \sqrt{\log (4)}
\end{array}
$$

The distance between the quartiles is given by

$$
\begin{aligned}
Q_{3}-Q_{1} & =\sqrt{ } 2 b[\sqrt{\log 4}-\sqrt{\log (4 / 3)}] \\
\mu_{1}^{\prime} & =\int_{0}^{\infty} x f(x) d x=\int_{0}^{\infty} x \frac{x}{b^{2}} e^{-x^{2} / 2 b^{2}} d x \\
& =\int_{0}^{\infty} \sqrt{ } 2 b y^{1 / 2} e^{-y} d y \quad\left(y=\frac{x^{2}}{2 b^{2}}\right) \\
& =\sqrt{ } 2 b \int_{0}^{\infty} e^{-y} y^{(3 / 2)-1} d y \\
& =\sqrt{ } 2 b \Gamma\left(\frac{3}{2}\right)=\sqrt{ } 2 \cdot b \cdot \frac{1}{2} \Gamma\left(\frac{1}{2}\right)=\sqrt{ } 2 b \frac{\sqrt{ } \pi}{2}=b \sqrt{(\pi / 2)} \\
\mu_{2}^{\prime} & =\int_{0}^{\infty} x^{2} f(x) d x=\int_{0}^{\infty} x^{2} \frac{x}{b^{2}} e^{-x^{2} / 2 b^{2}} d x \\
& =2 b^{2} \int_{0}^{\infty} y e^{-y} d y \quad\left(y=\frac{x^{2}}{2 b^{2}}\right) \\
& =2 b^{2} \Gamma(2)=2 b^{2} .1!=2 b^{2} \quad
\end{aligned}
$$

$$
\begin{aligned}
\therefore & \sigma^{2}=\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2} & =2 b^{2}-b^{2} \cdot \frac{\pi}{2}=b^{2}\left(2-\frac{\pi}{2}\right) \\
\Rightarrow & \sigma & =b \sqrt{2-(\pi / 2)}
\end{aligned}
$$

Hence

$$
\frac{Q_{3}-Q_{1}}{\sigma}=\frac{\sqrt{ } 2[\sqrt{\log 4}-\sqrt{\log (4 / 3)}]}{\sqrt{2-(\pi / 2)}}
$$

which is independent of the parameter ' $b$ '.
Example 5.11. Prove that the geometric mean $G$ of the distribution

$$
d F=6(2-x)(x-1) d x, 1 \leq x \leq 2
$$

is given by $6 \log (16 G)=19$.
[Kanpur Univ. B.Sc., Oct. 1992]
Solution. By definition, we have

$$
\begin{aligned}
\log G & =\int_{1}^{2} \log x f(x) d x=6 \int_{1}^{2} \log x(2-x)(x-1) d x \\
& =-6 \int_{1}^{2}\left(x^{2}-3 x+2\right) \log x d x
\end{aligned}
$$

Integrating by parts, we get

$$
\begin{aligned}
& \log G=-6\left[\left.\cdot\left(\frac{x^{3}}{3}-\frac{3 x^{2}}{2}+2 x\right) \log x\right|_{1} ^{2}\right. \\
& \left.\quad-\int_{1}^{2}\left(\frac{x^{3}}{3}-\frac{3 x^{2}}{2}+2 x\right) \frac{1}{x} d x\right] \\
& =-4 \log 2+6 \times \frac{19}{36} \\
\therefore \quad & \log G+4 \log 2= \\
\Rightarrow \quad & \frac{19}{6} \Rightarrow \log G+\log 2^{4}=\frac{19}{6} \\
\Rightarrow \quad & \log G+\log 16=\frac{19}{6} \Rightarrow \log (16 G)=\frac{19}{6} \\
\Rightarrow \quad & 6 \log (16 G)=19
\end{aligned}
$$

(on simplification)

Example 5.12. The time one has to wait for a bus at a downtown bus stop is observed to be random phenomenon $(X)$ with the following probability density function:

$$
\begin{array}{rlrlr}
f_{X}(x) & =0, & & \text { for } & x<0 \\
& =\frac{1}{9}(x+1), & & \text { for } & 0 \leq x<1 \\
& =\frac{4}{9}\left(x-\frac{1}{2}\right), & & \text { for } & 1 \leq x<\frac{3}{2} \\
& =\frac{4}{9}\left(\frac{3}{2}-x\right), & & \text { for } & \frac{3}{2} \leq x<2 \\
& =\frac{1}{9}(4-x), & & \text { for } & 2 \leq x<3 \\
& =\frac{1}{9}, & & \text { for } & 3 \leq x<6
\end{array}
$$

$$
=0, \quad \text { for } \quad 6 \leq x
$$

Let the events $A$ and $B$ be defined as follows:
$A$ : One waits between 0 to 2 minutes inclusive:
$B$ : One waits between 0 to 3 minutes inclusive.
(i) Draw the graph of probability density function.
(ii) Show that (a) $P(B \mid A)=\frac{2}{3}$, (b) $P(\bar{A} \cap \bar{B})=\frac{1}{3}$

Solution. (i) The graph of p.d.f. is given below.

(ii) (a) $P(A)=\int_{0}^{2} f(x) d x=\int_{0}^{1} \frac{1}{9}(x+1) d x+\int_{1}^{3 / 2} \frac{4}{9}\left(x-\frac{1}{2}\right) d x$ $+\int_{3 / 2}^{2} \frac{4}{9}\left(\frac{5}{2}-x\right) d x$
$=\frac{1}{2}$ ( on simplification )
$P(A \cap B)=P(1 \leq X \leq 2)=\int_{1}^{2} f(x) d x$
$=\int_{1}^{3 / 2} \frac{4}{9}\left(x-\frac{1}{2}\right) d x+\int_{3 / 2}^{2} \frac{4}{9}\left(\frac{5}{2}-x\right) d x$
$=\frac{4}{9}\left[\frac{x^{2}}{2}-\frac{x}{2}\right]_{1}^{3 / 2}+\frac{4}{9}\left[\frac{5}{2} x-\frac{x^{2}}{2}\right]_{3 / 2}^{2}=\frac{1}{3}$
( on simplification )
$\therefore P(B \mid A)=\frac{P(A \cap B)}{P(A)}=\frac{1 / 3}{1 / 2}=\frac{2}{3}$
(b) $\bar{A} \cap \bar{B}$ means that waiting time is more than 3 minutes.

$$
\begin{aligned}
\therefore P(\bar{A} \cap \bar{B}) & =P(X>3)=\int_{3}^{\infty} f(x) d x=\int_{3}^{6} f(x) d x+\int_{6}^{\infty} f(x) d x \\
& =\int_{3}^{6} \frac{1}{9} d x=\frac{1}{9}|x|_{3}^{6}=\frac{1}{3}
\end{aligned}
$$

Example 5.13. The amount of bread (in hundreds of pounds) $X$ that a certain bakery is able to sell in a day is found to be a numerical valued random phenomenon, with a probability function specified by the probability density function $f(x)$, given by

$$
\begin{aligned}
f(x) & =A \cdot x,
\end{aligned} \quad \text { for } 0 \leq x<50
$$

(a) Find the value of A such that $f(x)$ is a probability density function.
(b) What is the probability that the number of pounds of bread that will be sold tomorrow is
(i) more than 500 pounds,
(ii) less than 500 pounds,
(iii) between 250 and 750 pounds?
[Agra Univ. B.Sc., 1989]
(c) Denoting by $A, B, C$ the events that the pounds of bread sold are as in $b$ (i), $b$ (ii) and $b$ (iii) respectively, find $P(A \mid B), P(A \mid C)$. Are (i) $A$ and $B$ independent events? (ii) Are $A$ and $C$ independent events?

Solution. (a) In order that $f(x)$ should be a probability density function

$$
\begin{array}{ll} 
& \int_{-\infty}^{\infty} f(x) d x=1 \\
\text { i.e., } & \int_{0}^{5} A x d x+\int_{5}^{10} A(10-x) d x=1 \\
\Rightarrow & A=\frac{1}{25}
\end{array}
$$

(On simplification)
(b) (i) The probability that the number of pounds of bread that will be sold tomorrow is more than 500 pounds, i.e.,

$$
\begin{aligned}
P(5 \leq X \leq 10) & =\int_{5}^{10} \frac{1}{25}(10-x) d x=\frac{1}{25}\left|10 x-\frac{x^{2}}{2}\right|_{5}^{10} \\
& =\frac{1}{25}\left(\frac{2.5}{2}\right)=\frac{1}{2}=0.5
\end{aligned}
$$

(ii) The probability that the number of pounds of bread that will be sold tomorrow is less than 500 pounds, i.e.,

$$
P(0 \leq X \leq 5)=\int_{0}^{5} \frac{1}{25} \cdot x d x=\frac{1}{25}\left|\frac{x^{2}}{2}\right|_{0}^{5}=\frac{1}{2}=0.5
$$

(iii) The required probability is given by

$$
P(2.5 \leq X \leq 7.5)=\int_{2.5}^{5} \frac{1}{25} x d x+\int_{5}^{7.5} \frac{1}{25}(10-x) d x=\frac{3}{4}
$$

(c) The events $A, B$ and $C$ are given by

$$
A: 5<X \leq 10 ; B: 0 \leq X<5 ; C: 2.5<X<7.5
$$

Then from parss $b(i),(i i)$ and (iii), we have

$$
P(A)=0.5, P(B)=0.5, P(C)=\frac{3}{4}
$$

The events $A \cap B$ and $A \cap C$ are given by

$$
A \cap B=\phi \text { and } A \cap C: 5<X<7.5
$$

$\therefore \quad P(A \cap B)=P(\phi)=0$
and $\quad P(A \cap C)=\int_{5}^{7.5} f(x) d x=\frac{1}{25} \int_{5}^{7.5}(10-x) d x$

$$
=\frac{1}{25} \times \frac{75}{8}=\frac{3}{8}
$$

$$
P(A) \cdot P(C)=\frac{1}{2} \times \frac{3}{4}=\frac{3}{8}=P(A \cap C)
$$

$\Rightarrow \quad A$ and $C$ are independent.
Again $P(A) . P(B)=\frac{1}{4} \neq P(A \cap B)$
$\Rightarrow \quad A$ and $B$ are not independent.

$$
\begin{aligned}
& P(A \mid B)=\frac{P(A \cap B)}{P(B)}=0 \\
& P(A \mid C)=\frac{P(A \cap C)}{P(C)}=\frac{3 / 8}{3 / 4}=\frac{1}{2}
\end{aligned}
$$

Example 5.14. The mileage $C$ in thousands of miles which car owners get with a certain kind of tyre is a random variable having probability density function

$$
\begin{aligned}
f(x) & =\frac{1}{20} e^{-x / 20}, \text { for } x>0 \\
& =0, \text { for } x \leq 0
\end{aligned}
$$

Find the probabilities that one of these tyres will-last
(i) at most 10,000 miles,
(ii) anywhere from 16,000 to 24,000 miles.
*
(iii) at least 30,000 miles.
(Bombay Univ. B.Sc. 1989)
Solution. Let r.v. $X$ denute the mileage (in ' 000 miles) with a certain kind of tyre. Then required probability is given by:
(i)

$$
\begin{aligned}
P(X \leq 10) & =\int_{0}^{10} f(x) d x=\frac{1}{20} \int_{0}^{10} e^{-x / 20} d x \\
& =\frac{1}{20}\left|\frac{e^{-x / 20}}{-1 / 20}\right|_{0}^{10}=1-e^{-1 / 2} \\
& =1-0.6065=0.3935
\end{aligned}
$$

(ii) $P(16 \leq X \leq 24)=\frac{1}{20} \int_{16}^{24} \exp \left(-\frac{x}{20}\right) d x=\left|-e^{-x / 20}\right|_{16}^{24}$

$$
\begin{aligned}
& =e^{-16 / 20}-e^{-24 / 20}=e^{-4 / 5}-e^{-6 / 5} \\
& =0.4493-0.3012=0.1481
\end{aligned}
$$

(iii)

$$
\begin{aligned}
P(X \geq 30) & =\int_{30}^{\infty} f(x) d x=\frac{1}{20}\left|\frac{e^{-x / 20}}{-1 / 20}\right|_{30}^{\infty} \\
& =e^{-15}=0.2231
\end{aligned}
$$

## EXERCISE 5 (c)

1. (a) A continuous random variable $X$ follows the probability law

$$
f(x)=A x^{2}, 0 \leq x \leq 1
$$

Determine $A$ and find the probability that (i) $X$ lies between 0.2 and 0.5 , (ii) $X$ is less than $0 \cdot 3$, (iii) $1 / 4<X<1 / 2$ and (iv) $X>3 / 4$ given $X>1 / 2$.

Ans. $A=0 \cdot 3$, (i) 0.117 , (ii) 0.027 , (iii) $15 / 256$ and (iv) $27 / 56$.
(b) If a random variable $X$ has the density function

$$
f(x)=\left\{\begin{array}{cc}
1 / 4, & -2<x<2 \\
0, & \text { elsewhere }
\end{array}\right\}
$$

Obtain (i) $P(X<1)$, (ii) $P(|X|>1)$ (iii) $P(2 X+3>5)$
(Kerala Univ. B.Sc., Sept.1992)
Hint. (ii) $P(|X|>1)=P(X>1$ or $X<-1)=\int_{-2}^{-1} f(x) d x+\int_{1}^{2} f(x) d x$
or $\quad P(|X|>1)=1-P(|X| \leq 1)=1-P(-1 \leq X \leq 1)$
Ans. (i) $3 / 4$, (ii) $1 / 2$ (iii) $1 / 4$.
2. Are any of the following probability mass or density functions?

Prove your answer in each case.
(a) $f(x)=x ; x=\frac{1}{16}, \frac{3}{16}, \frac{1}{4}, \frac{1}{2}$
(b) $f(x)=\lambda e^{-\lambda x} ; x \geq 0 ; \lambda>0$
(c) $f(x)=\left\{\begin{aligned} 2 x, & 0<x<1 \\ 4-2 x, & 1<x<2 \\ 0, & \text { elsewhere },\end{aligned}\right.$
(Calicut Univ. B. Sc., Oct. 1988)
Ans. (a) and (b) are p.m.f./p.d.f.'s, (c) is not.
3. If $f_{1}$ and $f_{2}$ are p.d.f.'s and $\theta_{1}+\theta_{2}=1$, check it.

$$
g(x)=\theta_{1} f_{1}(x)+\theta_{2} f_{2}(x), \quad \text { is a p.d.f. }
$$

Ans. $g(x)$ is a p.d.f. if $0 \leq\left(\theta_{1}, \theta_{2}\right) \leq 1 a^{-} \theta_{1}+\theta_{2}=1$.
4. A continuous random variable $X$ has the probability density function :

$$
f(x)=A+B x, \quad 0 \leq x \leq 1 .
$$

If the mean of the distribution is $\frac{1}{2}$, find $A$ and $B$.
Hint : Solve $\int_{0}^{1} f(x) d x=1$ and $\int_{0}^{1} x f(x) d x=\frac{1}{2}$. Find $A$ and $B$.
5. For the following density function

$$
f(x)=c x^{2}(1-x), 0<x<1,
$$

find (i) the constant $c$, and (ii) mean.
[Calicut Univ. B.Sc.(subs.), 1991]
Ans. (i) $c=12$; (ii) mean $=3 / 5$.
6. A continuous distribution of a variable $X$ in the range $(-3,3)$ is defined by

$$
\begin{aligned}
f(x) & =\frac{1}{16}(3+x)^{2}, \quad-3 \leq x \leq-1 \\
& =\frac{1}{16}\left(6-2 x^{2}\right), \quad-1 \leq x \leq 1 \\
& =\frac{1}{16}(3-x)^{2}, \quad 1 \leq x \leq 3
\end{aligned}
$$

(i) Verify that the area under the curve is unity.
(ii) Find the mean and variance of the above distribution.
(Madras Univ. B.Sc., Oct. 1992; Gujarat Univ. B.Sc., Oct. 1986)
Hint: $\int_{-3}^{3} f(x) d x=\int_{-3}^{-1} f(x) d x+\int_{-1}^{1} f(x) d x+\int_{1}^{3} f(x) d x$
Ans. Mean=0, Variance $=1$
7. If the random variable $X$ has the p.d.f.,

$$
\begin{aligned}
f(x) & =\frac{1}{2}(x+1), \quad-1<x<1 \\
& =0, \text { elsewhere, }
\end{aligned}
$$

find the coefficient of skewness and kurtosis.
8. (a) A random variable $X$ has the probability density function given by

$$
f(x)=6 x(1-x), 0 \leq x \leq 1
$$

Find the mean $\mu$, mode and S.D. $\sigma$, Compute $P(\mu-2 \sigma<X<\mu+2 \sigma)$.
Find also the mean deviation about the median.
(Lucknow Univ. B.Sc., 1988)
(b) For the continuous distribution

$$
d F=y_{0}\left(x-x^{2}\right) d x ; 0 \leq x \leq 1, y_{0} \text { being a constant. }
$$

Find (i) arithmetic mean, (ii) harmonic mean, (iii) Median, (iv) Mode and (v) rth moment about mean. Hence find $\beta_{1}$ and $\beta_{2}$ and show that the distribution is symmetrical. (Delhi Univ. B.Sc., 1992; Karnatak Univ. B.Sc.,'1991)

Ans. $\quad$ Mean $=$ Median $=$ Mode $=\frac{1}{2}$
(c) Find the mean, mode and median for the distribution,

$$
d F(x)=\sin x d x, \quad 0 \leq x \leq \pi / 2
$$

Ans. $1, \pi / 2, \pi / 3$
9. If the function $f(x)$ is defined by

$$
f(x)=c e^{-\alpha x}, 0 \leq x<\infty, \alpha>0
$$

(i) Find the value of constant $c$.
(ii) Evaluate the first four moments about mean.
[Gauhati Univ. B.Sc. 1987]
Ans. (i) $c=\alpha$, (ii) $0,1 / \alpha^{2}, 2 / \alpha^{3}, y / \alpha^{4}$.
10. (a) Show that for the exponential distribution

$$
d P=y_{0} \cdot e^{-x / 0} d x, 0 \leq x<\infty, \sigma>0
$$

the mean and S.D. are both equal to $\sigma$ and that the interquartile range is $\sigma \log _{e} 3$. Also find $\mu_{r}^{\prime}$ and show that $\beta_{1}=4, \beta_{2}=9$.
[Agra :!niv. B.Sc., 1986 ; Madras Univ. B.Sc., 1987]
(b) Define the harmonic mean (H.M.) of variable $X$ as the reciprocal of the expected value of $1 / X$, show that the H.M. of variable which ranges from 0 to $\infty$ with probability density $\frac{1}{6} x^{3} e^{-x}$ is 3 .
11. (a) Find the mean, variance and the co-efficients $\beta_{1}, \beta_{2}$ of the distribution,

$$
d F=k x^{2} e^{-x} d x, 0<x<\infty
$$

Ans. $k=1 / 2 ; 3,3,4 / 3$ and 5 .
(b) Calculate $\beta_{1}$ for the distribution,

$$
d F:=k x e^{-x} d x, \quad 0<x<\infty
$$

Ans. 2
[Delhi Univ. B.Sc. (Hons. Subs.), 1988]
12. A continuous random variable $X$ has a p.d.f. given' by

$$
\begin{aligned}
f(x) & =k x e^{\lambda x}, x \geq 0, \lambda>0 \\
& =0, \text { otherwise }
\end{aligned}
$$

Determine the constant $k$, obtain the mean and variance of $X$.
[Nagpur Univ. B.Sc. 1990]
13. For the probability density function,

$$
\begin{aligned}
f(x) & =\frac{2(b+x)}{b(a+b)},-b \leq x<0 \\
& =\frac{2(a-x)}{a(a+b)}, \quad 0 \leq x \leq a
\end{aligned}
$$

Find mean, median and variance.
[Calcutta Univ. B.Sc. 1984]
Ans. Mcan $=(a-b) / 3, \quad$ Variance $=\left(a^{2}+b^{2}+a b\right) / 18$,
Mcdian $=a-\sqrt{a(a+b) / 2}$
(ii) Show that, if terms of order $(a-b)^{2} / a^{2}$ are neglected, then

$$
\text { mean }- \text { median }=(\text { mean }-\operatorname{mode}) / 4
$$

14. A variable $X$ can assume values only between 0 and 5 and the equation of its frequency curve is

$$
y=A \sin \frac{1}{5} \pi x, 0 \leq x \leq 5
$$

where $A$ is a constant such that the area under the curve is unity. Determine the value of $A$ and obtain the median and quartiles of the distribution.

Show also that the variance of the distribution is $50\left\{\frac{1}{8}-\frac{1}{\pi^{2}}\right\}$.
Ans. 1/10; 2.5, 4/3, 10/3
15. A continuous variable $X$ is distributed over the interval $[0,1]$ with p.d.f. $a x^{2}+b x$, where $a, b$ are constants. If the arithmetic meari of $X$ is 0.5 , find the values of $a$ and $b$.

Ans. $-6,6$
16. A man leaves his house at the same time every moming and the time taken to journey to work has the following probability density function : less than 30 minutes, zero, between 30 minutes and 60 minutes, uniform with density $k$; between 60 minutes and 70 minutes, uniform with density $2 k$; and more than 70 minutes, zero. What is the probability that on one particular day he arrives at work later than on the previous day but not more than 5 minutes later.
17. The density function of sheer strength of spot welds is given by

$$
\begin{aligned}
f(x) & =x / 160,000 \text { for } 0 \leq x \leq 400 \\
& =(800-x) / 160,000 \text { for } 400 \leq x \leq 800
\end{aligned}
$$

Find the number $a$ such that
Prob. $(X<a)=0.50$ and the number $b$ such that
Prob. $(X<b)=0.90$. Find the mean, median and variance of $X$. .
[Delhi Univ. B.E., 1987]
18. A batch of small calibre ammunition is accepted as satisfactory if none of a sample of five shot falls more than 2 fect from the centre of the target at a given range. If $X$, the distance from the centre of the target to a given impact point, actually has the density

$$
f(x)=k .2 x e^{-x^{2}}, 0<x<3
$$

where $k$ is a number which maikes it probability density function, what is the value of $k$ and what is the probability that the batch will be accepted?
[Nagpur Univ. B.E., 1987]
Hint. $\int_{0}^{3} f(x) d r=1 \Rightarrow k=1 /\left(1-e^{-9}\right)$

Reqd. Prob. $=\mathrm{P}[$ Each of a sample of 5 shots falls within a distance of 2 ft . from the centre ]

$$
=[P(0<X<2)]^{5}=\left[\int_{0}^{2} f(x) d x\right]^{5}=\left[\frac{1-e^{-4}}{1-e^{-9}}\right]^{5}
$$

19. A random variable $X$ has the p.d.f. :

$$
f(x)=\left\{\begin{array}{cc}
2 x, & 0<x<1 \\
0, & \text { otherwise }
\end{array}\right.
$$

Find (i) $P\left(X<\frac{1}{2}\right)$, (ii) $P\left(\frac{1}{4}<X<\frac{1}{2}\right)$,' (iii) $P\left(\left.X>\frac{3}{4} \right\rvert\, X>\frac{1}{2}\right)$, and (iv) $P\left(\left.X<\frac{3}{4} \right\rvert\, X>\frac{1}{2}\right)$.
(Gorakhpur Univ. B.Sc., 1988)
Ans. (i) $1 / 4$, (ii) $3 / 16$, (iii) $\frac{P(X>3 / 4)}{P(X>1 / 2)}=\frac{7 / 16}{3 / 4}=\frac{7}{12}$; (iv) $\frac{P(1 / 2<X<3 / 4)}{P(X>1 / 2)}$
5.4.3. Continuous Distribution Function. If $X$ is a continuous random variable with the p.d.f. $f(x)$, then the function

$$
\begin{equation*}
F_{X}(x)=P(X \leq x)=\int_{-\infty}^{x} f(t) d t,-\infty<x<\infty . \tag{5-12}
\end{equation*}
$$

is called tine distribution function (d.f.) or sometimes the cumulative distribution function (c.d.f.) of the random variable $X$.

Remarks 1. $0 \leq F(x) \leq 1,-\infty<x<\infty$.
2. From analysis (Rieniann integral), we know that

$$
\begin{equation*}
F^{\prime}(x)=\frac{d}{d x} F(x)=f(x) \geq 0 \tag{x}
\end{equation*}
$$

$\Rightarrow \quad F(x)$ is non-decreasing function of $x$.
3. $F .(-\infty)=\lim _{x \rightarrow-\infty} F(x)=\lim _{x \rightarrow-\infty} \int_{-\infty}^{x} f(x) d x=\int_{-\infty}^{-\infty} f(x) d x=0$
and

$$
F(+\infty)=\lim _{x \rightarrow \infty} F(x)=\lim _{x \rightarrow \infty} \int_{-\infty}^{x} f(x) d x=\int_{-\infty}^{\infty} f(x) d x=1
$$

4. $F(x)$ is a continuous function of $x$ on the right.
5. The discontinuities of $F(x)$ are at the most countable.
6. It may be noted that

$$
\begin{aligned}
P(a \leq \dot{X} \leq b) & =\int_{a}^{b} f(x) d x=\int_{-\infty}^{b} f(x) d x-\int_{-\infty}^{a} f(x) d x \\
& =P(X \leq b)-P(X \leq a)=F(b)-F(a)
\end{aligned}
$$

Similarly

$$
P(a<X<b)=P(a<X \leq b)=P(a \leq X<b)=\int_{a}^{h} f(\prime) d t
$$

7. Since $F^{\prime}(x)=f(x)$, we have

$$
\frac{d}{d x} F(x)=f(x) \quad \Rightarrow \quad d F(x)=f(x) d x
$$

This is known as probability differential of $X$.
Remarks. I. It may be pointed out that the properties (2), (3) and (4) above uniquely characterise the distribution functions. This means that any function $F(x)$ satisfying (2) to (4) is the distribution function of some random variable, and any function $F(x)$ violating any one or more of these three properties cannot be the distribution function of any random variable.
2. Often, one can obtain a p.d.f. from a distribution function $F(x)$ by differentiating $F(x)$, provided the derivative exists. For example, consider

$$
F_{X}(x)=\left\{\begin{array}{l}
0, \text { for } x<0 \\
x, \text { for } 0 \leq x \leq \\
1, \text { for } x>1
\end{array}\right.
$$

The graph of $F(x)$ is given by bold lines. Obviously we see that $F(x)$ is continuous from right as stipulated in (4) and we also see that $F(x)$ is not continuous at $x=0$ and $x=1$ and hence is not derivable at $x=0$ and $x=1$.


Différeniating $F(x)$ w.r.t. $x$, we get

$$
\frac{d}{d x} F(x)=\left\{\begin{array}{l}
1,0<x<1 \\
0, \text { otherwise }
\end{array}\right.
$$

(Note the strict inequality in $0<x<1$, since $F(x)$ is not derivable at $x=0$ and $x=1]$

Let us define

$$
f(x)=\left\{\begin{array}{l}
1,0<x<1 \\
0, \text { otherwise }
\end{array}\right.
$$

Then $f(x)$ is a p.d.f. for $F$.

Example 5.15. Verify that the following is a distribution function:

$$
F(x)=\left\{\begin{array}{lc}
0, & x<-a \\
\frac{1}{2}\left(\frac{x}{\dot{a}}+1\right), & -a \leq x \leq a \\
1, & x>a
\end{array}\right.
$$

(Madras Univ. B.Sc., 1992)
Solution. Obvıously the propertics (i), (ii), (iii) and (iv) are șatisfied. Also we nh̨serve that $F \cdot(-x)$ is continuous at $x=a$ and $x=-a$. ass well.

Now

$$
\begin{aligned}
\frac{\dot{d}}{d x} F(x) & =\left\{\begin{array}{cl}
\frac{1}{2 a}, & -a \leq x \leq a \\
0, & \text { otherwise }
\end{array}\right. \\
& =f(x), \text { say }
\end{aligned}
$$

In order that $F(x)$ is a distribution function, $f(x)$ must be a p.d.f. Thus we have to shòw thàt

$$
\int_{-\infty}^{\infty} f(x) d x=1
$$

Now

$$
\int_{-\infty}^{\infty} f(x) d x=\int_{-. a}^{a} f(x) d x=\frac{1}{2 a} \int_{-a}^{a} 1 . d x=1
$$

Hence $F(x)$ is a d.f.
Example 5.16. Suppose the life in hours of a certain kind of radio tube has the probability density function:

$$
\begin{aligned}
f(x) & =\frac{100}{x^{2}}, \text { when } x \geq 100 \\
& =0, \text { when } x<100
\end{aligned}
$$

Find the distribution function of the distribution. What is the probabilty that none of three such tubes in a given radio set will have to be replaced during the first 150 hours of operation? What is the probability that all three of the original tubes will have been replaced during the first 150 hours? (Delhi Univ. B.Sc, Oct. 1988)

Solution. Probability that a tube will last for first 150 hours is given by

$$
\begin{aligned}
P(X \leq 150) & =P(0<X<100)+P(100 \leq X \leq 150) \\
& =\int_{100}^{150} f(x) d x=\int_{100}^{150} \frac{100}{x^{2}} d x=\frac{1}{3} .
\end{aligned}
$$

Hence the probability that none of the three tubes will have to be replaced xiuring the first 150 hours is $(1 / 3)^{3}=1 / 27$.

The probability that a tube will not last for the first 150 hours is $1-\frac{1}{3}=\frac{2}{3}$.

Hence the probability that all three of the original tubes will have to be replaced during the lirst 150 hours is $(2 / 3)^{3}=8 / 27$.

Example 5.17. Suppose that the time in minutes that a person has to wait at a certain station for a train is found to be a random phenomenon, a probability function specified by the distribution function,

$$
\begin{array}{rlrl}
F(x) & =0, & & \text { for } x \leq 0 \\
& =\frac{x}{2}, & & \text { for } 0 \leq x<1 \\
& =\frac{1}{2}, & & \text { for } 1 \leq x<2 \\
& =\frac{x}{4}, & & \text { for } 2 \leq x<4 \\
& =1, & \text { for } x \geq 4
\end{array}
$$

(a) Is the Distribution Function continuous? If. ṣo, give the formula for its probability density.function?
(b) What is the probability that a person will have to wait (i) more than 3 minutes, (ii) less than 3 minutes, and (iii) between 1 and 3 minutes?
(c) What is the conditional probability that the person will have to wait for a train for (i) more than 3 minutes, given that it is more than 1 minute, (ii) less than 3 minutes given that it is more than 1 minute?
(Cálicut Univ. B.Sc., 1985)
Solution. (a) Since the value of the distribution function is the same at the points $x=0, x=1, x=2$, and $x=4^{4}$ given by the two forms of $F(x)$ for $x<0$ and $0 \leq x<1,0 \leq x<1$ and $1<x<2,1 \leq x<2$ and $2 \leq x<4$, $2 \leq x<4$ and $x \geq 4$, the distribution function is continuous.

Probability density function $=f(x)=\frac{\dot{d}}{d x} F(x)$

$$
\begin{aligned}
\therefore \quad f(x) & =0, \text { for } x<0 \\
& =\frac{1}{2}, \text { for } 0 \leq x<1 . \\
& =0, \text { for } 1 \leq x<2 \\
& =\frac{1}{4}, \text { for } 2 \leq x<4 \\
& =0, \text { for } x \geq 4
\end{aligned}
$$

(b) Let the random variable $X$ represent the waiting time in minutes. Then
(i) Required probability $=P(X>3)=1-P(X \leq 3)=1-F(3)$

$$
\cong 1-\frac{1}{4} \cdot 3=\frac{1}{4}
$$

(ii) Réqüred probảbility $=P(X<3)=P(X \leq 3)-P(X=3)$

$$
=F(3)=\frac{3}{4}
$$

(Since, the probabilty that a continuous variable takes a.fixed value is \%ero)
(iii) Required Probability $=P(1<X<3)=P(1<X \leq 3)$

$$
=F\left(3 ;-F(1)=\frac{3}{4}-\frac{1}{2}=\frac{1}{4}\right.
$$

(c) Let $A$ denote the event that a person has to wait for more than 3 minutes and $B$ the event that he has to wait for more than 1 minute. Then

$$
\begin{aligned}
P(A) & =P(X>3)=\frac{1}{4} \quad[c . f .(b),(i)] \\
P(B) & =P(X>1)=1-P(X \leq 1)=1-F(1)=1-\frac{1}{2}=\frac{1}{2} \\
P(A \cap B) & =P(X>3 \cap X>1)=P(X>3)=\frac{1}{4}
\end{aligned}
$$

(i) Required probability is

$$
P(A \mid \dot{B})=\frac{P(A \cap \dot{B})}{P(B)}=\frac{1 / 4}{1 / 2}=\frac{1}{2}
$$

(ii) Reqüired probability $=P(\bar{A} \mid B)=\frac{P(\bar{A} \cap B)}{P(B)}$.

Noww $P(\bar{A} \cap B)=P(X \leq 3 \cap X>1)=P(1<X \leq 3)=F(3)-F(1)=\frac{3}{4}-\frac{1}{2}=\frac{1}{4}$

$$
\because \cdot \quad P(\bar{A} \mid: B)=\frac{1 / 4}{1 / 2}=: \frac{1}{2}
$$

'Example 5:18. A petrol pump is supplied with petrol ònce a day. If its daily volume $X$ of sales in thousands of litres is distributed by

$$
f(x)=5(1-x)^{4}, \quad 0 \leq x \leq 1,
$$

what must be the capacity-of its tank in order that the probability that its supply will be exhausted in a given day shall be 0.01 ? (Madras Univ. B.E., 1986)

Solution. Let the capacity of the tank (in '000 of litres), be ' $a$ ' such that

$$
\begin{array}{lcc} 
& P(X \geq a)=0.01 \quad \Rightarrow \quad \int_{a}^{1} f(x) d x=0.01 \\
\Rightarrow & \int_{a}^{1} 5^{5}(1-x)^{4} d x=0.01 \quad \text { or } \quad\left[5 \cdot \frac{(1-x)^{5}}{(-5)}\right]_{a}^{1}=0.01 \\
\Rightarrow & \quad(1-a)^{5}=1 / 100 \quad \text { or } \quad 1-a=(1 / 100)^{1 / 5} \\
\therefore & \quad a=1-(1 / 100)^{1 / 5}=1-0: 3981=0.6019
\end{array}
$$

Hence the capacity of the tank $=0.6019 \times 1000$ litres $=601.9$ litres.
Example 5.19: Prove that mean deviation is least when measured from the median.
[Delhi Univ. B.Sc. (Maths. Hons.), 1989]
Solution. If $f(x)$ is the probability function of a random variable $X$, $a \leq X \leq b$, then mean deviation $M(A)$, say, about the point $x=A$ is given by

$$
M(A)=\int_{a}^{b}|x-A| f(x) d x
$$

$$
\begin{align*}
& =\int_{a}^{A}|x-A| f(x) d x+\int_{A}^{b}|x-A| f(x) d x \\
& =\int_{a}^{A}(A-x) f(x) d x+\int_{A}^{b}(x-A) f(x) d x \tag{1}
\end{align*}
$$

We' want to find the value of ' $A$ ' so that $M(A)$ is minimum: From the principle of maximum and minimum in differential calculus, $M(A)$ will be minimum for variations in $A$ if

$$
\begin{equation*}
\frac{\partial M(A)}{\partial A}=0 \quad \text { and } \quad \frac{\partial^{2} M(A)}{\partial A^{2}}>0 \tag{2}
\end{equation*}
$$

Differentiating (1) w.r.t. ' $A^{\prime}$ under the integral sign, since the functions $(A-x) f(x)$ and $(x-A) f(x)$ vanish at the point $x=. A^{*}$, we get

$$
\text { Also } \begin{align*}
\frac{\partial M(A)}{\partial A} & =\int_{a}^{A} f(x) d x-\int_{A}^{b} f(x) d x  \tag{3}\\
\frac{\partial M(A)}{\partial A} & =\int_{a}^{A} f(x) d x-\left[1-\int_{a}^{A} f(x) d x\right] \\
& =2 \int_{a}^{A} f(x) d x-1=2 F(\cdot A)-1
\end{align*}
$$

where $F(\cdot)$ is the distribution function of $X$. Differentiating again w.r.t. $A$, we, get ${ }_{t}$

$$
\begin{equation*}
\frac{\partial^{2}}{\partial A^{2}} M(A)=2 f(A) \tag{4}
\end{equation*}
$$

Now $\frac{\partial M(A)}{\partial A}=0$, on using (3) gives

$$
\int_{a}^{A} f(x) d x=\int_{A}^{b} f(x) d x
$$

i.e., $A$ is the median value.

Also from (4), we see that

$$
\frac{\partial^{2} M(A)}{\partial A^{2}}>0
$$

assuming that $f(x)$ does not vanish at the median value. Thus mean deviation is least when taken from median.
*lf $f(x, \theta)$ is a continuous function of both variables $x$ and $\theta$, possessing continuous partial derivatives $\frac{\partial^{2} f}{\partial x \partial \theta}, \frac{\partial^{2} f}{\partial \theta \partial x}$ and $a$ and $b$ are differentiable functions of $\theta$, then

$$
\frac{\partial}{\partial \theta}\left[\int_{a}^{b^{\cdot}} f(x, \theta) d x\right]=\int_{a}^{b} \frac{\partial f}{\partial \theta} d x+f(b, \theta) \frac{d b}{d \theta}-f(a, \theta) \frac{d a}{d \theta}
$$

## EXERCISE 5 (d)

1. (a) Explain the terms (i) probability differential, (ii) probability density function, and (iii) distribution function.
(b) Explain what is meant by a randòm variable. Distinguish between a discrete and a coṇtinuous random variable. Define distribution function of a random variable and show that it is monotonic non-decreasing everywhere and continuous on the right at every point.
[Madras Univ. B.Sc. (Stat Main), 1987]
(c) Show that the distribution function $F(x)$ of a random variable $X$ is a non-decreasing function of $x$. Determine the jump of $F(x)$ at a point $x_{0}$ of its discontinuity in terms of the probability that the random variable has the value $x_{0}$..
[Calcutta Univ. B.Sc. (Hons.), 1984]
2. The length (in hours ) $X$ of a certain type of light bulb may be supposed to be a continuous random variable with probability density function :

$$
\begin{aligned}
f(x) & =\frac{\dot{a}}{x^{3}}, 1500<x<2500 \\
& =0, \text { elscwhere } .
\end{aligned}
$$

Determine the constant $a$, the distribution function of $X$, and compute the probability of the event $1,700 \leq X \leq 1 ; 900$.

Ans. $a=70,31,250 ; F(x)=\frac{a}{2}\left(\frac{1, \ldots \ldots}{22,50,000}-\frac{1}{x^{2}}\right)$ and
$P(1,700<X<1,900)=F(1,900)-F(1,700)=\frac{a}{2}\left(\frac{1}{28,90,000}-\frac{1}{36,10,000}\right)$
3. Define the "distribution function" (or cumulative distribution function) of a random variable and state its essential properties.

Show that, whatever the distribution function $F(x)$ of a random variable $X, P[a \leq F(x) \leq b]=b-a, 0 \leq a, b \leq 1$.
4. (a) The distribution function of a random variable $X$ is given by

$$
F(x)=\left\{\begin{array}{cc}
1-(1+x) e^{-x}, & \text { for } x \geq 0 \\
0, & \text { for } x<0
\end{array}\right.
$$

Find the corresponding density function of random variable $X$.
(b) Consider the distribution for $X$ defined by

$$
F(x)= \begin{cases}0, & \text { for } x<0 \\ 1-\frac{1}{4} e^{-x} & \text { for } x \geq 0\end{cases}
$$

Determine $P(x=0)$ and $P(x>0)$.
5. (a) Let $X$ be a continuous random variable with probability density function given by

$$
f(x)=\left\{\begin{array}{r}
a x, 0 \leq x \leq 1 \\
a, 1 \leq x \leq 2 \\
-a x+3 a, 2 \leq x \leq 3 \\
0, \text { elsewhere }
\end{array}\right.
$$

(i) Determine the constant $a$.
(ii) Determine $F(x)$, and sketch its graph.
(iii) If three independent observations are made, what is the probability that exactly one of these three numbers is larger than 1.5 ?
[Rajasthan Univ. M.Sc., 1987]
Ans. (i) $1 / 2$, (iii) $3 / 8$.
(b) For the density $f_{X}(x)=k e^{-a x}\left(1-e^{-a \dot{x}}\right) \quad I_{0, \infty}(x)$, find the normalising constant $k, f_{X}(x)$ and evaluate $P(X>1)$.
[Delhi Univ. B.Sc. (Maths Hons.), 1989]
Ans. $k=2 a ; F(x)=1-2 e^{-a x}+e^{-2 a i} ; P(X>1)=2 e^{-a}-e^{-2 a}$
6. A random variable $X$ has the density function:

$$
\begin{aligned}
f\left(x_{1}\right) & =K \cdot \frac{1}{1+x^{2}}, \text { if }-\infty<x<\infty \\
& =0, \text { otherwise }
\end{aligned}
$$

Determine $K$ and the distribution function.
Evaluate the probability $P(X \geq 0)$. Find also the mean and variance of $X$.
[Karnatak Univ. B.Sc. 1985]
Ans. $\quad K=1, F(x)=\frac{1}{\pi}\left\{\tan ^{-1} x+\frac{\pi}{2}\right\}, P(x \geq 0)=1 / 2, \quad$ Mean $=0$, Variance does ṇot exist.
7. A'continuous random variable $X$ hàs the distribution function

$$
F(x)=\left[\begin{array}{ll}
0, & \text { if } x \leq 1 \\
k(x-1)^{4}, & \text { if } 1<x \leq 3 \\
1, & \text { if } x>3
\end{array}\right.
$$

Find (i) $k$, (ii) the probability density function $f(x)$, and (iii) the mean and the median of $X$.

Ans. (i) $k=\frac{1}{16},(i i) f(x)=\frac{1}{4}(x-1)^{3}, 1 \leq x \leq 3$
8. Given $f(x)_{1}= \begin{cases}k x(1-x), & \text { for } 0<x<1 \\ 0, & \text { elsewhere }\end{cases}$

Show that
(i) $k=1 / 5$, (ii) $F(x)=0$ for $x \leq 0$ and $F(x)=1-e^{-i / 5}$, for $x>0$

Using $F(x)$, show that
(iii) $P(3<X<5)=0.1809$, (iv) $P(X<4)=0.5507$, (v) $P(X>6)=0.3012$
9. A bombing plane carrying three bombs flies directly above a railroad track. If a bomb falls within 40 feet of track, the track will be sufficiently damaged to disrupt-the traffic. Within a certain bomb site the points of impact of a bomb have the probability density function :

$$
\begin{aligned}
f(x) & =(100+x) / 10,000, \text { when }-100 \leq x \leq 0 \\
& =(100-x) / 10,000, \text { when } 0 \leq x \leq 100 \\
& =0, \text { elsewhere }
\end{aligned}
$$

where $x$ represents the vertical deviation (in feet) from the aiming pioint, which is the track in this case. Find the distribution function. If all the bombs are used, what is the probability that track will be damaged ?

Hint. Probability that track will be damaged by the bomb is given by

$$
\begin{aligned}
P_{r}(|. X|<40) & =P(-40<X<40) \\
& =\int_{-40}^{0} f(x) d x+\int_{0}^{40} f(x) d x \\
& =\int_{-40}^{0} \frac{100+x}{10,000} d x+\int_{0}^{40} \frac{100-x}{10,000} d x=\frac{16}{25}
\end{aligned}
$$

$\therefore$ Probability that a bomb will not damage the track $=1-\frac{16}{25}=\frac{9}{25}$
Probability that none of the three bombs damages the track $=\left(\frac{9 .}{25}\right)^{3}=0.046656$
Required probäbility that the track will be damaged $=1-0.046656=0.953344$.
10. The length of time (in minutes) that a certain lady speak's on the telephone is found to be random phenomenon, with a probability function specified by the probability densty function $f(x)$ as

$$
\begin{aligned}
f(x) & =A e^{-x / s}, \text { for } x \geq 0 \\
& =0, \text { otherwise }
\end{aligned}
$$

(a) Find the value of $A$ that makes $f(x)$ a p.d.f.

Ans. $A=1 / 5$
(b) What is the probability that the number of minutes that she will talk over the phone is
(i) More than 10 minutes, (ii) less thian 5 minutes, and (iii) between 5 and 10 minutes?
[Shivaji Univ. B.Sć., 1990]
Ans. (i) $\frac{1}{e^{2}}$, (ii) $\frac{e-1}{e}$, (iii) $\frac{e-1}{e^{2}}$.
11. The probability that a person will die in the time interval $\left(t_{1}, t_{2}\right)$ is given by

$$
A \int_{t_{1}}^{t_{2}} f(t) d t ;
$$

where $A$ is a constant and the function $f(t)$ determined from long records, is

$$
f(t)=\left\{\begin{array}{c}
t^{2}(100-t)^{2}, \\
0 \leq t \leq 100 \\
0, \text { elsewhere }
\end{array}\right.
$$

Find the probability that a person will die between the ages 60 and 70 assuming that his age is $\geq 50$.
[Calcutta Univ. B.A. (Hons.), 1987]
5.5. Joint Probability Law. Two random variables $X$ and $Y$ are said to be jointly distributed if they are defined on the same probability space. The sample points consist of 2-tuples. If the joint probability function is denoted by $P_{X Y}(x, y)$ then the probability of a certain event $E$ is given by

$$
\begin{equation*}
P_{X Y}(x, y)=P[(X, Y) \in E] \tag{5•13}
\end{equation*}
$$

( $X, Y$ ) is said to belong to $E$, if in the 2 dimensional space the 2 -tuples lic in the Borel set $B$, representing the event $E$.
5.5.1. Joint Probability Mass Function and Margina! and Conditional Probability Functions. Let $X$ and $Y$ be random variables on a sample space $S$ with respective image sets $X(S)=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $Y(S)=\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$. We make the product set

$$
X(S) \times Y(S)=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \times\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}
$$

into a probability space by defining the probability of the ordered pair ( $x_{i}, y_{j}$ ) to be $P\left(X=x_{i}, Y=y_{j}\right)$ which we write $p\left(x_{i}, y_{j}\right)$. The function $p$ on $X(S) \times Y(\mathcal{S})$ defined by

$$
p_{i j}=P\left(X=x_{i} \cap Y=y_{j}\right)=p\left(x_{i}, y_{j}\right)
$$

is called the joint probability function of $X$ and $Y$ and is usually represented in the form of the following table :

| $Y$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $\ldots$ | $y_{j}$ | $\ldots$ | $y_{m}$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $p_{11}$ | $p_{12}$ | $p_{13}$ | $\ldots$ | $p_{1 j}$ | $\ldots$ | $p_{1 m}$ | $p_{1 .}$ |
| $x_{2}$ | $p_{21}$ | $p_{22}$ | $p_{23}$ | $\ldots$ | $p_{2 j}$ | $\ldots$ | $p_{2 m}$ | $p_{2 .}$ |
| $x_{3}$ | $p_{31}$ | $p_{32}$ | $p_{33}$ | $\ldots$ | $p_{3 j}$ | $\ldots$ | $p_{3 m}$ | $p_{3 .}$ |
| $\vdots$ | $\vdots$ |  |  |  |  |  |  | $\vdots$ |
| $x_{i}$ | $p_{i 1}$ | $p_{i 2}$ | $p_{i 3}$ | $\ldots$ | $p_{i j}$ | $\ldots$ | $p_{i m}$ | $p_{i .}$ |
| $\vdots$ | $\vdots$ |  |  |  |  |  |  | $\vdots$ |
| $x_{n}$ | $p_{n 1}$ | $p_{n 2}$ | $p_{n 3}$ | $\ldots$ | $p_{n j}$ | $\cdots 3$ | $p_{n m}$ | $p_{n .}$ |
| Total | $p_{i 1}$ | $p_{.2}$ | $p_{.3}$ | $\ldots$ | $p_{. j}$ | $\ldots$ | $p_{. m}$ | 1 |

$$
\therefore \quad \sum_{i=1}^{n} \sum_{j=1}^{m} p\left(x_{i}, y_{j}\right)=1
$$

Suppose the joint distribution of two random variables $X$ and $Y$ is given, then the probability distribution of $X$ is determined as follows:

$$
\begin{align*}
p_{X}\left(x_{i}\right)= & P\left(X=x_{i}\right)=P\left[X=x_{i} \cap Y=y_{1}\right]+P\left[X=x_{i} \cap Y=y_{2}\right]+\ldots \\
& \quad+P\left[X=x_{i} \cap Y=y_{j}\right]+\ldots+P\left[X=x_{i} \cap . y_{m}\right] \\
= & p_{i 1}+p_{i 2}+\ldots+p_{i j}+\ldots+p_{i m} \\
= & \sum_{j=1}^{m} p_{i j}=\sum_{j=1}^{m} p\left(x_{i}, y_{j}\right)=p_{i} .
\end{align*}
$$

and is known as marginal probability function of $X$.

$$
\text { Also } \sum_{i=1}^{n} p_{i .}=p_{1 .}+p_{2 .}+\ldots+p_{n .}=\sum_{i=1}^{n} \sum_{j=1}^{m} p_{i j}=1
$$

Similarly, we can prove that

$$
\operatorname{pr}\left(y_{j}\right)=P \cdot\left(Y=y_{j}\right)=\sum_{i=1}^{n} p_{i j}=\sum_{i=1}^{n} p\left(x_{i}, y_{j}\right)=p_{j}
$$

which is the marginal probability function of $Y$.
Also

$$
P\left[X=x_{i} \mid Y=y_{j}\right]=\frac{P\left[X=x_{i} \cap Y=y_{j}\right]}{P\left[\underline{Y}=y_{j}\right]}=\frac{p\left(x_{i}, y_{j}\right)}{p\left(y_{j}\right)}=\frac{p_{i j}}{p . j}
$$

This is known as conditional probability function of $X$ given $Y=y_{j}$
Similarly

$$
\begin{equation*}
P\left[Y=y_{j} \mid X=x_{i}\right]=\frac{p\left(x_{i}, y_{j}\right)}{p\left(x_{i}\right)}=\frac{p_{i j}}{p_{i}} \tag{5•14c}
\end{equation*}
$$

is the conditional probability function of $Y$ given $X=x_{i}$
Also $\sum_{i=1}^{n} \frac{p_{i j}}{p_{. j}}=\frac{p_{1,}+p_{2,}+\ldots+p_{i j}+\ldots+p_{n j}}{p_{j}}=\frac{p_{. j}}{p_{. j}}=1$
Similarly

$$
\sum_{j=1}^{n} \frac{p_{i 1}}{p_{i}}=1
$$

Two random variables $X$ and $Y$ are said to be independent if

$$
P\left(X=x_{i}, Y=y_{j}\right)=P\left(X=x_{i}\right) . P\left(Y=y_{j}\right),
$$

otherwise they are said to be dependent.
5.5.2. Joint Probability Distribution Function. Let ( $X, Y$ ) be a twodimensional random variable then their joint distribution function is dencted by $F_{X Y}(x, y)$ and it represents the probability that simultaneously the observation
( $X, Y$ ) will have the property ( $X \leq x$ and $Y \leq y$ ), i.e.,

$$
\begin{align*}
F_{X Y}(x, y) & =P(-\infty<X \leq x,-\infty<Y \leq y) \\
& =\int_{-\infty}^{x}\left[\iint_{-\infty}^{y} f_{X Y}(x, y) d x d y\right.
\end{align*}
$$

(For continuous variables)
where

$$
f_{X Y}(x, y) \geq 0
$$

And $\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{X Y}(x, y) d x d y=1$ or $\sum_{x} \sum_{y} f(x, y)=1$

## Properties of Joint Distribution Function

1. (i) For the real numbers $a_{1}, b_{1}, a_{2}$ and $b_{2}$

$$
\begin{aligned}
P\left(a_{1}<X \leq b_{1}, a_{2}<Y \leq b_{2}\right)=F_{X Y}\left(b_{1}, b_{2}\right)+ & F_{X Y}\left(a_{1}, a_{2}\right) \\
& -F_{X Y}\left(a_{1}, b_{2},-F_{X Y}\left(b_{1}, a_{2}\right)\right.
\end{aligned}
$$

[For proof, See Example 5.29]
(ii) Let $a_{1}<a_{2}, b_{1}<b_{2}$. We have

$$
\left(X \leq a_{1}, Y \leq a_{2}\right)+\left(a_{1}<X \leq b_{1}, Y \leq a_{2}\right)=\left(X \leq b_{1}, Y \leq a_{2}\right)
$$

and the events on the L.H.S. are mutually exclusive. Taking probabilities on both-sides, we get :

$$
\begin{array}{ll} 
& F\left(a_{1}, a_{2}\right)+P\left(a_{1}<X \leq b_{1}, Y \leq a_{2}\right)=F\left(b_{1}, a_{2}\right) \\
\Rightarrow & F\left(b_{1}, a_{2}\right)-F\left(a_{1}, a_{2}\right)=P\left(a_{1}<X \leq b_{1}, Y \leq a_{2}\right) \\
\therefore & F\left(b_{1}, a_{2}\right) \geq F\left(a_{1}, a_{2}\right) \quad\left[\text { Since } P\left(a_{1}<\dot{X} \leq b_{1}, Y \leq a_{2}\right) \geq 0\right]
\end{array}
$$

Similarly it follows that

$$
\begin{array}{rlrl} 
& & F\left(a_{1}, b_{2}\right)-F\left(a_{1}, a_{2}\right) & =P\left(X \leq a_{1}, a_{2}<Y \leq b_{2}\right) \geq 0 \\
\Rightarrow & F\left(a_{1}, b_{2}\right) \geq F\left(a_{1}, a_{2}\right),
\end{array}
$$

which shows that $F(x, y)$ is monotonic non-decreasing function.
2. $F(-\infty, y)=0=F(x,-\infty), F(+\infty,+\infty)=1$
3. If the density function $f(x, y)$ is continuous at $(x, y)$ then

$$
\frac{\partial^{2} F}{\partial x \partial y}=f(x, y)
$$

5.5.3. Marginal Distribution Functions. From the knowledge of joint distribution function $F_{X Y}(x, y)$, it is possible to obtain the individual distribution functions, $F_{X}(x)$ and $F_{Y}(y)$ which are termed as marginal distribution function of $X$ and $Y$ respectively with respect to the joint distribution function $F_{X Y}(x, y)$.

$$
\begin{align*}
F_{X}(x)=P(X \leq x) & =P(X \leq x, Y<\infty)=\lim _{y \rightarrow \infty} F_{X Y}(x, y) . \\
& =F_{X Y}(x, \infty)
\end{align*}
$$

Similarly, $F_{Y}(y)=P(Y \leq y)=P(X<\infty, Y \leq y)$

$$
=\lim _{r \rightarrow \infty} F_{X Y}(x, y)=F_{X Y}(\infty, y)
$$

$F_{X}(x)$ is termed as the marginal distribution function of $X$ corresponding to the joint distribution function $F_{X Y}^{\prime}(x, y)$ and similarly $F_{Y}(y)$ is called marginal distribution function of the random variable $Y$ corresponding to the joint distribution function $F_{X Y}(x, y)$.

In the case of jointly discrete random variables, the marginal distribution functions are given as

$$
\begin{aligned}
& F_{X}(x)=\sum_{y} P(X \leq x, Y=y), \\
& F_{Y}(y)=\sum_{x} P(X=x, Y \leq y)
\end{aligned}
$$

Similarly in the case of jointly continuous random variable, the marginal distribution functions are given as

$$
\begin{aligned}
& F_{X}(x)=\int_{-\infty}^{x}\left\{\int_{-\infty}^{\infty} f_{X Y}(x, y) d y\right\} d x \\
& F_{Y}(y)=\int_{-\infty}^{y}\left\{\int_{-\infty}^{\infty} f_{X Y}(x, y) d x\right\} d y
\end{aligned}
$$

5.5.4 Joint Density Function, Marginal Density Functions. From the joint distribution function $F_{x y}(x, y)$ of two dimensional continuous random variable we get the joint probabilty density function by differentiation as follows:

$$
\begin{aligned}
f_{X y}(x, y) & =\partial^{2} F(x, y) / \partial x \partial y \\
& =\lim _{\delta x \rightarrow 0, \delta y \rightarrow 0} \frac{P(x \leq X \leq x+\delta x, y \leq Y \leq y+\delta y)}{\delta x \delta y}
\end{aligned}
$$

Or it may be expressed in the following way also :
"The probability that the point $(x, y)$ will lie in the infinitesimal rectangular region, of area $d x d y$ is given by

$$
P\left\{x-\frac{1}{2} d x \leq X \leq x+\frac{1}{2} d x, y-\frac{1}{2} d y \leq Y \leq y+\frac{1}{2} d y\right\}=d F_{X r}(x, y)
$$

and is denoted by $f_{X Y}(x, y) d x d y$, where the function $f_{X Y}(x, y)$ is called the joint probability density function of $X$ and $Y$.

The marginal probability function of $Y$ and $X$ are given respectively

$$
\begin{aligned}
f_{r}(y) & =\int_{-\infty}^{\infty} f_{X r}(x, y) d x & \text { (for continuous variables) } \\
& =\sum_{x} p_{x r}(x, y) & \text { (for discrete variables) }
\end{aligned}
$$

and

$$
f_{X}(x)=\int_{-\infty}^{\infty} f_{X Y}(x, y) d y
$$

(for continuous variables)

$$
=\sum_{y} p_{x r}(x, y)
$$

(for discrete variables)

The marginal density functions of $X$ and $Y$ can be obtained in the following manner also.

$$
\begin{align*}
f_{X}(x) & =\frac{d F_{X}(x)}{d x}=\int_{-\infty}^{\infty} f_{X Y}(x, y) d y \\
\text { and } \quad f_{Y}(y) & =\frac{d F_{Y}(y)}{d y}=\int_{-\infty}^{\infty} f_{X Y}(x, y) d x
\end{align*}
$$

Important Remark. If we know the joint p.d.f. (p.m.f.) $f_{X Y}(x, y)$ of two random variables $X$ and $Y$, we can obtain the individual distributions of $X$ and $Y$ int the form of their marginal p.d.f.'s (p.m.f's) $f_{X}(x)$ and $f_{r}(y)$ by using (5.17) and (5.17a). However, the converse is not true i.e., from the marginal distributions of two jointly distributed random variables, we cannot determine the joint distributions of these two random variables.

To verify this, it will suffice to show that two different joint p.m.f's (p.d.f.'s) have the same marginal distribution for $X$ and the same marginal distribution for $Y$. We give below two juint discrete probability distitibutions which have the same marginal distributions.

JOINT DISTRIBÚTIONS HA V̆ING SAME MÁRG̣INALS
Probability Distribution I
Probability Distribution II

| $X$ | 0 | 1 | $f_{r}(y)$ |
| :---: | :---: | :---: | :---: |
| 0 | 0.28 | 0.37 | 0.65 |
| 1 | 0.22 | 0.13 | 0.35 |
| $f_{X}(x)$ | 0.50 | 0.50 | 1.00 |


| $X$ | 0 | 1 | $f_{Y}(y)$ |
| :---: | :---: | :---: | :---: |
| 0 | 0.35 | 0.30 | 0.65 |
| ${ }^{\prime} 1$ | 0.15 | 0.20 | 0.35 |
| $f_{X}(x)$ | 0.50 | 0.50 | 1.00 |

As an illustration for continuous random variables, let ( $X, Y$ ) be çontinuous r.v.. with joint p.d.f.

$$
\begin{equation*}
f_{X Y}(x, y)=x+y ; 0 \leq(x, y) \leq 1 \tag{5•17c}
\end{equation*}
$$

The marginal p.d.f.'s of $X$ and $Y$ are given by :

$$
f_{X}(x)=\cdot \int_{0}^{1} f(x, y) d y=\int_{0}^{1}(x+y) d y=\left|x y+\frac{y^{2}}{2}\right|_{0}^{1}
$$

$$
\left.\begin{array}{lll}
\Rightarrow & f_{X}(x)=x+\frac{1}{2} ; & 0 \leq x \leq 1 \\
\text { Similarly } & f_{r}(y)=\int_{0}^{1} f(x, y) d x=y+\frac{1}{2} ; & 0 \leq y \leq 1
\end{array}\right\}
$$

Consider another continuous joint p.d.f.

$$
g(x, y)=\left(x+\frac{1}{2}\right)\left(y+\frac{1}{2}\right) ; \quad 0 \leq(x, y) \leq 1
$$

Then marginal p.d.f.'s of $X$ and $Y$ are given by :

$$
\left.\begin{array}{rl}
g_{1}(x) & =\int_{0}^{1} g(x, y) d y=\left(x+\frac{1}{2}\right) \int_{0}^{1}\left(y+\frac{1}{2}\right) d y \\
& =\left(x+\frac{1}{2}\right)\left|\frac{y^{2}}{2}+\frac{1}{2} y\right|_{0}^{1} \\
\Rightarrow \quad g_{1}(x) & =x+\frac{1}{2} ; \quad 0 \leq x \leq 1 \\
\text { Similarly } g_{2}(y) & =y+\frac{1}{2} ; \quad 0 \leq y \leq 1 \tag{5•!7f}
\end{array}\right\}
$$

( $5.17 d$ ) and $(5.17 f)$ imply that the two joint p.d.f.'s in ( $5.17 c$ ) and ( $5.17 e$ ) have the same marginal p.d.f.'s $(5 \cdot 17 d)$ or $(5 \cdot 17 f)$.

Another illustration of continuous r.y.'s. is given in Remark to Bivariate Normal Distribution, $\S 10 \cdot 10 \cdot 2$.
5.5.5. The Conditional Distribution Function and Conditinal Probability Density Function. For two diamensional random variable ( $X, Y$ ), the joint distribution function $F_{X r}(x, y)$, for any real numbers $x$ and $y$ is given by

$$
F_{X Y}(x, y)=P(X \leq x, Y \leq y)
$$

Now let $A$ be the event $(Y \leq y)$ such that the event $A$ is said to occur when $Y$ assumes values up to and inclusive of $y$.

Using conditional probabilities we may now write

$$
F_{X \underline{Y}}(x, y)=\int_{-\infty}^{x} P[A \mid \dot{X}=x] d F_{\underline{X}}(x)
$$

The conditional distribution function $F_{Y \mid X}(y \mid x)$ denotes the distribution function of $Y$ when $X$ has already assumed the particular value $x$. Hence

$$
F_{Y \mid X}(y \mid x)=P[Y \leq y \mid X=x)=P|A| X=x_{1}
$$

Using this expression, the jọint diștribution function $F_{X Y}(x ; y)$ may be expressed in terms of the conditional distribution function as follows: ,

$$
\begin{equation*}
F_{X Y}(x, y)=\int_{-\infty}^{x} F_{Y \mid X}(y \mid x) d F_{X}(x) \tag{5.18a}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
F_{X Y}(x, y)=\int_{-\infty}^{y} F_{X \mid Y}(x \mid y) d F_{Y}(y) \tag{5.18b}
\end{equation*}
$$

The conditional probability density function of $Y$ given $X$ for two random variables $X$ and $Y$ which are joinly continuously distributed is defined as follows, for two real numberse $x$ and $y$ :

$$
f_{Y \mid X}(y \mid x)=\frac{\partial}{\partial y} F_{Y \mid X}(y \mid x)
$$

Remarks: 1. $f_{X}(x)>0$, then

$$
f_{Y \mid X}(y \mid x)=\frac{f_{X Y}(x, y)}{f_{X}(x)}
$$

Proof. We have

$$
\begin{aligned}
F_{X Y}(x, y) & =\int_{-\infty}^{x} F_{Y \mid X}(y \mid x) d F_{X}(x) \\
& =\int_{-\infty}^{x} F_{Y \mid X}(y \mid x) f_{X}(x) d x
\end{aligned}
$$

Differentiating w.r.t. $x$, we get

$$
\frac{\partial}{\partial x} F_{X Y}(x, y)=F_{Y \mid X}(y \mid x) f_{X}(x)
$$

Differentiating w.r.t. $y$, we get

$$
\begin{aligned}
& & \frac{\partial}{\partial y}\left[\frac{\partial}{\partial x} F_{X Y}(x, y)\right] & =f_{Y \mid X}(y \mid x) f_{X}(x) \\
\Rightarrow & & f_{X Y}(x, y) & =f_{Y \mid X}(y \mid x) f_{X}(x) \\
\Rightarrow & & f_{Y \mid X}(y \mid x) & =\frac{f_{X Y}(x, y)}{f_{X}(x)}
\end{aligned}
$$

2. If $f_{r}(y)>0$, then

$$
f_{X \mid Y}(x \mid y)=\frac{f_{X Y}(x, y)}{f_{\dot{Y}}(y)}
$$

3. In terms of the differentials, we have

$$
\begin{aligned}
P(x<X & \leq x+d x \mid y<Y \leq y+d y) \\
& =\frac{P(x<X \leq x+d x, y<Y \leq y+d y)}{P(y<Y \leq y+d y)} \\
& =\frac{f_{X Y}(x, y) d x d y}{f_{r}(y) d y}=f_{X \mid Y}(x \mid y) \dot{d} x
\end{aligned}
$$

Whence $f_{X \mid r}(x \mid y)$ may be interpreted as the conditional density function of $X$ on the assumption $Y=y$.
5.5.6. Stochastic Independence. Let us consider two random variables $X$ and $Y$ (of discrete or continuous type) with joint p.d.f. $f_{X Y}(x, y)$ and marginal p.d.f.'s $f_{x}(x)$ and $g_{r}(y)$ respectively. Then by the compound probability theorrem

$$
f_{x y}(x, y) \doteq f_{x}(x) g_{y}(y \mid x)
$$

where $\operatorname{gr}(y \mid x)$ is the conditional $\rho$. .f.f. of $Y$ for given value of $X=x$.
If we assume that $g(y \mid x)$ does not depend on $x$, then by the definition of marginal p.d.f.'s, we get for continuous r.v.'s

$$
\begin{aligned}
g(y) & =\int_{-\infty}^{\infty} f(x, y) d x \\
& =\int_{-\infty}^{\infty} f_{X}(x) g(y \mid x) d x \\
& =g(y \mid x) \int_{-\infty}^{\infty} f_{x}(x) d x
\end{aligned}
$$

[since $g(y \mid x)$ does not depend on $\cdot x$ ]

$$
=g(y \mid x)
$$

Hence

$$
g(y)=g(y \mid x)
$$

and

$$
\begin{equation*}
f_{X Y}(x, y)=f_{X}(x) g_{r}(y) \tag{}
\end{equation*}
$$

provided $g(y \mid x)$ does not depend on $x$. This motivates the following definition of independent random variables.

Independent Random variables. Two r.v.'s $X$ and $Y$ with joint p.d.f. $f_{X Y}(x, y)$ and marginal p.d.f.'s $f_{X}(x)$ and $g_{Y}(\dot{y})$ respectively are said to be stochastically independent if and only if

$$
\begin{equation*}
f_{X, Y}(x, y)=f_{X}(x) \operatorname{gr}(y) \tag{5-20}
\end{equation*}
$$

Remarks. 1. In terms of the distribution function, we have the following definition:

Two jointly distributed random variables $X$ and $Y$ are stochastically independent if and only if their joint distribution function $F_{X, Y}(.,$.$) is the product of$ their marginal distribution functions $F_{X}(\cdot)$ and $G_{Y}(\cdot)$, i.e., if for real $(x, y)$

$$
\begin{equation*}
F_{X, Y}(x, y)=F_{X}(x), G_{Y}(y) \tag{5.20a}
\end{equation*}
$$

2. The variables which are not stochastically independent are said to be stochastically dependent.

Theorem 5.8. Two random variables $X$ and $Y$ with joint p.d.f. $f(x, y)$ are stochastically independent if and only if , $f_{x}, y^{3}(x, y)$ can be pxpressed as the product of a non-negative function of $x$ alone and a non-negafive function of $y$ alone, i.e., if

$$
\begin{equation*}
f_{X, Y}(x, y)=h_{X}(x) k_{Y}(y) \tag{5•21}
\end{equation*}
$$

where $h(\cdot) \geq 0$ and $k(\cdot) \geq 0$.
Proof. If $X$ and $Y$ are independent then by definition, we have

$$
f_{X, Y}(x, y)=f_{X}(x) \cdot g_{Y}(y)
$$

where $f(x)$ and $g(y)$ are marginal p.d.f. of $X$ and $Y$ respectively. Thus condition ( $5 \cdot 21$ ) is satisfied.

Conversely if (5-21) holds, then we have to prove that $X$ and $Y$ are indépendent. For continuous random variables $X$ and $Y$, the marginal p.d.f.'s aręgiven' by

$$
\begin{align*}
f_{X}(x) & =\int_{-\infty}^{\infty} f(x, y) d y=\int_{-\infty}^{\infty} h(x) k(y) d y \\
& =h(x) \int_{-\infty}^{\infty} k(y) d y=c_{1} h(x), \text { say }  \tag{*}\\
g_{r}(y) & =\int_{-\infty}^{\infty} f(x, y) d x=\int_{-\infty}^{\infty} h(x) k(y) d x \\
& =k(y) \int_{-\infty}^{\infty} h(x) d x=c_{2} k(y), \text { say } \tag{**}
\end{align*}
$$

and
where $c_{1}$ and $c_{2}$ are constants independent of $x$ and $y$. Moreover

$$
\begin{array}{cc} 
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) d x d y=1 \\
\Rightarrow & \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x) k(y) d x d y=1 \\
\Rightarrow & \left(\int_{-\infty}^{\infty} h(x) d x\right)\left(\int_{-\infty}^{\infty} k(y) d y\right)=1 \\
\Rightarrow & c_{2} c_{1}=1 \tag{***}
\end{array}
$$

Finally, we get

$$
\begin{array}{rlr}
f_{X, Y}(x, y) & =h_{X}(x) k_{Y}(y)=c_{1} c_{2} h_{X}(x) k_{Y}(y) & {[\text { using }(* * *)]} \\
& =\left(\dot{1}_{1} h_{X}(x)\right)\left(c_{2} k_{Y}(y)\right) & \\
& =f_{X}(\underline{x}) g_{Y}(y) & {[\text { from }(*) \text { and }(* *)]}
\end{array}
$$

$\Rightarrow \quad X$ and $Y$ are stochiastically independent.
Theorm 5.9: If the random variables $X$ and $Y$ are stochastically independent, thenfor all possible selections of the corresponding pairs of real numbers $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right)$ where $a_{i} \leq b_{i}$ for all $i=1,2$ and where the values $\pm \infty$ are allqwed, the events ( $a_{1}<X \leq b_{1}$ ) and ( $\dot{a}_{2}<Y \leq b_{2}$ )'are independent, i.e.,

$$
P\left[\left(a_{1}<X \leq b_{1}\right) \cap\left(a_{2}<Y \leq b_{2}\right)\right]=P\left(a_{1}<\dot{X} \leq b_{1}\right) P\left(\grave{a}_{2}<Y \leq b_{2}\right)
$$

Proof. Since $X$ and $Y$ are stochastically independent, we have in the usual notations

$$
\begin{equation*}
f_{X, Y}(x, y)=f_{X}(x) g_{Y}(y) \tag{*}
\end{equation*}
$$

In case of continuous r.v.'s, we have

$$
P\left[\left(a_{1}<X \leq b_{1}\right) \cap\left(a_{2}<Y \leq b_{2}\right)\right]=\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} f(\dot{x}, y) d x d y \quad
$$

$$
\begin{align*}
& =\left(\int_{a_{1}}^{b_{1}} f_{X}(x) d x\right)\left(\int_{a_{2}}^{b_{2}} g_{y}(y) d y\right)  \tag{*}\\
& =P\left(a_{1}<X \leq b_{1}\right) P\left(a_{2}<Y \leq b_{2}\right)
\end{align*}
$$

as desired.
Remark. In case of discrete r.v.'s theorems 5.8 and 5.9 can be proved on replacing integration by summation over the given range of the variables.

Example 5.20. For the following bivariate probability distribution of $X$ and $Y$, fina
(i) $P(X \leq 1, Y=2)$, (ii) $P\left(X \leq 1^{\prime}\right)$, (iii) $P(Y=3)$, (iv) $P(Y \leq 3)$ and (v) $P(X<3, Y \leq 4)$

| $X \sim Y$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $\frac{1}{32}$ | $\frac{2}{32}$ | $\frac{2}{32}$ | $\frac{3}{32}$ |
| 1 | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{8}$ | $\frac{1}{8}$ | $\frac{1}{8}$ | $\frac{1}{8}$ |
| 2 | $\frac{1}{32}$ | $\frac{1}{32}$ | $\frac{1}{64}$ | $\frac{1}{64}$ | 0 | $\frac{2}{64}$ |

Solution. The marginal distributions are given below :

| $X$ | 1 | 2 | 3 | 4 | 5 | 6 | $p_{X}(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $\frac{1}{32}$ | $\frac{2}{32}$ | $\frac{2}{32}$ | $\frac{3}{32}$ | $\frac{8}{32}$ |
| 1 | $\frac{1}{16}$ | $\frac{1}{16}$ | $\frac{1}{8}$ | $\frac{1}{8}$ | $\frac{1}{8}$ | $\frac{1}{8}$ | $\frac{10}{16}$ |
| 2 | $\frac{1}{32}$ | $\frac{1}{32}$ | $\frac{1}{64}$ | $\frac{1}{64}$ | 0 | $\frac{2}{64}$ | $\frac{8}{64}$ |
| $p_{r}(y)$ | $\frac{3}{32}$ | $\frac{3}{32}$ | $\frac{11}{64}$ | $\frac{13}{64}$ | $\frac{6}{32}$ | $\frac{16}{64}$ | $\sum p(x)=1$ |
| $\Sigma p(y)=1$ |  |  |  |  |  |  |  |

(i)
(ii)

$$
\begin{aligned}
P(X \leq 1, Y=2) & =P(X=0, Y=2)+P(X=1, Y=2) \\
& =0+\frac{1}{16}=\frac{1}{16}
\end{aligned}
$$

$$
P(X \leq 1)=P(X=0)+P(X=1)
$$

$$
=\frac{8}{32}+\frac{10}{16}=\frac{7}{8}
$$

(From above table )
(iii)

$$
P(Y=3)=\frac{11}{64}
$$

(From above table)
(iv)

$$
\begin{aligned}
P(Y \leq 3) & =P(Y=1)+P(Y=2)+P(Y=3) \\
& =\frac{3}{32}+\frac{3}{32}+\frac{11}{64}=\frac{23}{64}
\end{aligned}
$$

(v)

$$
\begin{aligned}
& P(X<3, Y \leq 4)= P(X=0, Y \leq 4) \\
&+P(X=1, Y \leq 4) \\
&+P(X=2, Y \leq 4) \\
&=\left(\frac{1}{32}+\frac{2}{32}\right)+\left(\frac{1}{16}+\frac{1}{16}+\frac{1}{8}+\frac{1}{8}\right) \\
&+\left(\frac{1}{32}+\frac{1}{32}+\frac{1}{64}+\frac{1}{64}\right)=\frac{9}{16}
\end{aligned}
$$

Example 5:21. The joint probability distribution of two random variables $X$ and $Y$ is given by :

$$
p(x, y)=\frac{2}{n(n+1)}, \quad \begin{aligned}
& x=1,2, \ldots, n \\
& y=1,2, \ldots, x
\end{aligned}
$$

Examine whether $X$ and $Y$ are independent . (Calicut Univ. B.Sc., 1991)
Solution. The joint probability distribution table along with the marginal distributions of $X$ and $Y$ is given below.

| $Y$ X | 1 | 2 | 3 | ......... | $n$ | $\operatorname{Pr}(y)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\frac{2}{n(n+1)}$ | $\frac{2}{n(n+1)}$ | $\frac{2}{n(n+1)}$ | $\cdots$ | $\frac{2}{n(n+1)}$ | $\frac{2 n}{n(n+1)}$ |
| 2 |  | $\frac{2}{n(n+1)}$ | $\frac{2}{n(n+1)}$ | ......... | $\frac{2}{n(n+1)}$ | $\frac{2(n-1)}{n(n+1)}$ |
| 3 | - |  | $\frac{2}{n(n+1)}$ |  | $\frac{2}{n(n+1)}$ | $\frac{2(n-2)}{n(n+1)}$ |
|  |  |  |  | 2 | 2 | $2 \times 2$ |
| $n-1$ | - |  |  | $\frac{2}{n(n+1)}$ | $\begin{gathered} \bar{n}(n+1) \\ 2 \\ \hline \end{gathered}$ | $\frac{2 x<}{n(n+1)}$ |
| n | - | - |  | - | $\overline{n(n+1)}$ | $\overline{n(n+1)}$ |
| $p_{x}(x)$ | 2 | $2 \times 2$ | $2 \times 3$ | ........ | $2 \times n$ |  |
| $p_{x}(x)$ | $n(n+1)$ | $n(n+1)$ | $n(n+1)$ |  | $n(n+1)$ |  |

Note that $y=1,2, \ldots, x$.
When $x=1, y=1$; when $x=2, y=1,2 ;$ when $x=3, y=1,2,3$ and so on.

From the above table, we see that

$$
p_{x r}(x, y) \neq p_{x}(x) p_{r}(y) ; \quad \forall x, y
$$

$\Rightarrow \quad X$ and $Y$ are not independent.

Example 5.22. Given the following bivariate probability distribution, obtain (i) marginal distributions of $X$ and $Y$, (ii) the conditional distribution of $X$ given $Y=2$.

| $Y$ | $X$ | -1 | 0 |
| :---: | :---: | :---: | :---: |
| 1 |  |  |  |
| 0 | $1 / 15$ | $2 / 15$ | $1 / 15$ |
| 1 | $3 / 15$ | $2 / 15$ | $1 / 15$ |
| 2 | $2 / 15$ | $1 / 15$ | $2 / 15$ |

(Mysore Univ. B.Sc., Oct. 1987 .
Solution.

| $X$ | -1 | 0 | 1 | $\sum_{x} p(x, y)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | $1 / 15$ | $2 / 15$ | $1 / 15$ | $4 / 5$ |
| 1 | $3 / 15$ | $2 / 15$ | $1 / 15$ | $6 / 15$ |
| 2 | $2 / 15$ | $1 / 15$ | $2 / 15$ | $5 / 15$ |
| $\sum_{y} p(x, y)$ | $6 / 15$ | $5 / 15$ | $4 / 15$ | 1 |

(i) Margitual distribution of $X$. From' the above table, we get

$$
P(X=1)=\frac{6}{15}=\frac{2}{5} ; P(X=0)=\frac{5}{15}=\frac{1}{3} ; P(X=1)=\frac{4}{15}
$$

Marginalidistribution of $Y$ :

$$
P(Y=0)=\frac{4}{15} ; P(Y=1)=\frac{6}{15}=\frac{2}{5} ; P(Y=2)=-\frac{5}{15}=\frac{1}{3}
$$

(ii) Conditional distribution of $X$ given $Y=2$. We have

$$
\begin{array}{ll} 
& P(X=x \cap Y=2)=P(Y=2) \cdot P(X=x \mid Y=2) \\
\Rightarrow & P^{\prime}(X=x \mid Y=2)=\frac{P(X=x \cap Y=2)}{P(Y=2)} \\
\therefore & P(X=-1 \mid Y=2)=\frac{P(X=-1 \cap Y=2)}{P(Y=2)}=\frac{2 / 15}{1 / 3}=\frac{2}{5}
\end{array}
$$

Example 23!, $X$ and $Y$ are:two randompariables having the joint density function $f(x-y)=\frac{-1}{27}\left(2^{\prime} x+y\right)^{\prime}$, wheifl' $x$ dndignuan assume only the integer values 0.1 and 2 Find the conditional distributuon of $\bar{Y}$ for $X_{1}^{+}=x^{\prime}$
[South Gujarat Univ. BlSc., 1988]

Solution. The joint probability function

$$
f(x, y)=\frac{1}{27}(2 x+y) ; x=0,1,2 ; y=0,1,2
$$

gives the following table of joint probability distribution of $X$ and $Y$.
JOINT PROBABILITY DISTRIBUTION $f(x, y)$ OF $X$ AND $\underset{\imath}{Y}$

| $X \downarrow$ | 0 | 1 | 2 | $f_{X}(x)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $1 / 27$ | $2 / 27$ | $3 / 27$. |
| 1 | $2 / 27$ | $3 / 27$ | $4 / 27$ | $9 / 27$ |
| 2 | $4 / 27$ | $5 / 27$ | $6 / 27$ | $15 / 27$ |

For example $f(0,0)=\frac{1}{27}(0+2 \times 0)=0$
$-f(\overline{1}, 0)=\frac{1}{27}(0+2 \times 1)=\frac{2}{27} ; f(2,0)=\frac{1}{27}(0+2 \times 2)=\frac{.4}{27}$
and so on.
The marginal probability distribution of $X$ is given by

$$
f_{x}(x)=\sum_{y} f(x, y),
$$

and is tabulated in last column of above table.
The conditional distribution of $Y$ for $X=x$ is given by

$$
f_{Y X X}(Y=y \mid X=x)=\frac{f(x, y)}{f_{X}(x)}
$$

and is obtained in the following table.
CONDITIONAL DISTRIBUTION OF $\boldsymbol{Y}$ FOR $X=x$

| $X$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :--- |
| 0 | 0 | $1 / 3$ | $2 / 3$ |
| 1 | $2 / 9$ | $3 / 9$ | $4 / 9$ |
| 2 | $4 / 15$ | $5 / 15$ | $6 / 15$ |

Example 5.24. Two discrete random variables $X$ änd $Y$ have the joint probability density function:

$$
p(x, y)=\frac{\lambda^{x} e^{-\lambda} y^{\prime}(1-p)^{x-y}}{y!(x-y)!}, y=0,1,2, \ldots, x ; x=0,1,2, \ldots
$$

where $\lambda, p$ are constants with $\lambda \rightarrow 0$ and $0<p<1$.
Find (i) The marginal probability density functions of $X$ and $Y$.
(ii) The conditional distribution of $Y$ for a given $X$ and of $X$ for a given $Y$.
(Poona Univ. B.Sc., 1986 ; Nagpur Univ. M.Sc., 1989)
Solution. (i)

$$
\begin{aligned}
p_{x}(x) & =\sum_{y=0}^{x} p(x, y)=\sum_{y=0}^{x} \frac{\lambda^{x} e^{-\lambda} p^{y}(1-p)^{x-y}}{y!(x-y)!} \\
& =\frac{\lambda^{x} e^{-\lambda}}{x!} \sum_{y=0}^{x} \frac{x!p^{x}(1-p)^{x-y}}{y!(x-y)!}=\frac{\lambda^{x} e^{-\lambda}}{x!} \sum_{y=0}^{x}{ }^{x} C_{y} p^{y}(1-p)^{x-y} \\
& =\frac{\lambda^{x} e^{-\lambda}}{x!}, x=0,1,2, \ldots
\end{aligned}
$$

which is the probability function of a Poisson distribution with parameter $\lambda$.

$$
\begin{aligned}
\operatorname{pr}(y) & =\sum_{x=0}^{\infty} p(x, y)=\sum_{x=y}^{\infty} \frac{\lambda^{x} e^{-\lambda} p^{y}(1-p)^{x-y}}{y!(x-y)!} \\
& =\frac{(\lambda p)^{y} e^{-\lambda}}{y!} \sum_{x=y}^{\infty} \frac{[\lambda(1-p)]^{x-y}}{(x-y)!}=\frac{(\lambda p)^{y} e^{-\lambda}}{y!} e^{\lambda(1-p)} \\
& =\frac{e^{-\lambda p}(\lambda p)^{y}}{y!}, y=0,1,2, \ldots
\end{aligned}
$$

which is the probability function of a Poisson distribution with parameter $\lambda p$.
(ii) The conditional distribution of $Y$ for given $X$ is

$$
\begin{aligned}
p_{Y \mid X}(y \mid x) & =\frac{p_{X Y}(x, y)}{p_{X}(x)}=\frac{\lambda^{x} e^{-\lambda} p^{x}(1-p)^{x-y} x!}{y!(x-y)!\lambda^{x} e^{-\lambda}} \\
& =\frac{x!}{y!(x-y)!} p^{\prime}(1-p)^{x-y}={ }^{x} C, p^{y}(1-p)^{x-y}, x>y
\end{aligned}
$$

The conditional probability distribution of $X$ for given $Y$ is

$$
\begin{align*}
p_{X \mid Y}(x \mid y) & =\frac{p_{X Y}(x, y)}{p_{Y}(y)} \\
& =\frac{\lambda^{x} e^{-\lambda} p^{\prime}(1-p)^{x-y}}{y!(x-y)!} \cdot \frac{y!}{e^{-\lambda p}(\lambda p)^{y}}  \tag{Pan}\\
& =\frac{e^{-\lambda q}(\lambda q)^{x-y}}{(x-y)!} ; q=1-p, x>y
\end{align*}
$$

Example 5.25. The joint p.d.f. of two random variables $X$ and $Y$ is given by :

$$
f(x, y)=\frac{9(1+x+y)}{2(1+x)^{4}(1+y)^{4}} ;\binom{0 \leq x<\infty}{0<y<\infty}
$$

Find the marginal distributions of $X$ and $Y$, and the conditional distribution of $Y$ for $X=x$.

Solution. Marginal p.d.f. of $X$ is given by

$$
\begin{aligned}
f_{X}(x) & =\int_{0}^{\infty} f\left(x^{\prime}, y\right) \\
& =\frac{9}{2(1+x)^{4}} \int_{0}^{\infty} \frac{(1+y)+x}{(1+y)^{4}} d y \\
& =\frac{9}{2(1+x)^{4}} \cdot \int_{0}^{\infty}\left[(1+y)^{-3}+x(1+y)^{-4}\right] d y \\
& =\frac{9}{2(1+x)^{4}}\left[\left|\frac{-1}{2(1+y)^{2}}\right|_{0}^{\infty}+x\left|\frac{-1}{3(1+y)^{3}}\right| \begin{array}{c}
\infty \\
0
\end{array}\right] \\
& =\frac{9}{2(1+x)^{4}} \cdot\left[\frac{1}{2}+\frac{x}{3}\right] \\
& =\frac{3}{4} \cdot \frac{3+2 x}{(1+x)^{4}} ; 0<x<\infty
\end{aligned}
$$

Since $f(x, y)$ is symmetric in $x$ and $y$, the marginal p.d.f. of $Y$ is given by

$$
\begin{aligned}
f_{r}(y) & =\int_{0}^{\infty} f(x, y) d x \\
& =\frac{3}{4} \cdot \frac{3+2 y}{(1+y)^{4}} ; 0<y<\infty
\end{aligned}
$$

The conditional distribution of $Y$ for $X=x$ is given by

$$
\begin{aligned}
f_{X Y}(Y=y \mid X=x) & =\frac{f_{X Y}(x, y)}{f_{X}(x)} \\
& =\frac{9(1+x+y)}{2(1+x)^{4}(1+y)^{4}} \cdot \frac{4(1+x)^{4}}{3(3+2 x)} \\
& =\frac{6(1+x+y)}{(1+y)^{4}(3+2 x)} ; 0<y<\infty
\end{aligned}
$$

Example 5.26. The joint probability density function of a two-dimensional random variable $(X, Y)$ is given by

$$
\begin{aligned}
f(x, y) & =2 ; 0<x<1,0<y<x \\
& =0, \text { elsewhere }
\end{aligned}
$$

(i) Find the marginal density functions of. $X$ and $Y$,
(ii) find the conditional density function of $Y$ given $X=x$ and conditional density function of $X$ given $Y=y$, and
(iii) check for independence of $X$ and $Y$.
[M.S.Baroda, Univ. B.Sc., 1987; Karnataka Univ. B.Sc., Oct. 1988]
Solution. Evidently $f(x, y) \geq 0$ and

$$
\int_{0}^{1} \int_{0}^{x} 2 d x d y=2 \int_{0}^{1} x d x=1
$$

(i) The marginal p.d.f.'s of $X$ and $Y$ are given by

$$
\begin{aligned}
f_{X}(x) & =\int_{-\infty}^{\infty} f_{X Y}(x, y) d y=\int_{0}^{x} 2 d y=2 x, 0<x<1 \\
& =0, \text { elsewhere } \\
f_{Y}(\dot{y})^{\prime} & =\int_{-\infty}^{\infty} f_{X X}(x, y) d x=\int_{y}^{1} 2 d x=2(1-y), 0<y<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

(ii) The conditional density function of $Y$ given $X$ is

$$
f_{Y \mid X}(y \mid x)=\frac{f_{x}(x, y)}{f_{X}(x)}=\frac{2}{2 x}=\frac{1}{x}, 0<x<1
$$

The conditional density function of $\dot{X}$ given $Y$ is
$f_{X \mid Y}(x \mid y)=\frac{f_{X Y}(x, y)}{f_{Y}(y)}=\frac{2}{2(1-y)}=\frac{1}{(1-y)}, 0<y<1$
(iii) Since $f_{X}(x) f_{Y}(y)=2(2 x)(1-y) \neq f_{X Y}(x, y), X$ and $Y$ are not independent.

Example 5.27. A gun is aimed at a certain point (origin of the coordinate system). Because of the random factors, the actual hit point can be any point ( $X, Y$ ) in a circle of radius $R$ about the origin. Assume that the joint density of $X$ and $Y$ is constant in this circle given by :

$$
\begin{aligned}
f_{X X}(x, y) & =k, \text { for } x^{2}+y^{2} \leq R^{2} \\
& =0, \text { otherwise }
\end{aligned}
$$

(i) Compute $k$, (ii) show that

$$
\begin{aligned}
f_{x}(x) & =\frac{2}{\pi R}\left\{1-\left(\frac{x}{R}\right)^{2}\right\}^{1 / 2}, \text { for }-R \leq x \leq R \\
& =0, \text { otherwise }
\end{aligned}
$$

[Calcutta Univ. B.Sc.(Stat. Hons.),1987]
Solution. (i) The constant $k$ is computed from the consideration that the total probability is 1 , i.e.,

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) d x d y=1 \Rightarrow \iint_{x^{2}+y^{2} \leq R^{2}} k d x d y=1
$$

$$
\Rightarrow \quad 4 \iint_{I} \check{k} d x d y=1
$$

where region $I$ is the first quadrant of the circle $x^{2}+y^{2}=R^{2}$.

$$
\begin{aligned}
& \Rightarrow \quad 4 k \int_{0}^{R}\left(\int_{0}^{\sqrt{R^{2}-x^{2}}} 1 . d y\right) d x=1 \\
& \Rightarrow \quad 4 k \int_{0}^{R} \sqrt{R^{2}-x^{2}} d x=1 \\
& \Rightarrow \quad 4 k\left|x \sqrt{R^{2}-x^{2}}+\frac{R^{2}}{2} \sin ^{-1}\left(\frac{x}{R}\right)\right|_{0}^{R}=1 \\
& \Rightarrow \quad 4 k \cdot\left(\frac{R^{2}}{2} \cdot \frac{\pi}{2}\right)=1 \quad \Rightarrow \quad k=\frac{1}{\pi R^{2}} \\
& \therefore \quad f_{x y}(x, y)=1 /\left(\pi R^{2}\right) ; \quad x^{2}+y^{2} \leq R^{2} \\
& =0 \text {, otherwise } \\
& \text { (ii) } f_{X}(x)=\int_{-\infty}^{\infty} f(x, y) d y=\frac{1}{\pi R^{2}} \int_{-\sqrt{R^{2}-x^{2}}}^{\sqrt{R^{2}-x^{2}}} 1 \cdot d y \\
& {\left[\text { because } x^{2}+y^{2} \leq R^{2} \Rightarrow-\left(R^{2}-x^{2}\right)^{1 / 2} \leq y \leq\left(R^{2}-x^{2}\right)^{1 / 2}\right]} \\
& =\frac{2}{\pi R^{2}} \int_{0}^{\sqrt{R^{2}-x^{2}}} 1 \cdot d y=\frac{2}{\pi R^{2}}\left(R^{2}-x^{2}\right)^{1 / 2} \\
& =\frac{2}{\pi R}\left[1-\left(\frac{x}{R}\right)^{2}\right]^{1 / 2}
\end{aligned}
$$

Example 5.28. Given:

$$
f(x, y)=e^{-(x+y)} I_{(0, \infty)}(x) \cdot I(0, \infty)(y)
$$

find

$$
\text { (i) } P(X>1) \text {, (ii) } P(X<\dot{Y} \cdot \mid X<2 Y) \text {, (iii) } P(1<X+Y<2)
$$

[Delhi Univ. B.Sc. (Maths Hons.), 1987]
Solution. We are given:

$$
\begin{align*}
f(x, y) & =e^{-(x+y)} ; 0 \leq x<\infty, 0 \leq y<\infty  \tag{1}\\
& =\left(e^{-x}\right)\left(e^{-y}\right) \\
& =f_{X}(x) \cdot f_{Y}(y): 0 \leq x<\infty, 0 \leq y<\infty
\end{align*}
$$

$\Rightarrow \quad X$ and $Y$ are independent and

$$
\begin{equation*}
f_{X}(x)=e^{-x} ; x \geq 0 \text { and } f_{Y}(y)=e^{-y} ; y \geq 0 \tag{2}
\end{equation*}
$$

(i)

$$
P(X>1)=\int_{1}^{\infty} f_{X}(x) d x=\int_{1}^{\infty} e^{-x} d x
$$

$$
=\left|\frac{e^{-x}}{-1}\right|_{1}^{\infty}=\frac{1}{e}
$$

(ii)

$$
P(X<Y \mid X<2 Y)=\frac{P(X<Y \cap X<2 Y)}{P(X<2 Y)}
$$

$$
\begin{equation*}
=\frac{P(X<Y)}{P(X<2 Y)} \tag{3}
\end{equation*}
$$

Substituting in (3),

$$
\begin{aligned}
P(X<Y) & =\int_{0}^{\infty}\left[\int_{0}^{y} f(x, y) d x\right] d y \\
& =\int_{0}^{\infty}\left[e^{-y}\left|\frac{e^{-x}}{-1}\right| \begin{array}{l}
y \\
0
\end{array}\right] d y=-\int_{0}^{\infty} e^{-y}\left(e^{-y}-1\right) d y \\
& =-\left|\frac{e^{-2 y}}{-2}+e^{-y}\right|_{0}^{\infty}=1-\frac{1}{2}=\frac{1}{2} \\
P(X<2 Y) & =\int_{0}^{\infty}\left[\int_{0}^{2 y} f(x, y) d x\right] d y=-\int_{0}^{\infty} e^{-y}\left(e^{-2 y}-1\right) d y \\
& =-\left|\frac{e^{-3 y}}{-3}+e^{-y}\right|_{0}^{\infty}=1-\frac{1}{3}=\frac{2}{3}
\end{aligned}
$$

$$
P(X<Y \mid X<2 Y)=\frac{1 / 2}{2 / 3}=\frac{3}{4}
$$

(iii) $P(1<X+Y<2)=\iint_{I} f(x, y) d x d y=\iint_{I I} f(x, y) d x d y$


$$
\begin{aligned}
& =\int_{0}^{1}\left(\int_{1-x}^{2-x} f(x, y) d y\right) d x+\int_{1}^{2}\left(\int_{0}^{2-x} f(x, y) \cdot d y\right) d x \\
& =\int_{0}^{1}\left(e^{-x} \int_{1-x}^{2-x} e^{-y} d y\right) d x+\int_{1}^{2}\left(e^{-x} \int_{0}^{2-x} e^{-y} d y\right) d x \\
& =\int_{0}^{1} \frac{e^{-x}}{-1}\left(e^{x-2}-e^{x-1}\right) d x+\int_{1}^{2} \frac{e^{-x}}{-1}\left(e^{x-2}-1\right) d x \\
& =-\left(e^{-2}-e^{-1}\right) \int_{0}^{1} 1 \cdot d x-\int_{1}^{2}\left(e^{-2}-e^{-x}\right) d x \\
& \left.=-\left(e^{-2}-e^{-1}\right)|x| \frac{1}{0} e^{-2} \cdot x+e^{-x} \right\rvert\, \\
& =2 / e-3 / e^{2}
\end{aligned}
$$

Example 5.29. (i) Let $F(x ; y)$ be the def. of $X$ and $Y$. Show that $P(a<X \leq b, c<Y \leq d)=F(b, d)-F(b, c)-F(a, d)+F(a, c)$ where $a, b, c, d$ are real constants $a<b ; c<d$.

Deduce that if: $F(x, y)=1$, for $x+2 y \geq 1$

$$
F(x, y)=0 \text {, for } x+2 y<1 \text {, }
$$

then $F(x, y)$ cannot be joint distribution function of variables $X$ and $Y$.
(ii) Show that, with usual notation : for all $x, y$,

$$
F_{X}(x)+F_{Y}(y)-1 \leq F_{X Y}(x, y) \leq \sqrt{F_{X}(x) F_{Y}(y)}
$$

- [Delhi Univ. B.Sc. (Maths Hons.), 1985]

Solution. (i) Let us define the events:

$$
A:\{X \leq a\} ; B:\{X \leq b\} ; C=\{Y \leq c\} ; D=\{Y \leq d\} ;
$$

for $a<b ; c<d$.

$$
\begin{aligned}
P( & a<X \leq b \cap c<Y \leq d) \\
& =P[(B-A) \cap(D-C)] \\
& =P^{\prime}[B \cap(D-C)-A \cap(D-C)]
\end{aligned}
$$



We know that if $E \subset F \Rightarrow E \cap F=E$, then
$P(F-E)=P(\bar{E} \cap F)=P(F)-P(E \cap F)=P(F)-P(E \hat{E})$
Obviously $A \subset B \Rightarrow[A \cap(D-C)] \subset[B \cap(D-C)]$
Hence using (**), we get from (*)
$P(a<X \leq b \cap c<Y \leq d)=P[B \cap(D-C\}]-P\{A \cap(D-C)]$

$$
=P[(B \cap D)-(B \cap C)]-P[(A \cap D)-(A \cap C)]
$$

$$
=P(B \cap D)-P(B \cap C)-P(A \cap D)+P(A \cap C) \ldots(* * *)
$$

[ On using (**), since $C \subset D \Rightarrow(B \cap C) \subset(B \cap D)$ and $(A \cap C) \subset(A \cap D)$ ] We have:

$$
P(B \cap D)=P[X \leq b \cap Y \leq d]=F(b, d) .
$$

Similarly
$P(B \cap C)=F(b, c) ; P(A \cap D)=F(a, d)$ and $P(A \cap C)=F(a, c)$
Substituting in (***), we get:
$P(a<X \leq b \cap c<Y \leq d)=F(b, d)-F(b, c)-F(a, d)+F(a, c)$.
We are given

$$
\left.\begin{array}{rlrl}
F(x, y) & =1, & & \text { for } x+2 y \geq 1  \tag{1}\\
& =0, & & \text { for } x+2 y<1
\end{array}\right\}
$$

In (1) let us take : $a=0, b=1 / 2, ; c=1 / 4, d=3 / 4$ s.t. $a<b$ and $c<d$. Then using (2) we get:
$F(b, d)=1 ; F(b, c)=1 ; F(a, d)=1 ; F(a, c)=0$.
Substituting in (1) we get:
$P(a<X \leq b \cap c<Y \leq d)=1-1-1+0=-1$;
which is not possible since $P() \geq$.0 .
Hence $F(x, y)$ defined in (2) cannot be the distribution function of variates $X$ and $Y$.
(ii) Let us define the events: $A=\{X \leq x\} ; B=\{Y \leq y\}$
$\left.\begin{array}{l}\text { Then } P(A)=P(X \leq x)=F X(x) ; P(B)=P(Y \leq y)=F Y(y) \\ \text { and } P(A \cap B)=P(X \leq x \cap Y \leq y)=F X Y(x, y)\end{array}\right\}$
$(A \cap B) \subset A \Rightarrow P(A \cap B) \leq P(A) \Rightarrow F X Y(x, y) \leq F X(x)$
$(A \cap B) \subset B \Rightarrow P(A \cap B) \leq P(B) \Rightarrow F X Y(x, y) \leq F Y(y)$
Multiplying these inequalities we get:
$F_{x, r}(x, y) \leq F_{X}(x) F_{r}(y) \Rightarrow F_{k r}(x, y) \leq \sqrt{F_{X}(x) F_{r}(y)}$
Also $P(A \cup B) \leq 1 \Rightarrow P(A)+P(B)-P(A \cap B) \leq 1$
$\Rightarrow P(A)+P(B)-1 \leq P(A \cap B)$
$\Rightarrow F_{X}(x)+F_{Y}(y)-1 \leq F_{X Y}(x, y)$
From (4) and (5) we get :
$F_{X}(x)+F_{Y}(y)-1 \leq F_{X Y}(x, y) \leq \sqrt{F_{X}(x) F_{Y}(y)}$, as required.
Example 5.30. If $X$ and $Y$ are two random variables having joint density function

$$
\begin{aligned}
f(x, y) & =\frac{1}{8}(6-r-y) ; 0<x<2,2<y<4 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find (i) $P(X<1 \cap Y<3)$, (ii) $P(X+Y<3)$ and (iii) $P(X<1 \mid Y<3)$
(Madras' Univ. B.Sc., Nov. 1986)

Solution. We have

$$
\begin{align*}
P(X<1 \cap Y<3) & =\int_{-\infty}^{1} \int_{-\infty}^{3} f(x, y) d x d y  \tag{i}\\
& =\int_{0}^{1} \cdot \int_{2}^{3} \frac{1}{8}(6-x-y) d x d y=\frac{3}{8}
\end{align*}
$$

(ii) The probability that $X+Y$ will belless than 3 is

$$
P(X+Y<3)=\int_{0}^{1} \int_{2}^{3-x} \frac{1}{8}(6-x-y) d x d y=\frac{5}{24}
$$

(iii) The probability that $X<1$ when it is known that $Y<3$ is

$$
\begin{aligned}
\ddot{P}(X<1 \mid Y<3) & =\frac{P(X<1 \cap Y<3)}{P(Y<3)}=\frac{3 / 8}{5 / 8}=\frac{3}{5} \\
\quad[P(Y<3) & \left.=\int_{0}^{2} \int_{2}^{3} \frac{1}{8}(6-x-y) d x d y=\frac{5}{8}\right]
\end{aligned}
$$

Example 5.31. If the joint distribution function of $X$ and $Y$ is given by :

$$
\begin{aligned}
F(x, y) & =1-e^{-x}-e^{-y}+e^{-(x+y)} ; x>0, y>0 \\
& =0 ; \quad \text { elsewhere }
\end{aligned}
$$

(a) Find the marginal densities of $X$ and $Y$.
(b) Are $X$ and $Y$ independent?
(c) Find $P(X \leq 1 \cap Y \leq 1)$ and $P(X+Y \leq 1)$.

Solution. (a) \& (b) The joint p.d.f. of the r.v.'s $(X, Y)$ is given by:

$$
\begin{align*}
f_{X Y}(x, y) & =\frac{\partial^{2} F \cdot(x, y)}{\partial x \partial y}=\frac{\partial}{\partial x}\left[e^{-y}-e^{-(x+y)}\right] \\
& =e^{-(x+y)} ; x \geq 0, y \geq 0 \\
& =0 ; \quad \text { otherwise } \tag{i}
\end{align*}
$$

We have

$$
\begin{equation*}
f_{X r}(x, y)=e^{-x} \cdot e^{-y}=f_{X}(x) f_{r}(y) \tag{ii}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{X}(x)=e^{-x} ; x \geq 0 ; \quad f_{r}(y)=e^{-y} ; y \geq 0 \tag{iii}
\end{equation*}
$$

(ii) $\Rightarrow X$ and $Y$ are independent,
and (iii) gives the marginal p.d.f.'s of $X$ and $Y$.
(c)

$$
\begin{aligned}
P(X \leq 1 \cap Y \leq 1) & =\int_{0}^{1} \int_{0}^{1} f(x, y) d x d y \\
& =\left(\int_{0}^{1} e^{-x} d x\right)\left(\int_{0}^{1} e^{-y} d y\right) \\
& =\left(1-e^{-1}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
P(X+Y \leq 1) & =\int_{x+y \leq 1} f(x, y)=\int_{0}^{1}\left(\int_{0}^{1-x} f(x, y) d y\right) d x \\
& =\int_{0}^{1}\left[e^{-x} \int_{0}^{1-x} e^{-y} d y\right] d x \\
& =e^{1} e^{-x}\left(1-e^{-(1-x)}\right) d x=1-2 e^{-y}
\end{aligned}
$$

Example 5.32. Joint distribution of $X$ and $Y$ is given by

$$
f(x, y)=4 x y e^{-\left(x^{2}+y^{2}\right)} ; x \geq 0, y \geq 0
$$

Test whether $X$ and $Y$ are independent.
For the above joint distribution, find the conditional densit' of $X$ given $Y=y . \quad$ (Calicut Univ. B.Sc., 1986)

Solution. Joint p.d.f. of $X$ and $Y$ is

$$
f(x, y)=4 x y \cdot e^{-\left(x^{2}+y^{2}\right)} ; x \geq 0, y \geq 0
$$

Marginal density of $X$ is given by

$$
\begin{aligned}
f_{1}(x) & =\int_{0}^{\infty} f(x, y) d y=\int_{0}^{\infty} 4 x y e^{-\left(x^{2}+y^{2}\right)} d y \\
& =4 x e^{-x^{2}} \int_{0}^{\infty} y e^{-y^{2}}-d y \\
& =4 x e^{-x^{2}} \cdot \int_{0}^{\infty} e^{-1} \cdot \frac{d t}{2} \\
& =2 x \cdot e^{-x^{2}}\left|-e^{-1}\right|_{0}^{\infty} \\
\Rightarrow \quad f_{1}(x) & =2 x e^{-x^{2}} ; x \geq 0
\end{aligned}
$$

Similarly, the marginal p.d.f. of $Y$ is given by

$$
f_{2}(y)=\int_{0}^{\infty} f(x, y) d x=2 y e^{-y^{2}} ; y \geq 0
$$

Since $f(x, y)=f_{1}(x) \cdot f_{2}(y), X$ and $Y$ are independently distributed. The conditional distribution of $X$ for given. $Y$ is given by :

$$
\begin{aligned}
f(X=x \mid Y=y) & =\frac{f(x, y)}{f_{2}(y)} \\
& =2 x e^{-x^{2}} ; x \geq 0
\end{aligned}
$$

## EXERCISE 5(e)

1. (a) Two fair dice are tossed simultaneously. Let $X$ denote the number on the first die and $Y$ denote the number on the second die.
(i) Write down the sample space of this experiment.
(ii) Find the following probabilities:
(1) $P(X+Y=8)$,
(2) $P(X+Y \geq 8)$,
(3) $\dot{P}(X=Y)$,
(4) $P(X+Y=6 \mid Y=4)$,
(5) $P(X-Y=2)$.
(Sardar Patel Univ, B.Sc., 1991)
2. (a) Explain the concepts (i) conditional probability, (ii) random variable, (iii) independence of random variables, and (iv) marginal and conditional probability distributions.
(b) Explain the notion of the joint distribution of two random variables. If $F(x, y)$ be the joint distribution function of $X$ and $Y$, what will be the distribution functions for the marginal distribution of $X$ and $Y$ ?

What is meant by the conditional distribution of $Y$ under the condition that $X=x$ ? Consider separately the cases where (i) $X$ and $Y$ are both discrete and (ii) $X$ and $Y$ are both continuous.
3. The joint probability distribution of a pair of random variables is given by the following table :-

| $Y$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.1 | 0.1 | 0.2 |
| 2 | 0.2 | 0.3 | 0.1 |

## Find :

(i) The marginal distributions.
(ii) The conditional distribution of $X$ given $Y=1$.
(iii) $P\{(X+Y)<4\}$.
4. (a) What do you mean by marginal and conditional distributions? The following table represents the joint probability distribution of the discrete random variable ( $X, Y$ )

| $X$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | $1 / 12$ | $1 / 6$ | 0 |
| 2 | 0 | $1 / 9$ | $1 / 5$ |
| 3 | $1 / 18$ | $1 / 4$ | $2 / 15$ |

(i) Evaluate marginal distribution of $X$.
(ii) Evaluate the conditional distribution of $Y$ given $X=2$,
(Aligarh Univ. B.Sc., 1992)
(b) Two discrete random variables $X$ and $Y$ have

$$
\begin{aligned}
& P(X=0, Y=0)=\frac{2}{9} ; P(X=0, Y=1)=\frac{1}{9} \\
& P(X=1, Y=0)=\frac{1}{9} ; P(X=1, Y=1)=\frac{5}{9}
\end{aligned}
$$

Examine whether $X$ and $Y$ are independent.
(Kerala Univ. B.Scc., Oct. 1987)
5. (a) Let the joint p.m.f. of $X_{1}$ and $X_{2}$ be

$$
\begin{aligned}
p\left(x_{1}, x_{2}\right) & =\frac{x_{1}+x_{2}}{21} ; x_{1}=1,2,3 ; x_{2}=1,2 \\
& =0, \text { otherwise }
\end{aligned}
$$

Show that marginal p.m.f.'s of $X_{1}$ and $X_{2}$ are

$$
p_{1}\left(x_{1}\right)=\frac{2 x_{1}+3}{21} ; x_{1}=1,2,3 ; \quad p_{2}\left(x_{2}\right)=\frac{6+3 x_{2}}{21} ; x_{2}=1,2
$$

(b) Let

$$
\begin{aligned}
f\left(x_{1}, x_{2}\right) & =C\left(x_{1} x_{2}+e^{x_{1}}\right) ; 0<\left(x_{1}, x_{2}\right)<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

(i) Determine $C$.
(ii) Examine whether $X_{1}$ and $X_{2}$ are stochastically independent.

Ans. (i) $C=\frac{4}{4 e-3}$, (ii) $\begin{aligned} & g\left(x_{1}\right)=C\left(\frac{1}{2} x_{1}+e^{x_{1}}\right), \\ & g\left(i_{2}\right)=C\left(\frac{1}{2} x_{2}+e-1\right)\end{aligned}$
Since $g\left(x_{1}\right) \cdot g\left(x_{2}\right) \neq f\left(x_{1}, x_{2}\right), X_{1}$ and $X_{2}$ are not stochastically independent.
6. Find $k$ so that $f(x, y)=k x y, 1 \leq x \leq y \leq 2$ will be a probability density function.
(Mysore Univ. B.Sc., 1986)
Hint. $\iint f(x, y) d x d y=1-k \int_{1}^{2} x\left(\int_{x}^{2} y d y\right) d x=1 \Rightarrow k=8 / 9$
7. (a) If

$$
\begin{aligned}
f(x, y) & =e^{-(x+y)} ; x \geq 0, y \geq 0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

is the joint probability density function of random variables $X$ and $Y$, find
(i) $P(X<1)$, (ii) $P(X>Y)$, and (iii) $P(X+Y<1)$.

Ans. (i) $1-\frac{1}{e}$, (ii) $\frac{1}{2}$ and (iii) $1-\frac{2}{e}$
(b) The joint frequency function of $(X, Y)$ is given to be

$$
\begin{aligned}
f(x, y) & =A e^{-x-y} ; \\
& =0 \leq x \leq y, \quad 0 \leq y<+\infty \\
& ; \text { otherwise }
\end{aligned}
$$

(i) Determine $A$.
(ii) Find the marginal density function of $X$.
(iii) Find the marginal density function of $Y$.
(iv) Examine if $X$ and $Y$ are independent.
(v) Find the conditional density function of $Y$ given $X=2$.
[Madras Univ. B.Sc. (Main Stat.), 1992]
(c) Suppose that the random variables $X$ and $Y$ have the joint p.d.f.

$$
f(x, y)=\left\{\begin{array}{cc}
k x(x-y), & 0<x<2,-x<y<x \\
0, & \text { elsewhere } .
\end{array}\right.
$$

(i) Evaluate the constant k .
(ii) Find the marginal probability' density functions of the random "c.iables. (South Gujarat Univ. B.Sc., 1988)
8. (a) Two-dimensional random variable ( $X, Y$ ) have the joint density

$$
\begin{aligned}
f(x, y) & =8 x y, 0<x<y<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

(i) Find. $P(X<1 / 2 \cap Y<1 / 4)$.
(ii) Find the marginal and conditional distributions.
(iii) Are $X$ and $Y$ independent? Give reasons for your answer.
(South Gujarat Univ. B.Sc., 1992)

$$
\begin{array}{rl|l}
f_{1}(x) & =4 x\left(1-x^{2}\right), 0<x<1 \\
& =0 \text {, otherwise }
\end{array}\left|\begin{array}{ll}
f_{1}(x \mid y)=2 x / y^{2} \quad: 0<x<y, 0<y<1 \\
f_{2}(y) & =4 y^{3}, 0<y<1
\end{array}\right| \begin{array}{ll} 
\\
f_{2}(y \mid x)=2 y /\left(1-x^{2}\right) ; & x<y<1,0<x<1
\end{array}
$$

Ans.
9. (a) The random variables $X$ and $Y$ have the joint density function :

$$
\begin{aligned}
f(x, y) & =2, \text { if } x+y \leq 1, x \geq 0 \text { and } y \geq 0 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find the conditional distribution of $Y$, given $X=x$.
(Calcutta Univ. B.Sc. (Hons.), 1984)
(b) The random variables $X$ and $Y$ have the joint distribution given by the probability density function :

$$
f(x, y)=\left\{\begin{array}{l}
6(1-x-y), \text { for } x>0, y>0, x+y<1 \\
0, \text { elsewhere }
\end{array}\right.
$$

Find the marginal distributions of $X$ and $Y$. Hence examine if $X$ and $Y$ are independent. [Calcutta Univ. B.Sc. (Hons.), 1986)
10. If the joint distribution function of $X$ and $Y$ is given by

$$
\begin{aligned}
F(x, y) & =\left(1-e^{-x}\right)\left(1-e^{y}\right) \text { for } x>0, y>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find $P(1<X<3,1<Y<2)$.
[Delhi Univ. M.A.(Econ.), 1988]
Hint. Reqd. Prob. $\left.=\left(\int_{1}^{3} e^{-x} d x\right)_{1}^{2} \int_{1}^{-y} d y\right)=\left(1-e^{-3}\right)\left(1-e^{-2}\right)$
11. Let $X$ and $Y$ be two random variables with the joint probability density function

$$
f(x, y)= \begin{cases}8 x y, & 0<x \leq y<1 \\ 0 & \text {, otherwise }\end{cases}
$$

Obtain :
(i) the joint distribution function of $X$ and $Y$.
(ii) the marginal probability density function of $Y$; and
(iii) $P\left(X \leq \frac{1}{4} \left\lvert\, \frac{1}{2}<Y \leq 1\right.\right)$.
12. Let $X$ and $Y$ be jointly distributed with p.d.f.

$$
f(x, y)=\left\{\begin{array}{cl}
\frac{1}{4}(1+x y), & |x|<1,|y|<1 \\
0 & , \text { otherwise }
\end{array}\right.
$$

Show that $X$ and $Y$ are not independent but $X^{2}$ and $Y^{2}$ are independent.
Hint. $\quad f_{1}(x)=\int_{-1}^{1} f(x, y) d y=\frac{1}{2},-1<x<1$;

$$
f_{2}(y)=\int_{-1}^{1} f(x, y) d x=-\frac{1}{2},-1<y<1
$$

Since $f(x, y) \neq f_{1}(x) f_{2}(y), X$ and $Y$ are not independent. However,

$$
\begin{aligned}
P\left(X^{2} \leq x\right)=P(|X| \leq \sqrt{x}) & =\int_{-\sqrt{x}}^{\sqrt{x}} f_{1}(x) d x=\sqrt{x} \\
P\left(X^{2} \leq x \cap Y^{2} \leq y\right) & =P(|X| \leq \sqrt{x} \cap|Y| \leq \sqrt{y}) \\
& =\int_{-\sqrt{x}}^{\sqrt{x}}\left[\int_{-\sqrt{y}}^{\sqrt{y}} f(u, v) d v\right] d u \\
- & =\sqrt{x} \cdot \sqrt{y} \\
& =P\left(X^{2} \leq x\right) \cdot P\left(Y^{2} \leq y\right)
\end{aligned}
$$

$\Rightarrow X^{2}$ and $Y^{2}$ are independént.
13. (a) The joint probability density function of the two dimensional random variable $(X, Y)$, is given by :

$$
f(x, y)=\left\{\begin{array}{c}
x^{3} y^{3} / 16, \\
0, \text { elsewhere }
\end{array}\right.
$$

Find the marginal densities of $X$ and $Y$. Also find the cumulative distribution functions for $X$ and $Y$.
(Annamalai Univ. B.E., 1986)
Ans. $f_{X}(x)=\frac{x^{3}}{4} ; 0 \leq x \leq 2 ; f_{r}(y)=\frac{y^{3}}{4} ; 0 \leq y \leq 2$

$$
F_{X}(x)=\left\{\begin{array}{ll}
0 & ; x<0 \\
x^{4} / 16 ; & 0 \leq x \leq 2 \\
1 & ; x>2
\end{array} \left\lvert\, F_{Y}(y)= \begin{cases}0 & ; y<0 \\
y^{4} / 16 & ; 0 \leq y \leq 2 \\
1 & ; y>2\end{cases}\right.\right.
$$

(b) The joint probability density function of the two dimensional random variable ( $X, Y$ ) is given by :

$$
f(x, y)= \begin{cases}\frac{8}{9} x y & , 1 \leq x \leq y \leq 2 \\ 0 & , \text { elsewhere }\end{cases}
$$

(i). Find the marginal density functions of $X$ and $Y$,
(ii) Find the conditional density function of $Y$ given $X=x$, and conditional density funciton of $X$ given $Y=y$.
[Madras Univ. B.Sc. (Stat. Main), 1987]
Ans. (i) $f_{x}(x)=\int_{x}^{2} f(x, y) d y=\frac{4}{9} x\left(4-x^{2}\right) ; 1 \leq x \leq 2$

$$
\begin{aligned}
& =0 \quad ; \text { otherwise } \\
& f_{Y}(y)=\int_{1}^{y} f(x, y) d x=\frac{4}{9} y\left(y^{2}-1\right) ; 1 \leq y \leq 2 \\
& f_{X \mid Y}(x \mid y)=\frac{2 x}{y^{2}-1} \quad ; 1 \leq x \leq y \\
& f_{Y \mid X}(y \mid x)=\frac{f(x, y)}{f_{X}(y)}=\frac{2 y}{4-x^{2}} ; x \leq y \leq 2
\end{aligned}
$$

14. The two random variables $X$ and $Y$ have, for $X=x$ and $Y=y$, the joint probability density function :

$$
f(x, y)=\frac{1}{2 x^{2} y}, \text { for } 1 \leq x<\infty \text { and } \frac{1}{x}<y<x
$$

Derive the marginal distributions of $X$ and $Y$. Further obiain the conditional distribution of $Y$ for $X=x$ and also that of $X$ given $Y=y$.
(Civil Services Main, 1986)
Hint. $f_{x}(x)=\int_{y} f(x, y) \cdot d y=\int_{1 / x}^{x} f(x, y) d y$

$$
\begin{aligned}
f_{r}(y) & =\int_{x} f(x, y) d x \\
& =\int_{1 / y}^{\infty} f(x, y) d x ; 0 \leq y \leq 1 \\
& =\int_{y}^{\infty} f(x, y) d x ; 1 \leq y<\infty
\end{aligned}
$$


15. Show that the conditions for the function

$$
f(x, y)=k \in \operatorname{cip}\left[A x^{2}+2 H x y+B y^{2}\right],-\infty<(x, y)<\infty
$$

to be a bivariate p.d.f. are

$$
\text { (i) } A \leq 0 \text {, (ii) } B \leq 0 \text { (iii) } A B-H^{2} \geq 0 \text {. }
$$

Further show that under these conditions.

$$
k=\frac{1}{\pi}\left(A B-H^{2}\right)^{1 / 2}
$$

Hint. $f(x, y)$ will represent the p.d.f. of a bivariate distriibution if and only if

$$
\begin{align*}
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) d x d y=1 \\
\Rightarrow \quad & k \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[A x^{2}+2 H x y+B y^{2}\right] d x d y=1 \tag{*}
\end{align*}
$$

We have

$$
\begin{align*}
A x^{2}+2 H x y+3 y^{2} & =A\left[x^{2}+\frac{2 H}{A} x y+\frac{B}{A} y^{2}\right] \\
& =A\left[\left(x+\frac{H}{A} y\right)^{2}+\frac{A B-H^{2}}{A^{2}} \cdot y^{2}\right] \tag{**}
\end{align*}
$$

Similarly, we can.write

$$
\begin{equation*}
A x^{2}+2 H x y+B y^{2}=B\left[\left(y+\frac{H}{B} x\right)^{2}+\frac{A B-H^{2}}{B^{2}} x^{2}\right] \tag{***}
\end{equation*}
$$

Substituting from (**) and (***) in (*) we observe that the double integral on the left hand side will converge if and only if

$$
A \leq 0, B \leq 0 \text { and } A B-H^{2} \geq 0,
$$

as desired.
Let us take $A=-a ; B=-b ; H=h$ so that $A B-H^{2}=a b-h^{2}$, where $a>0, b>0$.'

Substituting in (*), we get

(By Fubini's theorem)
Now

$$
\begin{align*}
\int_{-\infty}^{\infty} \exp \left\{-\frac{1}{a}(a x-h y)^{2}\right\} d x= & \int_{-\infty}^{\infty} \exp \left(-\frac{u^{2}}{a}\right) \frac{d u}{a}  \tag{****}\\
= & \frac{1}{a} \sqrt{ } \pi \sqrt{ } a=\sqrt{\frac{\pi}{a}}(a x-h y=u) \\
& \left(\because \int_{-\infty}^{\infty} e^{-c^{2} u^{2}} d u=\frac{\sqrt{ } \pi}{c}\right)
\end{align*}
$$

Hence from (****), we get

$$
\begin{array}{lc} 
& k \sqrt{\frac{\pi}{a}} \int_{-\infty}^{\infty} \exp \left\{-\frac{a b-h^{2}}{a} y^{2}\right\} d y=1 \\
\Rightarrow & k \sqrt{\frac{\pi}{a}} \cdot \sqrt{\frac{\pi a}{a b-h^{2}}}=1 \\
\Rightarrow & k=\frac{1}{\pi} \sqrt{a b-h^{2}}=\frac{1}{\pi} \sqrt{A B-H^{2}}
\end{array}
$$

## OBJECTIVE TYPE QUESTIONS

I. Which of the following statements are TRUE or FALSE.
(i) Given a continuous random variable $X$ with probability density function $f(x)$, then $f(x)$ cannot exceed unity.
(ii) A random variable $X$ has the following probability density function:

$$
\begin{aligned}
f(x) & =x, 0<x<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

(iii) The function defined as

$$
\begin{aligned}
f(x) & =|x|,-1<x<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

is a possible probability density function.
(iv) The following represents joint probability distribution.

|  | 1 | 2 | 3 |
| :---: | :--- | :---: | :---: |
| -1 | $1 / 9$ | $1 / 18$ | $1 / 18$ |
| 0 | $1 / 18$ | $2 / 9$ | $3 / 9$ |
| 1 | $1 / 8$ | $1 / 18$ | $1 / 18$ |

II. Fill in the blanks :
(i) If $p_{1}(x)$ and $p_{2}(y)$ be the marginal probability functions of two independent discrete random variablies $X$ and $Y$, then their joint probability function

$$
p(x, y)=\ldots
$$

(ii) The function $f(x)$ defined as

$$
\begin{aligned}
f(x) & =|x|,-1<x<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

is a possible $\qquad$
5.6. Transformation of One-dimensional Random Variable. Let $X$ be a random variäble defined on the event space $S$ and let $g(\cdot)$ be a function such that $Y=g(X)$ is alsoar.v. defined on $S$. In this section we shall deal with the following problem :
"Given the probability density of a r.v. $X$, to determine the density of a new r.v. $Y=g(X)$."

It can be proved in general that, if $g(\cdot)$ is any continuous function, then the distribution of $Y=g(X)$ is uniquely determined by that of $X$. The proof of this result is rather difficult and beyond the scope of this book. Here we shall consider the following, relatively simple theorem.

Theorem 5.9. Let $X$ be a continuous r.v. with p.d.f. $f X(x)$. Let $y=g(x)$ be strictly monotonic (increasing or decreasing) function of $x$. Assume that $g(x)$ is differentiable (and hence continuous) for all $x$. Then the p.df. of the r.v. $Y$ is given by

$$
h_{Y}(y)=f_{x .}(x)\left|\frac{d x}{d y}\right|,
$$

where $x$ is expressed in terms of $y$.
Proof. Case (i). $y=g(x)$ is strictly increasing function of $x$ (i.e., $d y / d x>0$. The $d . f$. of $Y$ is given by

$$
H_{Y}(y)=P(Y \leq y)=P[g(X) \leq y]=P\left(X \leq g^{-1}(y)\right],
$$

the inverse exists and is unique, since $g(\cdot)$ is strictly increasing.

$$
\begin{aligned}
\therefore \quad H_{Y}(y) & =F_{X}\left[g^{-1}(y)\right], \text { where } F \text { is the d.f. of } X \\
& =F_{X}(x) \quad\left[\because y=g(x) \Rightarrow g^{-1}(y)=x\right]
\end{aligned}
$$

Differentiating w.r.t. $y$, we get

$$
\begin{align*}
h_{y}(y) & =\frac{d}{d y}\left[F_{x}(x)\right]=\frac{d}{d x}\left(F_{x}(x)\right) \frac{d x}{d y} \\
& =f_{x}(x) \frac{d x}{d y} \tag{*}
\end{align*}
$$

Case (ii). $y=g(x)$ is strictly monotonic decreasing.

$$
\begin{aligned}
H_{Y}(y) & =P(Y \leq y)=P[g(X) \leq y]=P\left[X \geq g^{-1}(y)\right] \\
& =1-P\left[X \leq g^{-1}(y)\right]=1-F_{X}\left[g^{-1}(y)\right]=1-F_{X}(x),
\end{aligned}
$$

where $x=g^{-1}(y)$, the inverse exists and is unique. Differentiating w.r.t. $y$, we get

$$
\begin{align*}
h_{Y}(y) & =\frac{d}{d x}\left[1-F_{X}(x)\right] \frac{d x}{d y}=-f_{X}(x) \cdot \frac{d x}{d y} \\
& =f_{X}(x) \cdot \frac{-d x}{d y} \tag{**}
\end{align*}
$$

Note that the algebraic sign (-ive) obtained in (**) is correct, since $y$ is a decreasing function of $x \Rightarrow x$ is a decreasing function of $y \Rightarrow d x / d y<0$.

The results in (*) and (**) can be combined to give

$$
h_{Y}(y)=f_{x}(x)\left|\frac{d x}{d y}\right|
$$

Example 5.33. If the cumulative distribution function of $X$ is $F(x)$, find the cumulàtive distribution fünction of
(i) $Y=X+a$,
(ii) $Y=X-b$,
(iii) $Y=a X$,
(iv) $Y=X^{3}$, and
(v) $Y=X^{2}$

What are the corresponding probability density functions?
Solution. Let $G(\cdot)$ be the c.d.f. of $Y$. Then
(i) $G(x)=P(Y \leq x)=P[X+a \leq x]=P[X \leq x-a]=F(x-a)$
(ii) $G(x)=P(Y \leq x)=P[X-b \leq x]=P[X \leq x+b]=F(x+b)$
(iii) $G(x)=P[a X \leq x]=P\left[X \leq \frac{x}{a}\right], a>0$

$$
=F\left(\frac{x}{a}\right), \text { if } a>0
$$

and $\quad G(x)=P\left[X \geq \frac{x}{a}\right]=1-P\left[X<\frac{x}{a}\right]$

$$
=1-F\left(\frac{x}{a}\right), \text { if } a<0
$$

(iv) $G(x)=P[Y \leq x]=P\left[X^{3} \leq x\right]=P\left[X \leq x^{1 / 3}\right]=F\left(x^{1 / 3}\right)$
(v) $G(x)=P\left[X^{2} \leq x\right]=\left[-x^{1 / 2} \leq X \leq x^{1 / 2}\right]$

$$
=P\left[X \leq x^{1 / 2}\right]-P\left[X \leq-x^{1 / 2}\right]
$$

$$
\begin{array}{ll}
=0, & \text { if } x<0 \\
=F(\sqrt{ } x)-F(-\sqrt{ } x-0), & \\
\text { if } x>0
\end{array}
$$

| Variable | d.f. | p.d.f. |
| :---: | :---: | :---: |
| $\boldsymbol{X}$ | $F(x)$ | $f(x)$ |
| $x-a$ | $F(x+a)$ | $f(x+a)$ |
| $a X$ | $\left.\} \begin{array}{rr}F(x / a) & a>0 \\ 1-F(x / a) & , a<0\end{array}\right\}$ | $\begin{array}{rr} (1 / a) f(x / a), & a>0 \\ (-1 / a) f(x / a), & a<0 \end{array}$ |
| $X^{2}$ | $\left\{\begin{array}{c} F(\sqrt{ } x)-F(-\sqrt{x}-0) \\ \text { for } x>0 \\ 0, \text { otherwise } \end{array}\right\}$ | $\begin{array}{r} \frac{1}{2(\sqrt{x})}[f \sqrt{x}+f(-\sqrt{x})] \\ \text { for } x>0 \\ =0 \text { for } x \leq 0 \end{array}$ |
| $X^{3}$ | $F\left(x^{1 / 3}\right)$ | $\frac{1}{3} f\left(x^{1 / 3}\right) \cdot \frac{1}{x^{2 / 3}}$ |

## EXERCISE 5(f)

1. (a) A random variable $X$ has $F(x)$ as its distribution function $[f(x)$ is the density function ]. Find the distribution and the density functions of the random variable:
(i) $Y=a+b X, a$ and $b$ are real numbers, (ii) $Y=X^{-1},[P(X=0)=0]$,
(iii) $Y=\tan X$, and (iv) $Y=\cos X$.
(b) Let $f(x)=\left\{\begin{array}{c}1 / 2,-1<x<1 \\ 0, \text { elsewhere }\end{array}\right.$ be the p.d.f. of the r.v.X. Find the distribution function and the p.d.f. of $Y=X^{2}$.
[ Delhi Univ. B.Sc. (Maths Hons.), 1988 ]
Hint. $F(x)=P(X \leq x)=\int_{-1}^{x} f(x) d x=\frac{1}{2}(x+1)$
Distribution function $G(\cdot)$ of $Y=X^{2}$ is given by :
$G_{Y}(x)=F(\sqrt{x})-F(-\sqrt{x}) \quad ; x>0 \quad$ [c.f. Example $5.33(v)$ ]

$$
\begin{aligned}
& =\frac{1}{2}(\sqrt{x}+1)-\frac{1}{2}(-\sqrt{x}+1) \\
& =\sqrt{x} \quad ; \quad 0<x<1
\end{aligned}
$$

(As $-1<x<1, Y=X^{2}$ lies between 0 and 1 )
p.d.f. of $Y=X^{2}$ is $g(x)=G^{\prime}(x)=\frac{1}{2 \sqrt{x}} ; 0<x<1$
2. Let $X$ be a continuous random variable with p.d.f. $f(x)$. Let $Y=X^{2}$. Show that the random variable $Y$ has p.d.f. given by

$$
g(y)=\left\{\begin{array}{c}
\frac{1}{2 \sqrt{y}-}[f(\sqrt{y})+f(-\sqrt{y})], y>0 \\
0, \quad y \leq 0
\end{array}\right.
$$

3. Find the distribution and densitiy functions for (i) $Y=a X+b, a \neq 0$, $b$ real, (ii) $Y=e^{x}$, assuming that $F(x)$ and $f(x)$, the distribution and the density of $X$ are known.

Ans. (i) $\left.\begin{array}{ll}G(y)=F[(y-b) / a], & \text { if } a>0 \\ G(y)=1-F[(y-b) / a], & \text { if } a<0\end{array}\right\} g_{1}(y)=\frac{1}{|a|} f\left(\frac{y-b}{a}\right)$

$$
\left.\begin{array}{rlrl}
G(y) & =F(\log y), & y>0  \tag{ii}\\
& =0, & y \leq 0
\end{array}\right\} \begin{aligned}
g(y) & =\frac{1}{y} f(\log y), & y>0 \\
& =0, & y \leq 0
\end{aligned}
$$

4. (a) The random variable $X$ has an exponential distribution

$$
f(x)=e^{-x}, 0<x \leq \infty
$$

Find the density function of the variable (i) $Y=3 X+5$, (ii) $Y=X^{3}$.
(b) Suppose that $X$ has p.d.f.,

$$
\begin{aligned}
f(x) & =2 x, 0<x<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the p.d.f. of $Y=3 X+1$.
Ans. $g(y)=\frac{2}{9}(y-1), 1<y<4$
5. Let $X$ be a random variable with p.d.f.

$$
\begin{aligned}
f(x) & =\frac{2}{9}(x+1) \quad-1<x<2 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the p.d.f. of $U=X^{2}$.
[ Poona Univ. B.E., 1992 ]
6. Let the p.d.f. of $X$ be

$$
\begin{aligned}
f(x) & =\frac{1}{6},-3 \leq x \leq 3 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the p.d.f. of $Y=2 X^{2}-3$.
7. Let $X$ be a random variable with the distribution function :

$$
F_{X}(x)= \begin{cases}0, & x<0 \\ x, & 0 \leq x \leq 1 \\ 1, & x>1\end{cases}
$$

Determine the distribution function $F_{Y}(y)$ of the random variable $Y=\sqrt{X}$ and hence compute mean of $Y$.
[ Calcutta Univ. B.A.(Hons.), 1986 ]
5.7. Transformation of Two-dimensional Random Variable. In this section we shall consider the problem of.change of variables in the two-dimensional
case. Let the r.v.'s $U$ and $V$ by the transformation $u=u(x, y), v=v(x, y)$, where $u$ and $v$ are continuously differentiable functions for which Jacobian of transformation

$$
J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} \\
\frac{\partial x}{\partial v} & \frac{\partial y}{\partial \dot{v}}
\end{array}\right|
$$

is either $>0$ or $<0$ throughout the $(x, y)$ plane so that the inverse transformation is uniquiely given by $x=x(u, v), y=y(u, v)$.

Theorem 5.10. The joint p.d.f. $\operatorname{gov}(u, v)$ of the transformed variables $U$ and $V$ is given by

$$
\operatorname{gvv}(u, v)=f_{X Y}(x, y) .|J|
$$

where $|J|$ is the modulus value of the Jacobian of transformation and $f(x, y)$ is expressed in terms of $u$ and $v$.

$$
\left.\begin{array}{rl}
\text { Proof. } P(x<X \leq x+d x & , y<Y \leq y+d y) \\
& =P(u<U \leq u+d u, v<V \leq v+d v) \\
\Rightarrow & \quad f_{X Y}(x, y) d x d y
\end{array}\right)
$$

Theorem 5.11. If $X$ and $Y$ are independent continuous r.v.'s, then the p.df. of $U=X+Y$ is given by

$$
h(u)=\int_{-\infty}^{\infty} f_{X}(v) f_{Y}(u-v) d v
$$

Proof. Let $f_{X Y}(x, y)$ be the joint $p . d . f$. of independent continuous r.v.'s $X$ and $Y$ and let us make the transformation:

$$
\begin{aligned}
& u=x+y, v=x \Rightarrow \\
& x=v, y=u-v \\
& J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} \\
\frac{\partial x}{\partial v} & \frac{\partial y}{\partial v}
\end{array}\right|=\left|\begin{array}{rr}
0 & 1 \\
1 & -1
\end{array}\right|=-1
\end{aligned}
$$

Thus the joint p.d.f. of r.v.' $S U$ and $V$ is given by

$$
\begin{aligned}
\operatorname{gvv}(u, v) & =f_{X Y}(x, y)|J| \\
& =f_{X}(x) \cdot f_{Y}(y)|J|
\end{aligned}
$$

(Since $X$ and $Y$ are independent)

$$
=f_{x}(v) \cdot f_{r}(u-v)
$$

The marginal density of $U$ is given by

$$
\begin{aligned}
h(u) & =\int_{-\infty}^{\infty} g_{\nu v}(u, v) d v \\
& =\int_{-\infty}^{\infty} f_{X}(v) f_{r}(u-v) d v
\end{aligned}
$$

Remark. The function $h(\cdot)$ is given a special name and is said to be the convolution of $f_{X}(\cdot)$ and $f_{r}(\cdot)$ and we write

$$
h(\cdot)=f_{X}(\cdot) * f_{Y}(\cdot)
$$

Example 5.34. Let $(X, Y)$ be a two-dimensional non-negative continuous r.v. having the joint density :

$$
f(x, y)=\left\{\begin{array}{cl}
4 x y e^{-\left(x^{2}+y^{2}\right)} & ; x \geq 0, y \geq 0 \\
0 & , \text { elsewhere }
\end{array}\right.
$$

Prove that the densitiy function of $U=\sqrt{X^{2}+Y^{2}}$ is

$$
h(u)=\left\{\begin{array}{cc}
2 u^{3} e^{-u^{2}}, & 0 \leq u<\infty \\
0, & \text { elsewhere }
\end{array}\right.
$$

[ Meerut Univ. M.Sc., 1986]
Solution. Let us make the transformation :

$$
\begin{aligned}
& \quad u=\sqrt{x^{2}+y^{2}} \text { and } v=x \\
& \Rightarrow \quad v \geq 0, u \geq 0 \text { and } u \geq v \quad \Rightarrow \quad u \geq 0 \text { and } 0 \leq v \leq u
\end{aligned}
$$

The Jacobian of transformation $J$ is given by

$$
\frac{1}{J}=\frac{\partial(u, v)}{\partial(x, y)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} \\
\frac{\partial x}{\partial v} & \frac{\partial y}{\partial v}
\end{array}\right|=-\cdot \frac{y}{\sqrt{x^{2}+y^{2}}}
$$

The joint p.d.f. of $U$ and $V$ is given by

$$
\begin{aligned}
g(u, v) & =f(x, y)|J| \\
& =4 x y e^{-\left(x^{2}+y^{2}\right)}\left|-\frac{\sqrt{x^{2}+y^{2}}}{y}\right| \\
& =4 x \sqrt{x^{2}+y^{2}} e^{-\left(x^{2}+y^{2}\right)} \\
& =\left\{\begin{array}{l}
4 v u . e^{-u^{2}}: u \geq 0,0 \leq v \leq u \\
0, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Hence the density function of $U=\sqrt{X^{2}+Y^{2}}$ is

$$
\begin{aligned}
h(u) & =\int_{0}^{u} g(u, v) d v=4 u e^{-u^{2}} \int_{0}^{u} v d v \\
& =\left\{\begin{array}{l}
2 u^{3} e^{-u^{2}}, u \geq 0 \\
0, \text { elsewhere }
\end{array}\right.
\end{aligned}
$$

Example 5.35. Let the probability density function of the random variable ( $X, Y$ ) be

$$
f(x, y)= \begin{cases}\alpha^{-2} e^{-(x+y) / \alpha} & ; x, y>0, \alpha>0 \\ 0 & , \text { elsewhere }\end{cases}
$$

Find the distribution of $\frac{1}{2}(X-Y)$.
[ Nagpur Univ. B.E., 1988 ]
Solution. Let us make the transformation :

$$
\begin{aligned}
u & =\frac{1}{2}(x-y) \text { and } v=y \\
\Rightarrow \quad x & =2 u+v \text { and } y=v
\end{aligned}
$$

The Jacobian of the transformation is :

$$
J=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v}
\end{array}\right|=\left|\begin{array}{ll}
2 & 1 \\
0 & 1
\end{array}\right|=2
$$

Thus, the joint p.d.f. of the random variables ( $U, V$ ) is given by :

$$
g(u, v)=\left\{\begin{array}{lr}
\frac{2}{\alpha^{2}} e^{-(2 \alpha)(u+v)}, & -\infty<u<\infty, v>-2 u, \text { if } u<0 \\
0, \text { elsewhere } & v>0 \text { if } u \geq 0 \text { and } \alpha>0
\end{array}\right.
$$

The marginal p.d.f. of $U$ is given by

$$
\operatorname{gu}(u)=\left\{\begin{array}{l}
\int_{-2 u}^{\infty} \frac{2}{\alpha^{2}} \exp \{-(2 / \alpha)(u+v)\} d v \\
=\frac{1}{\alpha} e^{-2 w / a} \quad . \quad \ll 0 \\
\int_{0}^{\infty} \frac{2}{\alpha} \exp \{-(2 / \alpha)(u+v)\} d v \\
=\frac{1}{\alpha} e^{-2 w a} \quad . \quad<20
\end{array}\right.
$$

Hence

$$
g u(u)=\frac{1}{\alpha} e^{-(\nu \alpha) \mid u 1} \quad ;-\infty<u<\infty
$$

Example 5.36. Given the joint density function of $X$ and $Y$ as

$$
\begin{aligned}
f(x, y) & =\frac{1}{2} x e^{-y} ; 0<x<2, y>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the distribution of $X+Y$.
Solution. Let us make the transformation :

$$
u=x+y \text { and } v=y \Rightarrow y=v, x=u-v
$$

The Jacobian of transformation $J=\frac{\partial(x, y)}{\partial(u, v)}=1$ and the region' $0<x<2$ and $y>0$ transforms to $0<u-v<2$ and $v>0$ as shown iat the following figure.


The joint density function of $U$ and $V$ is given by

$$
g(u, v)=\frac{1}{2}(u-v) e^{-v} ; 0<v<u, u>0
$$

To find the density of $U=\tilde{X}+Y$, we split the range of $U$ into two parts (i) $0<u \leq 2$ (region I) (ii) $u>.2$ (region II) (which is suggested by the diagram).

For $0<u \leq 2$, (Region I):

$$
\begin{aligned}
h(u) & =\int_{0}^{u} g(u, v) d v=\frac{1}{2} \int_{0}^{u}(u-v) e^{-v} d v \\
& =\frac{1}{2}\left|-e^{-v}(u-v)+e^{-v}\right| \begin{array}{l}
v=u \\
v=0
\end{array} \quad \text { (Integration by parts) } \\
& =\frac{1}{2}\left(e^{-u}+u-1\right)
\end{aligned}
$$

For $2<\mu<\infty$, (Region II) :

$$
\begin{aligned}
h(u) & =\frac{1}{2} \int_{u-2}^{u}(u-v) e^{-v} d v \\
& =\frac{1}{2}\left|e^{-v}(1+v-u)\right|_{v=u}^{v=u-2} \\
& =\frac{1}{2} e^{-u}\left(1+e^{2}\right)
\end{aligned}
$$

(on simplification)
Hence

$$
g(u)=\left\{\begin{array}{l}
\frac{1}{2}\left(e^{\dot{-u}}+u-1\right), 0<u \leq 2 \\
\frac{1}{2} e^{-u}\left(1+e^{2}\right), 2<u<\infty \\
0, \text { elsewhere }
\end{array}\right.
$$

## . MISCELLANEOUS EXERCISE ON CHAPTER FIVE

1. 4 coins are tossed. Let $X$ be the number of heads and $Y$ be the number of heads minus the number of tails. Find the probability function of $X$, the probability function of $Y$ and $P(-2 \leq Y<4)$.

Ans. Probability function of $X$ is

| Values of $X, x$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{1}(x)$ | $\frac{1}{16}$ | $\frac{4}{16}$ | $\frac{6}{16}$ | $\frac{4}{16}$ | $\frac{1}{16}$ |

Probability function of $Y$ is

| Values of $Y, y$ | 4 | 2 | 0 | -2 | -4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{2}(y)$ | $\frac{1}{16}$ | $\frac{4}{16}$ | $\frac{6}{16}$ | $\frac{4}{16}$ | $\frac{1}{16}$ |

$$
P(-2 \leq Y<4)=\frac{4+6+4}{16}=\frac{7}{8}
$$

2. A random process gives measurements $X$ between 0 and 1 with a probability density function

$$
\begin{aligned}
f(x) & =12 x^{3}-21 x^{2}+10 x, 0 \leq x \leq 1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

(i) Find $P\left(X \leq \frac{1}{2}\right)$ and $P\left(X>\frac{1}{2}\right)$
(ii) Find a number $k$ such that $P(X \leq k)=\frac{1}{2}$.

Ans. (i) $9 / 16,7 / 16$, (ii) $k=0.452$.
3. Show that for the distribution

$$
\begin{aligned}
d \dot{r} & =y_{0}\left[1-\frac{|x-b|}{a}\right] d x, b-a<x<b+a \\
& =0, \text { otherwise, } \\
y_{0} & =\frac{1}{a}, \text { mean }=b \text { and variance }=a^{2} / 6
\end{aligned}
$$

4. A ray of light is sent in a random direction towards the $x$-axis from a station $Q(0,1)$ on the $y$-axis and the ray meets the $x$-axis at a point $P$. Find the probability density function of the abscissa of $P$.
[Calcutta Univ. B.Sc.(Hons.), 1982]
5. Let $X$ be a continuous variate with p.d.f.

$$
f(x)=k\left(x-x^{2}\right) ; a<x<b, k>0
$$

What are the possible values of $a$ and $b$ and what is $k$ ?
[Delhi Univ. B.Sc.(Maths Hons.), 1989]
6. Pareto distribution with parameters $r$ and $A$ is given by the probability density function

$$
\begin{aligned}
f(x) & =r A^{r} \frac{1}{x^{r+1}}, \text { for } x \geq A \\
& =0, x<A, r>0
\end{aligned}
$$

Show that it has a finite $n$th moment if and only if $n<r$. Find the mean and variance of the diștribution.
7. For a continuous random variable $X$, defined in the range ( $0 \leq x<\infty$ ), the probability distribution is such that

$$
P(X \leq x)=1-e^{-\beta x^{2}}, \text { where } \beta>0
$$

Find the median of the distribution. Also if $m, m_{0}$ and $\sigma$ denote the mean, mode and standard deviation respectively of the distribution, prove that

$$
2 m_{0}^{2}-m^{2}=\sigma^{2} \text { and } m_{0}=m \sqrt{2 / \pi}
$$

What is the sign of skewness. of the distribution?
8. (a) Two dice are rolled, $S=\{(a, b) \mid a, b=1,2 \ldots, 6\}$. Let $X$ denote the sum of the two faces and $Y$ the absolute value of their difference, i.e., $X$ is distributed over the integers $2,3, \ldots ., 12$ and $Y$ over $0,1,2, \ldots, 5$. Assuming the dice are fair, find the probabilities that (i) $X=5 \cap Y=1$, (ii) $X=7 \cap Y \geq 3$, (iii) $X=Y$, and (iv) $X+Y=4 \cap X-Y=2 . \cdot$

Ans. (i) $1 / 8$, ( $i i$ ) $1 / 9$, (iii) 0 and (iv) $1 / 18$.
9. The joint probability density function of the two-dimensional variable ( $X, Y$ ) is of the form

$$
\begin{aligned}
f(x, y) & =k e^{-(x+y)}, 0 \leq y<x<\infty \\
& =0, \text { elsewhere }
\end{aligned}
$$

(i) Determine the constant $k$. (ii) Find the conditional probability density function $f_{1}(x \mid y)$ and (iii) Compute $P(Y \geq 3)$.
[ Sardar Patel Univ. B.Sc., 1986 ]
.- (iv) Find the marginal frequency function $f_{1}(x)$ of $X$.
(v) Find the marginal frequency function $f_{2}(y)$ of $Y$.
(vi) Examine if $X, Y$ are independent.
(vii) Find the conditional frequency function of $Y$ given $X=2$.

Ans. (i) $k=1$, (ii) $f_{1}(x \mid y)=e^{-x}$, (iii) $e^{-3}$.
10. Let

$$
f(x, y)=\left\{\begin{array}{l}
\binom{y}{x} p^{x}(1-p)^{y-x} \frac{e^{-\lambda} \lambda^{y}}{y!} \\
\quad ; x=0,1,2, \ldots ; y=0,1,2, \ldots ; \text { with } y \geq x \\
0, \text { elsewhere }
\end{array}\right.
$$

Find the marginal density function of $X$ and the marginal density function of $Y$. Also determine whether the random variables $X$ and $Y$ are independent.
[I.S.I., 1987]
11. Consider the following function:

$$
f(x \mid y)=\left\{\begin{array}{l}
\frac{y^{x} e^{-y}}{x!}, x=0,1,2, \ldots \\
0, \text { otherwise }
\end{array}\right.
$$

(i) Show that $f(x \mid y)$ is the conditional probability function of $X$ given $Y$; $y \geq 0$.
(ii) If the marginal p.d.f. of $Y$ is

$$
f_{r}(y)= \begin{cases}\lambda e^{-\lambda x}, & x>0 \\ 0 & x \leq 0, \lambda>0\end{cases}
$$

what is the joint p.d.f. of $X$ and $Y$ ?
(iii) Obtain the marginal probability function of $X$.
[Delhi Univ. M.A.(Econ.), 1989]
12. The probability density function of $\left(x_{1}, x_{2}\right)$ is given as

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}\theta_{1} \theta_{2} e^{-\theta_{1} x_{1}-\theta_{2} x_{2}} & \text { if } x_{1}, x_{2}>0 \\ 0 & \text { otherwise } .\end{cases}
$$

Find the densuy furstion of $\left(y_{1}, y_{2}\right)$ where

$$
y_{1}=\frac{2 x_{1}}{x_{2}}+1, \quad y_{2}=3 x_{1}+x_{2} \text { almost everywhere. }
$$

[Punjab Univ.M.A.(Econ.), 1992]
13. (a) Let $X_{1}, X_{2}$ be a random sample of size 2 from a distribution with probability density function,

$$
f(x)=e^{-x}, 0<x<\infty
$$

$$
=0 \text {, elsewhere }
$$

Show

$$
Y_{1}=X_{1}+X_{2}^{\prime} \text { and } Y_{2}=\frac{X_{1}}{X_{1}+X_{2}}
$$

are independent.
[Sardar Patel Univ. B.Sc., Sept. 1986]
(b) $X_{1}, X_{2}, X_{3}$ denote random sample of size 3 drawn from the distribution:

$$
\begin{aligned}
f(x) & =e^{-x}, 0<x<\infty \\
& =0, \text { elsewhere }
\end{aligned}
$$

Show that

$$
Y_{1}=\frac{\dot{X}_{1}}{X_{1}+X_{2}}, Y_{2}=\frac{X_{1}+X_{2}}{X_{1}+X_{2}+X_{3}} \text { and } Y_{3}=X_{1}+X_{2}+X_{3}
$$

are mutually independent.
14. If the probability density function of the random varaibles $X$ and $Y \mid X$ is given by

$$
\begin{aligned}
f(x) & = \begin{cases}e^{-x}, & x \geq 0 \\
0, & \text { elsewhere }\end{cases} \\
\text { and } f_{r \mid x}(y \mid x) & = \begin{cases}\frac{e^{-x} x^{y}}{y!}, & y \geq 0 \\
0, & \text { elsewhere }\end{cases}
\end{aligned}
$$

respectively, find the probability density function of the random variable $Y$.
[Jiwaji Univ. M.Sc., 1987]
15. (a) The random variable $X$ and $Y$ have a joint p.d.f. $f(x, y)$ given by

$$
\begin{aligned}
f(x, y) & =g(x+y), & & x>0, y>0 \\
& =0, & & \text { otherwise. }
\end{aligned}
$$

Obtain the distribution function $H(z)$ of $Z=X+Y$ and hence show that its p.d.f. is

$$
\begin{aligned}
h(z) & =z g(z), & & 2>0 \\
& =0 & & 2 \leq 0 .
\end{aligned}
$$

(b) The joint density function of two random variables is given by

$$
\begin{aligned}
f(x, y) & =e^{-(x+y)} ; x>0, y>0 . \text { Show that the p.dif. of } \\
U & =\frac{X+Y}{2} \text { is } g(u)=4 u e^{-2 u}
\end{aligned}
$$

[Calicut Univ. B.Sc., 1986]」,
16. The time $X$ taken by a garage to repair a car is a continuous, random variable with probability density function

$$
f_{1}(x)=\left\{\begin{aligned}
\frac{3}{4} x(2-x), & 0 \leq x \leq 2 \\
0, & \text { elsewhere }
\end{aligned}\right.
$$

If, on leaving his car, a motorist goes tokeep an engagement,lasting for a time $Y$, where $Y$ is a continuous random variable, independent of $X$, with probability function

$$
f_{2}(y)=\left\{\begin{aligned}
\frac{1}{2} y ; & 0 \leq y \leq 2 \\
0, & \text { elsewhere }
\end{aligned}\right.
$$

'determine the probability that the car will not be ready on his return.
[Calcutta Univ. B.A.(Hopns.), 1988]
17. If $X$ and $Y$ are two independent random variablss such that

$$
f(x)=e^{-x}, x \geq 0 \text { and } g(y)=3 e^{-3 y}, y \geq 0 ;
$$

find the probability distribution of $Z=X \angle Y$.
[Maduraị Univ. B:Sc., Oct. 1987]
18. The random variables $X$ and $\dot{Y}$ are independent and their probability density functions are, respectively-given by

$$
f(x)=\frac{1}{\pi} \cdot \frac{1}{\sqrt{1+x^{2}}}:,|x|<1 \text { and } g(y)=y e^{-y^{2} / 2}, y>0 .
$$

Find the joint probability density of $Z$ and $W$. where $Z=X Y$ and $W=X$. Deduce the probability density of $Z$.. [Calcutta Univ. B.Sc.(Hons.), 1985]

## CHAPTERSIX

## Mathematical Expectation, Generating Functions and Law of Large Numbers

6.1. Mathematical Expectation. . Let $X \underset{X}{ }$ be a random variable (r.v.) with p.d.f. (p.m.f.) $f(x)$. Then its mathematical expectation, denoted by $E(X)$ is : given by :

$$
\begin{align*}
E(X) & \left.=\int_{-\infty}^{\infty} x f(x) d x, \quad \text { ( for continuous r.v. }\right)  \tag{6•1}\\
& =\sum_{x} x f(x), \quad(\text { for discrete r.v. }) \tag{6-1a}
\end{align*}
$$

provided the righthand integral or series is absolutely convergent, i.e., provided

$$
\begin{align*}
& \int_{-\infty}^{\infty}|x f(x)| d x=\int_{-\infty}|x \cdot| f(x) d x<\infty  \tag{6•2}\\
& \quad \sum_{x}|x f(x)|=\sum_{x}|x| f(x)<\infty
\end{align*}
$$

or
Remarks. 1. Since absolute convergence implies ordinary convergence, if (6.2) or ( $6 \cdot 2 a$ ) holds then the integral or series in ( $6 \cdot 1$ ) and ( $6 \cdot 1 a$ ) also exists, i.e., bas a finite value and in that case we define $E(X)$ by ( $6 \cdot 1$ ) or ( $6 \cdot 1 a$ ). It should be clearly understood that although $X$ has an expectation only if L.H.S. in (6.2) or $(6 \cdot 2 a)$ exists, i.e., converges to a finite limit, its value is given by ( $6 \cdot 1$ ) or $(6 \cdot 1 a)$.
2. $E(X)$ exists iff $E|X|$ exists.
3. The expectation of a random variable is though of as a long-term average. [Sec Remark to, Example (6.2a), page 6.19.].
4. Expected value and variance of an Indicator Variable. Consider the indicator variable : $X=I_{A}$ so that

$$
\begin{array}{rlrl}
X & =1 & \text { if } A \text { happens } \\
& & & \text { if } \bar{A} \text { happens } \\
\therefore & & E(X) & =1 \quad P(X=1)+0 . P(X=0) \\
\Rightarrow & & E\left(I_{A}\right) & =1 \quad P\left[I_{A}=1\right]+0 . P\left[I_{A}=0\right] \\
\Rightarrow & & E\left(I_{A}\right) & =P(A)
\end{array}
$$

This gives us a very uscfultool to find $P(A)$, rather than to cualuate $E(X)$. Thus

$$
\begin{equation*}
P(A)=E\left(I_{A}\right) \tag{6!2b}
\end{equation*}
$$

For illustration of this result, see Example 6:14, page 6.27.

$$
\begin{aligned}
E\left(X^{2}\right) & =1^{2} \cdot P(X=1)+0^{2} \cdot P(X=0)=P\left(I_{A}=1\right)=P(A) \\
\therefore \quad \operatorname{Var} X & =E\left(X^{2}\right)-[E(X)]^{2}=P(\grave{A})-[P(A)] \\
& =P(A)[1-P(A)]
\end{aligned}
$$

$$
=P(A) P(\bar{A})
$$

Illustrations. If the r.v. $X$ takes the values $0!, 1!, 2!, \ldots$ with probability law

$$
\begin{aligned}
& P(X=x!)=\frac{e^{-1}}{x!} ; x=0 ; 1,2, \ldots \\
& \sum_{x=0}^{\infty} x!P(X=x!)=e^{-1} \sum_{\cdot i=0}^{\infty} 1
\end{aligned}
$$

then
which is a divergent series. In this case $E(X)$ does not exist.
More rigorously, let us consider a random variable $X$ which takes the values

$$
x_{i}=(-1)^{i+1}(i+1) ; \quad i=1,2,3, \ldots
$$

with the probability law

$$
p_{i}=P\left(X=x_{i}\right)=\frac{1}{i(i+1)} ; \quad i=1,2,3, \ldots
$$

Here $\quad \sum_{i=1}^{\infty} x_{i} P\left(X=x_{i}\right)=\sum_{i=1}^{\infty}(-1)^{i+1}\left(\frac{1}{i}\right)=1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$
Using Leibnitz test for alteritating series the series onn right band side is conditionally, convergent since the terms. alternate in sign, are monotonically decreasing and converge to zero. Bý conditional convergencer we mean that although $\sum_{i=1}^{\infty} p_{i} x_{i}$ converges, $\sum_{i=1}^{\infty}\left|p_{i} x_{i}\right|$ does not converge. So, rigorously speaking, in the abové example $E(X)$ does not exist, although $\sum_{i=1}^{\infty} p_{i}^{\prime} x_{i}$ is̆ fiñitề, viz., $\log _{g} 2$.

As another example; let us consider the r.v. $X$ which takes the yalues

$$
x_{k}=\frac{(-1)^{k} \cdot 2^{k}}{. k} ; k=1,2,3, \ldots
$$

. With probabilitiés $\quad p_{k}=2^{-k}$.
Here also we get

$$
\begin{aligned}
\sum_{k=1}^{\infty} x_{k} p_{k} & =\sum_{k=1}^{\infty} \frac{(-1)^{k}}{k} \\
& =-\left[1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots\right]=-\log _{e} 2
\end{aligned}
$$

and - $\sum_{k=1}^{\infty}\left|x_{k}\right| p_{k}=\sum_{k=1}^{\infty} \frac{1}{k}$,
which is‘á divergent seriqs. Hence in this case also expectation does not exist.
AŞan illustration of a continuous r.v. let us.cọnṣider the r.v., $X$ with p.d.f.

$$
f(x)=\frac{1}{\pi} \cdot \frac{1}{1+x^{2}} ;-\infty<x<\infty
$$

which is p.d.f. of Standard Cauchy distribution. [c.f.s. 8.9].

$$
\begin{aligned}
& \int_{-\infty}^{\infty}|x| f(x) d x=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{|x|}{1+x^{2}} d x=\frac{2}{\pi} \int_{0}^{\infty} \frac{x}{1+x^{2}} d x \\
&(\because \text { Integrand is an even function of } x) \\
&=\frac{1}{\pi}\left|\log \left(1+x^{2}\right)\right|_{0}^{\infty} \rightarrow \infty
\end{aligned}
$$

Since this integral does not converge to ̣̣ finite limit, $E(X)$ does not exist.
6.2. Expectation of a Function of a Random Variable. Consider a r.v. $X$ with p.d.f. (p:m.f.) $f(x)$ and distribution function $F(x)$. If $g($.$) is a function such$ that $g(X)$ is a r.v. and $E[g(X)]$ exists (i.e., is defined), then

$$
\begin{align*}
E[g(X)]=\int_{-\infty}^{\infty} g(x) d F(x) & =\int_{-\infty}^{\infty} g(x) f(x) d x \\
& =\sum_{x}^{\infty} \operatorname{g}(x) f(x)
\end{align*}
$$

(For contınuous r.v.)
(For discrete r.v.)
By definition, the expectation of $Y=g(X)$ is

$$
\begin{align*}
E[g(X)] & =E_{1}(Y)=\int_{Y} y \cdot d H_{Y}(y)=\int y h(y) d y \\
\text { or } \quad E \cdot(Y) & =\sum_{y} y h(y)^{u}
\end{align*}
$$

where $H_{Y}(y)$ is the distribution function of $Y$ and $h(y)$ is p.d,f, of $Y$.
[The proof of equivalence of (6.3) and (6.4) is beyond the scope of the book.]
This result extends into higher dimensions. If $X$ and $Y$ have a joint p.d.f. $f(x, y)$ and $Z=h(x, y)$ is a random variable for some function $h$ and if $E(Z)$ exists, then
or

$$
\begin{align*}
& E(Z)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x, y) f(x, y) d x d y  \tag{6•5}\\
& E(Z)=\sum_{x} \sum_{y}^{-\infty} h(x, y) f(x, y) \tag{a}
\end{align*}
$$

Particular Cases. 1. If we take $g(X)=X^{\prime}, r$ being a positive integer, in (6.3) we get :

$$
\begin{equation*}
E\left(X^{\prime}\right)=\int_{-\infty}^{\infty} x^{r} \cdot f(x) d x \tag{6•5b}
\end{equation*}
$$

which is defined as $\mu_{r}{ }^{\prime}$, the $r$ th moment (about origin) of the probability distribution.

Thus $\mu_{r}^{\prime}$ (about origin $)=E\left(X^{r}\right)$. In particular
$\mu_{1}^{\prime}($ about origin $)=E(X)$ and $\mu_{2}^{\prime}($ about origin' $)=E\left(X^{\prime}\right)^{\prime}$.

Hence Mean $=\bar{x}=\mu_{1}{ }^{\prime}($ about origin $)=E(X)$
and

$$
\begin{equation*}
\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=E\left(X^{2}\right)-\left\{\left.\dot{E}(X)\right|^{2}\right. \tag{6•6}
\end{equation*}
$$

2. If $g(X)=[X-E(X)]=\left(X-{ }^{\prime \prime}\right)^{\prime}$, then fron: (6.3) we get:
$E[X-E(X)]^{\prime}=\int_{-\infty}^{\infty}[x-E(X)]^{\prime} f(x) d x=\int_{-\infty}^{\infty}(x-\bar{x})^{\prime} f(x) d x$
which is $\mu_{r}$, the $r$ th moment about mean.
In particular, if $r=2$, we get

$$
\begin{equation*}
\mu_{2}=E\left[X-\bar{E}^{\prime}(X)\right]^{2}=\int_{-\infty}^{\infty}(x-\bar{x})^{2} r(x) d x \tag{6•8}
\end{equation*}
$$

Formulae ( $6.6 a$ ) and (6.8) give the variance of the probability distribution of a r.v. $X$ in terms of expectation.
3. Taking $g(x)=$ constant $=c$ say in (6.3) we get

$$
\begin{gather*}
E(c) \equiv \int_{-\infty}^{\infty} c \cdot f(x) d x=c \int_{\cdot}^{\infty} f(x) d x=c  \tag{6.9}\\
E(c)=c \tag{6•9a}
\end{gather*}
$$

Remark. The corresponding results for a discrete r.v. $X$ can be obtained on replacing integration by summation ( $\Sigma$ ) over the given range of the variable $X$ in the formulae (6.5) to (6.9).

In the following sections, we shall establish some more results on Expectation in the form of theorems, for continuous r.v.'s only. The corresponding results for discrete r.v.'s can be obtained similarly on replacing integration by summation ( $\Sigma$ ) over the given range of the variable $X$ and are left as an exercise to the reader.
6.3. Addition 'Theorem of Expectation

Theorem 6:1. If $X$ and $Y$ are random variables then

$$
\begin{equation*}
E(X+Y)=E(X)+E(Y), \tag{6•10}
\end{equation*}
$$

provided all the expectations exist.
Proof. Let $X$ and $Y$ be continuous r.v.'s with joint p.d.f. $f_{X, Y}(x, y)$ and - marginal p.d.f's $f_{X}(x)$ and $f_{Y}(y)$ respectively. Then by definition :

$$
\begin{align*}
E(X) & =\int_{-\infty}^{\infty} x f_{X}(x) d x  \tag{6•11}\\
E(Y) & =\int_{-\infty}^{\infty} y f_{Y}(y) d y \\
E(X+Y) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(x+y) f_{X Y}(x, y) d x d y \tag{6•12}
\end{align*}
$$

$$
\begin{aligned}
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdot x f_{X Y}\left(x_{2}, y\right) d x, d y \\
& +\int_{F^{\infty}}^{\infty} \int_{-\infty}^{\infty} y f_{X Y}(x ; \dot{y}) d x d y \\
& =\int_{-\infty}^{\infty} x\left[\int_{-\infty}^{\infty} f_{X Y}(x, y) d y\right] d x_{1} \\
& +\int_{-\infty}^{\infty} y\left[\int_{-\infty}^{\infty} f_{X Y}(x, y) d x\right] d y \\
& =\int_{-\infty}^{\infty} x f_{X}(x) d x+\int_{-\infty}^{\infty} y f_{Y}(y) d y \\
& =E(X)+E(Y) \\
& \text { [On using (6.11) and (6.12)] }
\end{aligned}
$$

The result in $(6 \cdot 10)$ can be extended to $n$ vạiriables as given below .
Theorem 6-1(a). The mathematical expectation of the sum of $n$ rindom variables is equal to the sum of their expectations, provided all the expectitionsexist.

$$
\text { Symbolically, if } X_{1}, X_{2}, \ldots, X_{n} \text { are random variables then }
$$

$$
E\left(X_{1}+X_{2}+\ldots+X_{n}\right)=E\left(X_{1}\right)+E\left(X_{2}\right)+\ldots+E\left(X_{n}\right)
$$

or

$$
\begin{equation*}
E\binom{\sum_{i=1}^{n} X_{i}}{X_{i}}^{\prime}=\sum_{i=1}^{n} E\left(\dot{X}_{i}\right), \tag{6•13a}
\end{equation*}
$$

if all the expectations exist.
Proof. Using ( $6 \cdot 10$ ), for two r.v.'s $X_{1}$ and $X_{2}$ we get :

$$
\begin{equation*}
E\left(X_{1}+X_{2}\right)=E\left(X_{1}\right)+E\left(X_{2}\right) \tag{*}
\end{equation*}
$$

$\Rightarrow \quad(6 \cdot 13)$ is true for $n=2$.
Let us now suppose that (6.13) is true for $n=r$ (say), so that

$$
\begin{align*}
E\left(\sum_{i=1}^{\prime} X_{i}\right) & =\sum_{i=1}^{\prime} E\left(X_{i}\right)  \tag{6•14}\\
E\left(\sum_{i=1}^{r+13} X_{i}\right) & =\dot{E}\left[\sum_{i=1}^{\prime} X_{i}+X_{r+1}\right] \\
& =E\left(\sum_{i=1}^{i} X_{i}\right)+E\left(X_{r+1}\right)  \tag{6•10}\\
& =\sum_{i=1}^{\prime} E\left(X_{i}\right)+E\left(X_{r+1}\right)  \tag{6•14}\\
& =\sum_{i=1}^{r+1} E\left(X_{i}\right)
\end{align*}
$$

Hence if $(6 \cdot 13)^{4}$ is true for $n=r$, it is also. true for $n=r+1$. But we have proved in (*) above that (6.13) is. true for $\boldsymbol{n}=2$. Hence it is true for $n=2+1=3 ; n=3+1=4 ; \ldots$ and so on. Hence by the principle of mathemati-
cal Introduction ( $6 \cdot 13$ ) is truc for all positive integral values of $n$.
6.4. Multiplication Theorem of Expectation

Theorem 6.2. If $X$ and $Y$ are independent random variables, then

$$
\begin{equation*}
E(X Y)=E_{i}(X) \cdot E_{i}(Y) \tag{6•15}
\end{equation*}
$$

Proof. Proceeding as in Theorem6:1, we have :

$$
\begin{aligned}
E(X, Y) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x y f_{X Y}(x, y) d x d y \\
& \left.=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x y f_{X}(x) f_{Y} y\right) d x d y \\
& \left.=\int_{-\infty}^{\infty} x_{1} f_{X i} \cdot x\right) d x \int_{-\infty}^{\infty} y f_{Y}(y) d y \\
& =E(X) \cdot E \cdot(Y),-\quad[U \operatorname{since} X \text { and } Y \text { are independent] }(6 \cdot 11) \text { and }(6 \cdot 12)]
\end{aligned}
$$

provided $X$ and $Y$ are independent.
Generalisation to n-variables.
Theorem 6.2(a). The mathematical expectation of the product of a number of independent random variables is equal to the product of their expectations. Symbolically, if $X_{1}, X_{2}, \ldots, X_{n}$ are $n$ independent random variables, then

$$
\left.\begin{array}{rl}
E\left(X_{1} X_{2} \ldots X_{n}\right) & =E\left(X_{1}\right) E\left(X_{2}\right) \ldots E\left(X_{n}\right)  \tag{6•16}\\
E\left(\prod_{i=1}^{n} X_{i}\right) & =\prod_{i=1}^{n} E\left(X_{i}\right)
\end{array}\right\}
$$

provided all the expectations exist.
Proof. Using (6-15), for two independent random variables $X_{i}$ and $X_{2}$, we get:

$$
\begin{array}{ll} 
& E\left(X_{1} X_{2}\right)=E\left(X_{1}\right) E\left(X_{2}\right) \\
\Rightarrow \quad & (6 \cdot 16) \text { is true for } n=2 \tag{*}
\end{array}
$$

Let us now suppose that $(6 \cdot 16)$ is true for $n=r$, (say) so that :

$$
\begin{align*}
E\left(\begin{array}{c}
\left.\prod_{i=1}^{r} X_{i}\right)
\end{array}\right. & =\prod_{i=1}^{r} E\left(X_{i}\right) \\
E\left(\prod_{i=1}^{r+1} X_{i}\right) & =E\left(\prod_{i=1}^{r} X_{i} \times X_{r+1}\right) \\
& =E\left(\prod_{i=1}^{r} X_{i}\right) E\left(X_{r+1}\right)  \tag{6.15}\\
& =\prod_{i=1}^{r}\left(E X_{i}\right) E\left(X_{r+1}\right)  \tag{6•17}\\
& =\prod_{i=1}^{r+1}\left(E X_{i}\right)^{l}
\end{align*}
$$

Hence if (6-16) is true for $n=r$, it is also tíue fori $n=r+1$. Hencè using (*), by the principle of mathematical induction we conclude that ( $6 \cdot 16$ ) is true for all poṣitive integral values of $n$.

Theorem 6.3. If $X$ is a random, variable and ' $a$ ' is constant, then
(i) $E[a \Psi(X)]=a E[\Psi(X)]$
(ii) $E[\Psi(X)+a]=E[\Psi(X)]+a$,
where $\Psi(X)$, a funciion of $X$, is a r.v. and all the expectations exist.
Proof.
(i) $E[\dot{a} \Psi(X)]=\int_{-\infty} a \Psi(x) \cdot f(x) d x=a \int_{-\infty}^{t} \bar{\Psi}(x) f(x) d x=a E[\Psi(X)]$ $\infty$
(ii) $E[\Psi(X)+a]=\int_{-\infty}^{1}[\underset{r}{\Psi}(x)+a] f(x) d x$

$$
=\int_{-\infty}^{\infty} \Psi(x) f(x) d x+a+i \int_{-\infty}^{\infty} f(x) d x
$$

Cor. (i) If $\Psi(X)=X$, then

$$
\begin{equation*}
E(a X)=a E(X) \text { and } E(X+a)=E(X)+a \tag{6•}
\end{equation*}
$$

(ii) If $\Psi(X)=1$; then $E(a)=a$.

Theroem 6.4. If $X$ is a randọm variable and $a$ and $b$ are constants, then

$$
\begin{equation*}
E(a X+b)=a E(X)+b \tag{6•22}
\end{equation*}
$$

provided all the expectations exist.

Proof. By definition, we have:

$$
\begin{aligned}
E\left(a X_{1}+b\right) & =\int_{-\infty}^{\infty}(a x++b) f(x) d x_{l} \\
& =a \int_{-\infty}^{\infty} x^{+} f(x)^{\prime} d x^{+}+b \int_{-\infty}^{\infty} f(x) d x \\
& =a^{+} \dot{E}(X)+b
\end{aligned}
$$

Cor. ${ }^{1}$. If $b=0$, then we get

$$
\begin{equation*}
E^{\prime}(a X)=a \cdot E(X) \tag{6-22a}
\end{equation*}
$$

Cor. 2. Taking $a=1, b=-\dot{\bar{X}}=-E(X)$, we get

$$
E(X-\bar{X})=0
$$

Remark. If we write,
then

$$
\begin{gather*}
\underline{g \cdot(X)}=a X+b \\
g[\underline{(X)}]=a E(X)+b \tag{6-23a}
\end{gather*}
$$

Hence from (6.22) and ( $6 \cdot 23 a$ ) we get

$$
\begin{equation*}
E[g(X)]=g[E(X)] \tag{6:24}
\end{equation*}
$$

Now (6-23) and (6-24) imply that expectation of a linear function is the same linear function of the expectation. The result, however, is not true if $g(\cdot)$ is not linear. For instance

$$
\begin{array}{ll}
E(1 / X) \neq(1 / E X) ; & E\left(X^{\frac{1}{2}}\right) \neq[E(X)]^{\frac{1}{2}} \\
E[\log (X) \neq \log [E(X)] ; & E\left(X^{2}\right) \neq[E(X)]^{2}
\end{array}
$$

since all the functions stated, above are non-linear. As an illustration, let us consider a random varible $X$ which assumes only two values +1 and -1 , each with equal probability $\frac{1}{2}$. Then
and

$$
E(X)=1 \times \frac{1}{2}+(-1) \times \frac{1}{2}=0
$$

$$
E\left(X^{2}\right)=1^{2} \times \frac{1}{2}+(-1)^{2} \times \frac{1}{2}=1
$$

Thus

$$
E\left(X^{2}\right) \neq[E(X)]^{2}
$$

For a non-linear function $g(X)$, it is difficult to obtain expressions for $E[g(X)]$ in terms of $g[E(X)]$, say, for $E[\log (X)]$ or $E\left(X^{2}\right)$ in terms of $\log [E(X)]$ or $[E(X)]^{2}$. However, some results in the form of inequalities between $E[g(X)]$ and $g[E(X)]$ are available, as discussed in Theorem 6:12 (Jenson's Inequality) page $6 \cdot 15$.

### 6.5. Expectation of a Linear Combiriation of Random Variables

Let $X_{1}, X_{2}, \ldots, X_{n}$ be any $n$ random variables and if $a_{1}, a_{2}, \cdots!, a_{n}$ are any $n$ constants, then

$$
\begin{equation*}
E\left(\sum_{i=1}^{n} a_{i} X_{i}\right)=\sum_{i=1}^{n} a_{i} E\left(X_{i}\right) \tag{6-25}
\end{equation*}
$$

provided all the expectations exist. '
Proof. The result is obvious from (6-13) and a (6:20) .
Theorem 6.5 (a). If $X \geq 0$ then $E(X) \geq 0$.
Proof. If $X$ is a continuous'random variable s.t: $X \geq 0$ then

$$
E(X)=\int_{-\infty}^{\infty} x \cdot p(x) \cdot d x=\int_{0}^{\infty} x \cdot p(\cdot x) d x>0
$$

$$
[\because \text { If } X \geq 0, p(x)=0 \text { for } x<?]
$$

provided the expectation exists.
Theorem 6.5 (b). Let $X$ and $Y$ be two random variables such that $Y \leq X$ then $E(Y) \leq E(X)$.
provided the expectations exist.
Proof. Since $Y \leq X$, we have the r.v.

|  | $Y-X$ | $\leq 0$ | $\Rightarrow$ | $X-\dot{Y} \geq 0$ |
| ---: | ---: | ---: | ---: | :--- |
| Hence | $E(X-Y)$ | $\geq 0$ | $\Rightarrow$ | $E(X)-E(Y) \geq$ |
| $\Rightarrow$ | $E(X)$ | $\geq E(Y)$ | $\Rightarrow$ |  |
| $\Rightarrow$ |  |  | $E(Y) \leq$ | $\leq(X)$, |

as desired.
Theorem 6.6. $|E(X)| \leq E|X|$,
provided the expectations exist.
Proof. Since $X \leq|X| X$, we have by Theorem 6.5(b) $E(X) \leq \bar{E}|X|$
Again since $-\dot{X} \leq|X|$, we have by Theorem 6.5'(b)

$$
\Rightarrow \quad \begin{align*}
& E(-X) \leq E|\cdot X| \\
& \Rightarrow \quad-E(X) \leq E|X| \tag{**}
\end{align*}
$$

From (*) and (**), we get the desired result $|E(X)| \leq E|X|$.
Theorem 6.7. If $\mu_{r}^{\prime}$ exists, then $\mu_{s}^{\prime}$ exists for all $1 \leq s \leq r$.
Mathematically, if $E\left(X^{\prime}\right)$ exists, then $E\left(X^{y}\right)$ exists for all $1 \leq s \leq r$, i.e.,

$$
\begin{equation*}
E\left(X^{\eta}\right)<\infty \Rightarrow E\left(X^{y}\right)<\infty \quad \forall \quad 1 \leq s \leq r \tag{6•27}
\end{equation*}
$$

$$
\text { Proof. } \begin{aligned}
\int_{-\infty}^{\infty} \mid x y^{s} d F(x)= & \int_{-1}^{1}|\cdot x|^{s} d F(x) \\
& +\int_{|x|>1}|x|^{s} d F(x)
\end{aligned}
$$

If $s<r$, then $|x|^{s}<|x|^{r}$ for $|x|>1$.

$$
\begin{array}{r}
\therefore \int_{-\infty}^{\infty}|x|^{s} d F(x) \leq \int_{-1}^{1}|x|^{s} d F(x)+\int_{|x|>1}|x|^{r} d F(x) \\
\\
\leq \int_{-1}^{1} d F(x)+\int_{|x|>1}|x|^{r} d F(x)
\end{array}
$$

since for $-1<x<1,|x|^{3}<1$.

$$
\begin{array}{ll}
\therefore & \int_{-\infty}^{\infty}|x|^{s} d F(x) \leq 1+E|X|^{r}<\infty \\
\Rightarrow & E\left(x^{s}\right) \text { exists } \forall 1 \leq s \leq r
\end{array} \quad\left[\because E\left(X^{\prime}\right) \text { exists }\right] ~ \$ \quad l
$$

Remark. The above theorem states that if the moments of a specified order exist, then all the lower ordermoments automatically exist. However, the converse is not true, i.e., we may have distnbutions for which all the moments of a specified order exist but no higher order moments exiist. For example, for the r.v. with p.d.f.

$$
\begin{aligned}
p(x) & =2 / x^{3} ; \\
& =0 \quad x \geq 1 \\
& ; x<1
\end{aligned}
$$

we have :

$$
E(X)=\int_{1}^{\infty} x p(x) d x=2 \int_{1}^{\infty} x^{-2} d x=\left|\left(\frac{-2}{x}\right)\right|_{1}^{\infty}=2
$$

$$
E\left(X^{2}\right)=\int_{1}^{\infty} x^{2} p(x) d x=2 \int_{1}^{\infty} \frac{1}{x} y d x=\infty
$$

Thus for the above distribution, 1st order moment (mean) exists but 2nd order moment (variance) does not exist.

As another illustration, consider a r.v. $X$ with p.d.f.

$$
\begin{aligned}
p(x) & =\frac{(r+1) a^{i+1}}{(x+a)^{r+2}} ; x \geq 0 . ; a>0 \\
\mu_{r}^{\prime} & =E\left(\left(\hat{X}^{r}\right)=(r+1) \dot{a}^{r+1} \int_{0}^{\infty} \frac{x^{r}}{(x+a)^{r+2}} d x\right.
\end{aligned}
$$

Put $x=a y$ and using Beta integral :

$$
\int_{0}^{\infty} \frac{x^{m-1}}{(1+x)^{1 m+n}}=\beta(m, n),
$$

we shall get on simplifification :
1

$$
\mu_{r}^{\prime}=(r+1) a^{\prime} \cdot \beta(r+1,1)=a^{\prime}
$$

However,

$$
\mu_{r+1}^{\prime}=E\left(X^{r+1}\right)=(r+1) a^{r+1} \int_{0}^{\infty} \frac{x^{r+1}}{(x+a)^{r+2}} d x_{n} \rightarrow \infty,
$$

as the intergal is not cọnvergent. Hence in this case only the moments up to rth ruer exist and higher order moments do not exist.

Theorem 6.8. If $X$ is a random variable, then

$$
\begin{equation*}
V(a X+b \mid)=a^{2} V(X) \tag{6-28}
\end{equation*}
$$

where $a$ and $b$ are constants.
Proof. Let $Y=a X+b$
Then $\quad E(Y)=a E(X)+b$
$\therefore \quad Y-E(Y)=a\{X-E(X)\}$
Squaring and taking expectation of both sides, we get

$$
E\left\{Y-\left.E(Y)\right|^{2}=a^{2} E \mid X-E(X)\right\}^{2}
$$

$\Rightarrow \quad V(Y)=a^{2} V(X) \quad \Rightarrow \quad V(a X+b)=a^{2} V(X)$,
where $V(X)$ is written for variance of $X$.
Cor. (i) If $b=0$, then $V(a X)=a^{2} V(X)$
$\Rightarrow$ Variance is not independent of change of scalc .
(ii) If $a=0$, then $V(b)=0$
$\Rightarrow$ Variance of a constant in zero.
(iii) If $a=1$, then $V(X+b)=V(X)$
$\Rightarrow$ Variance is independent of change of origin.
6.6. Covariance:' If $X$ and $Y$ are two random variables, then covariance between them is defined as

$$
\begin{align*}
\operatorname{Cov}(X, Y) & =E[\{X-E(X)\}\{Y-E(Y)\}]  \tag{6•29}\\
& =E[X Y-X E(Y)-Y E(X)+E(X) E(Y)] \\
& =E(X Y)-E(Y) E(X)-E(X) E(Y)+E(X) E(Y) \\
& =E(X Y)-E(X) E(Y) \tag{6.29a}
\end{align*}
$$

If $X$ and $Y$ are independent then $E(X Y)=E(X) E(Y)$ and hence in this case

$$
\begin{equation*}
\operatorname{Cov}(X, Y)=E(X) E(Y)-E(X) E(Y)=0 \tag{6.29b}
\end{equation*}
$$

Remarks. 1. $\operatorname{Cov}(a X, b Y)=E[\{a X-E(a X)\}\{b Y-E(b Y)\}]$

$$
\begin{align*}
& =E[a\{X-E(X)\} b\{Y-E(Y)\}] \\
& =a b E[\{X-E(X)\}\{Y-E(Y)\}] \\
& =a b \operatorname{Cov}(X, Y)
\end{align*}
$$

2. $\quad \operatorname{Cov}(X+a, Y+b)=\operatorname{Cov}(X, Y)$
3. $\operatorname{Cov}\left(\frac{X-\bar{X}}{\sigma_{X}}, \frac{Y-\bar{Y}}{\sigma_{Y}}\right)=\frac{1^{\prime}}{\sigma_{X} \sigma_{Y}} \operatorname{Cov}(X, Y)$
4. Similarly, we shall get :

$$
\begin{align*}
\operatorname{Cov}(a X+b, c Y+d) & =a c \operatorname{Cov}(X, Y) \\
\operatorname{Cov}(X+Y, Z) & =\operatorname{Cov}(X, Z)+\operatorname{Cov}(Y, Z)  \tag{6.30d}\\
\operatorname{Cov}(a X+b Y, c X+d Y) & =a c \sigma_{X}{ }^{2}+b d \sigma_{Y}{ }^{2}+(a d+b c) \operatorname{Cov}(X, Y)
\end{align*}
$$

If $X$ and $Y$ are independent, $\operatorname{Cov}(X, Y)=0$ : [c.f. (6.29b)]
However, the converse is not true.
(For details see Theorem 10.2)
6.6.1. Correlation Ciefficient. Thë correlation coefficient ( $\rho_{X Y}$ ), between the variables $X$ and $Y^{\prime}$ is defined as:

$$
\begin{equation*}
\rho_{X Y}=\text { Correlation Coèfficient }(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}} \tag{6.30f}
\end{equation*}
$$

For detailed discussion on.correlation coefficient, see Chapter 10.
6.7. Variance of a Linear Combination of Random Variables

Theorem 6.9. Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ ràndom variables then

$$
\begin{equation*}
V\left[\sum_{i=1}^{n} a_{i} X_{i}\right]^{i}=\sum_{i=1}^{n} a_{i}^{2} V\left(X_{i}\right)+2 \sum_{i=1}^{n} \sum_{i<j}^{n} a_{i} a_{j} \operatorname{Cov}\left(X_{i}, \dot{X}_{j}\right) \tag{f}
\end{equation*}
$$

Proof. Let $U=a_{1} X_{1}+a_{2} X_{2}+\ldots+a_{n} X_{n}$

$$
\begin{array}{lc}
\therefore & E(U)=a_{1} E\left(X_{1}\right)+a_{2} E\left(X_{2}\right)+\ldots+a_{n} E\left(X_{n}\right) \\
\therefore & U-E(U)=a_{1}\left[X_{1}-E\left(X_{1}\right)\right]+a_{2}\left[\dot{X}_{2}-E\left(X_{2}\right)\right]+\ldots+a_{n}\left[X_{n}-E\left(X_{n}\right)\right]
\end{array}
$$

Squaring and taking expectation of both sides, we get

$$
\begin{aligned}
& E[U-E(U)]^{2}=a_{1}^{2} E\left[X_{1}-E\left(X_{1}\right)\right]^{2}+a_{2}^{2} E\left[X_{2}-E\left(X_{2}\right)\right]^{2}+\ldots \\
& +a_{n}^{2} E\left[X_{n}-E\left(X_{n}\right)\right]^{2} \\
& +2 \sum_{i=1}^{n} \sum_{i=1}^{n} a_{i} a_{j} E\left[\left\{X_{i}-E\left(X_{i}\right) \cdot\right\}\left\{X_{j}-E\left(X_{j}\right)\right\}\right] \\
& \Rightarrow \quad V(U)=a_{1}^{2} V\left(X_{1}\right)+a_{2}^{2} V\left(X_{2}\right)+\ldots+a_{n}^{2} V\left(X_{n}\right) \\
& +2 \sum_{\substack{i=1 \\
i<j}}^{n} \sum_{j=1}^{n} a_{i} \ddot{a}_{j} \operatorname{Cov}\left(X_{i}, X_{i}\right) \\
& \Rightarrow V\left[\sum_{i=1}^{n} a_{i} X_{i}\right]=\sum_{i=1}^{n} a_{i}^{2} V\left(X_{i}\right)+2 \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} \operatorname{Cov}\left(X_{i}, X_{j}\right)
\end{aligned}
$$

Remarks. 1. If $a_{i}=1 ; i=1,2, \ldots, n$ then
$V\left(X_{1}+X_{2}+\ldots+X_{n}\right)=V\left(X_{1}\right)+V\left(X_{2}\right)+\ldots+V\left(X_{n}\right)$

$$
+2 \sum_{\substack{i=1 \\ i<j}}^{n} \sum_{i=1}^{n} \operatorname{Cov}\left(X_{i}, X_{j}\right)
$$

2. If $X_{1}, X_{2}, \ldots, X_{n}$ are independent (pairwise) then $\operatorname{Cov}\left(X_{i}, X_{j}\right)=0,(i \neq j)$. Thus from (6.31) and ( $6 \cdot 31 a$ ), we get

$$
\left.\begin{array}{l}
. V\left(a_{1} X_{1}+a_{2} X_{2}+\ldots+a_{n} X_{n}\right)=a_{1}^{2} V\left(X_{1}\right)+a_{2}^{2} V\left(X_{2}\right)+\ldots+a_{n}^{2} V\left(X_{n}\right) \\
\text { and } V\left(X_{1}+X_{2}+\ldots+X_{n}^{\prime}\right)=V\left(X_{1}\right)+V\left(X_{2}\right)+\ldots+V\left(X_{n}\right)
\end{array}\right\}
$$

3. If $a_{1}=1=a_{2}$ and $a_{3}=a_{4}=\ldots=a_{n}=0$, then from (6.31), we get

$$
V\left(X_{1}+X_{2}\right)=V\left(X_{1}\right)+V\left(X_{2}\right)+2 \operatorname{Cov}\left(X_{1}, X_{2}\right)
$$

Again if $a_{1}=1, a_{2}=-1$ and $a_{3}=a_{4}=\ldots=a_{n}=0$, then

$$
V\left(X_{1}-X_{2}\right)=V\left(\dot{X_{1}}\right)+V\left(X_{2}\right)-2 \operatorname{Cov}\left(X_{1}, X_{2}\right)
$$

Thus we have

$$
V\left(X_{1} \pm X_{2}\right)=V\left(X_{1}\right)+V\left(X_{2}\right) \pm 2 \operatorname{Cov}\left(X_{1}, X_{2}\right)
$$

If $X_{1}$ and $X_{2}$ are independent, then $\operatorname{Cov}\left(X_{1}, X_{2}\right)=0$ and we get

$$
\begin{equation*}
V\left(X_{1} \pm X_{2}\right)=V\left(X_{i}\right)+V_{1}\left(X_{2}\right) \tag{6•31d}
\end{equation*}
$$

Theorem 6.10. If $X$ and $Y$ are independent random variables then

$$
\begin{equation*}
E[h(X) \cdot k(Y)]=E[h(X)] E[k(Y)] \tag{6•32}
\end{equation*}
$$

where $h(\cdot)$ is a function of $X$ alone and $k(\cdot)$ is a function of $Y$ alone, provided expectations on both sides exist.

Proof. bet $f_{X}(x$.$) and, g^{\prime}\left(y^{\prime}\right)$ be the marginal p.d.f.'s of $X$ and $Y$ respectively. Since $X$ and $Y$ are independent, their joint p.d.f. $f_{X Y}(x, y)$ is given by

$$
\begin{equation*}
f_{X Y}(x, y)=f_{X}(x) f_{Y}(y) \tag{*}
\end{equation*}
$$

By definition, for continuous r.v.'s

$$
\begin{aligned}
E[h(X) \cdot k(Y)]^{\prime} & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x) k(y) f(\mid x, y) d x d y \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x) k(y) f(x) g(y) d x d y
\end{aligned}
$$

[From (*)]
Since $E[h(X) k(Y)]$ exists, the integral on the right hand side is absolutely convergent and hence by Fubini's theorem for integrable, functions we can change the order of integration to get

$$
\begin{aligned}
E\left[h^{\prime}(X){ }^{\prime} k_{1}(Y)\right] & =\left[\int_{-\infty}^{\infty} h(x)_{1}^{\prime} f(x) d x\right]\left[\int_{-\infty}^{\infty} k(y) g(y) d y\right] \\
& =E[h(X)] \cdot E[k(Y)]
\end{aligned}
$$

as desired.
Remark. The result can be proved for discrete random variables $X$ and $Y$ on replacing integration by summation oyer the given range of $X$ and $Y$.

Theorem 6.11. Cauchy-Schwartz Inequality. If $X$ and $Y$ are random variables taking real values, then

$$
\begin{equation*}
[E(X Y)]^{2} \leq E\left(X^{2}\right) \cdot E\left(Y^{2}\right) \tag{6.33}
\end{equation*}
$$

Proof. Let us consider a real valued function of the real variable $t$, defined by

$$
Z(t)=E(X+t Y)^{2}
$$

-which is always non-negative, since $(X+t Y)^{2} \geq 0$, for all real $X ; Y$ and $t$.
Thus

$$
\text { Thus } \quad \begin{align*}
Z(t) & =E\left(X+t \dot{Y}^{2} \geq 0 \quad \forall\right. \\
\Rightarrow \quad Z(t) & =E\left[X^{2}+2 t X Y+t^{2} Y^{2}\right] \\
& =E\left(X^{2}\right) \pm 2 t . E(X Y)+t^{2} E\left(Y^{2}\right) \geq 0, \text { for all } t \tag{*}
\end{align*}
$$

Obviously, $Z(t)$ is a quadratic expression in ' $t$ '.
We know that the quadratic expression of the form :

$\Psi(t)=A t^{2}+B t+C \geq 0$ for all $t$, impliés that the graph of the function $\Psi(t)$ either touches the $t$-axis at only one point or not at all, as exhibited in the diagrams.
${ }^{`}$ This is equivalent to saying that the discriminant of the function $\Psi(t), v i z$, $B^{2}-4 A C \leq 0$, since the condition $B^{2}-4 A C>0$ implies that the function $\Psi(t)$ has two distinct real roots which is a contradiction to the fact that $\Psi(t)$ meets the $t$-axis either at only one point or not at all. Using this result, we get from (*),

$$
\begin{array}{ll} 
& 4 \cdot[\cdot E(X Y)]^{2}-4 \cdot E\left(X^{2}\right) \cdot E\left(Y^{2}\right) \leq 0 \\
\Rightarrow & {[E \cdot(X Y)]^{2} \leq E\left(X^{2}\right) \cdot E\left(Y^{2}\right)}
\end{array}
$$

Remarks. 1. The sign of equality holds in (6.33) or (*) iff

$$
\begin{align*}
& \quad E(X+t Y)^{2}=0 \quad \forall t \Rightarrow P\left[(X+t Y)^{2}=0\right]=1, \\
& \Rightarrow P[X+t Y=0]=1 \quad \Rightarrow P\left|Y=-\frac{X}{t}\right|=1 \\
& \Rightarrow P[Y=A X]=1
\end{align*}
$$

2. If the r.v. $X$ takes the real values $x_{1}^{\prime}, x_{2}, \ldots, \dot{x}_{n}$ and $\dot{f}$..v.' $Y$ takes the real values $y_{1}, y_{2}, \ldots, y_{n}^{\prime}$ then Cauchy-Schwartz inequality implies:

$$
\begin{aligned}
& \left(\begin{array}{ll}
\frac{1}{n} & \sum_{i=1}^{n} x_{i} y_{i}
\end{array}\right)^{2} \leq\left(\begin{array}{ll}
\frac{1}{n} & \sum_{i=1}^{n} x_{i}^{2}
\end{array}\right) \cdot\left(\begin{array}{ccc}
1 & -\sum_{i=1}^{n} & y_{i}^{i} \\
n_{i}
\end{array}\right) \\
\Rightarrow \quad & \left(\sum_{i=1}^{n} x_{i} y_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} x_{i}{ }^{2}\right) \cdot\left(\begin{array}{c}
\sum_{i=1}^{n} y_{i}{ }^{2}
\end{array}\right),
\end{aligned}
$$

the sign of equality bolding if and only if:

$$
\frac{x_{i}}{y_{i}}=\text { constant }=k,(\text { say }) \text { for all } i=1,2, \ldots, n
$$

i.e. iff

$$
-\frac{x_{1}}{y_{1}}=\frac{x_{2}}{y_{2}}=\therefore=\frac{x_{n}}{y_{n}}=k ; \text { (say). }
$$

3. Replácing $X$ by $|X-E(X)|=\left|X-\mu_{x}\right|$ and taking $Y=1$ in ( 6.33 ;
we get

$$
\begin{align*}
& {\left[{ }^{[ } E\left|X-\mu_{x}\right|\right]^{2}=\dot{E}\left|\dot{X}-\mu_{x}\right|^{2} . E(1)} \\
& \Rightarrow \quad[\text { Mean Deviation about mean }]^{2} \leq \text { Variànce }(X) \\
& \Rightarrow \quad M . D . \leq S . D .{ }^{\prime}{ }^{*} S . D . \geq M: D . \tag{6.33a}
\end{align*}
$$

- 6.7. Jenson's Inequality

Continuous Convex Function. (Definition). A continuous function $g(x)$ on the interval $I s$ convex if for every $x_{1}$ and $x_{2},\left(x_{1}+x_{2}\right) / 2 \in I$, we have

$$
\begin{equation*}
g\left(\frac{x_{1}+x_{2}}{2}\right) \leq \frac{1}{2} g\left(x_{1}\right)+\frac{1}{2} g\left(x_{2}\right) \tag{6•34}
\end{equation*}
$$

Remarks. 1. If $x_{1}, x_{1} \in I$, then $\left(x_{1}+x_{2}\right) / 2 \in I$.
2. Sometimes ( $6: 34$ ) is replaced by the stronger condition : ${ }^{\prime}$

For $x_{1}, \dot{x}_{2} \in I$,

$$
\begin{equation*}
g\left[\lambda x_{1}+(1-\lambda) x_{2}\right] \leq \lambda g\left(x_{1}\right)+(1-\dot{\lambda}) g\left(x_{2}\right) ; 0 \leq \lambda \leq 1 \tag{6.35}
\end{equation*}
$$

(6.34) and (6.35) agree at $\lambda=\frac{1}{2}$.
3. If we do not assume the continuity of $g(x)$, then ( $6 \cdot 35$ ) is required to define convexity. There are certain 'no.7-measurable' non-constant functions $g($.$) satis-$ fying (6.34) but not (6.35). If $g(\cdot)$ is measurable, then (6.34) and (6.35) are equivalent.
4. A fünction satisfying (6.35) ì continuous ex́cept possibly at the end points of the interval $l$ (if it has end points).
5. If $\dot{g}$ is twice differentiable, i.e., $8^{\prime \prime \prime}(x)$ exists for $X \in$ [interior of $\left.I\right]$, and $g^{\prime \prime}(x) \geq 0$ for such $x$, then $g$ is convex on the interior points.
6. For any point $x_{o}$ interior to $I, \exists$ a straight line $y=a x+b$, which passes through ( $x_{0}, g\left(x_{0}\right)$ ) and satisfies $g(x) \geq a x+b$, for all $x \in I$.

Theorem 6.12. (Jenson's Inequality). If $g$ is continuous and convex function on. the interval 1 , and $X$ is a random variable whose values are in I with probability 1, then

$$
\begin{equation*}
E[g(X)] \geq g[E(X)] \tag{6•36}
\end{equation*}
$$

provided the expectations exist.
Proof. First of all we shali show that $E(X) \in I$.
The various possible cases for $I$ are :

$$
\begin{aligned}
& I=(-\infty, \infty) ; I=(a, \infty) ; I=[a, \infty) ; I=(-\infty, b) ; \\
& I=(-\infty, b], I=(a, b) \text { and variations of this. }
\end{aligned}
$$

If $E(X)$ exists, then $-\infty<E(X)<\infty$.
If $X \geq a$ almost surely (a.s.), i.e., with probability 1 , then $E(X) \geq a$.
If $X \leq b$, a.s. then $E(X) \leq b$.
Thus $E(X) \in I$. Now $E(X)$ can be either a left end or a right end point (if end points exist) of $I$ or an interior point of $I$.

Suppose I has a left eñd point ' $a$ ', i.e., $X \geq a$ and $E(X)=a$. Then $X-a \geq 0$ a.s. and $E(X-a)=0$.

Thus $P(X=a)=1 \quad$ or

$$
P[(X-a)=0)]=1 .
$$

$\therefore \quad E[g(X)]=E[g(a)]$ $[\because g(x)=g(a)$ a.s. $]$
$=g(a) \quad(\because g(a)$ is a constant $)$

$$
=g E(X)] .
$$

The result can be established similarly if $I$ has a right end point ' $b$ ' and $E(X)=b$.

Thus we are now required to establish (6.36) when $E(X)=x_{o}$, is an interior point of 1 .

Let $a x+b$ pass through the point

( $x_{0}, g\left(x_{0}\right)$ ) and let it be below $g$
[c.f. Remark 6 above].

$$
\begin{array}{rlrl}
\therefore & E[g(X)] & \geq E(a X+b)=a E(X)+b \\
& =a x_{0}+b \\
& & & g\left(x_{0}\right)=g[E(X)] \\
\Rightarrow & E[g(X)] & \left.\geq g \cdot \int(X)\right] .
\end{array}
$$

Continuous Concave Functoon. (Definition). A continuous function $g$ is concave on an interval $I$ if $(-g)$ is convex.

Corollary to Theorem 6.12. If $g$ is a continuous and concave function on the interval I and $X$ is a r.v. whose values are in I with probability $t$, then

$$
\begin{equation*}
E[g(X)] \leq \leq g[E(X)] \tag{6.37}
\end{equation*}
$$

provided the expectations exist.
Kemarks. 1. Equality holds in Theorem (6.12) and corollary (6.37) if and only if

$$
P[g(X)=a X+b]=1,
$$

for some $a$ and $b$.
2. Jenson's inequality extends to random vectors. If $I$ is a convex set in $n$-dimensional Euclidean space, i.e., the interval $I$ in theorem 6.12 is transferred to convex set, $g$ is conotinuous on $I$, (6.34) holds whenever $X_{1}$ and $X_{2}$ are any arbitrary vectors in I . The condition $g^{\prime \prime}(x) \geq 0$ for $x$ interior to $I$ implies

$$
\left.\left(\frac{\partial^{2} g(x)}{\partial x_{i} \partial x_{j}}\right)=M(x), \quad \text { (say }\right),
$$

is non-negative definite for all $x$ interior to $I$.
SOME ILLUSTRATIONS OF JENSON'S INEQUALITY

1. If $E\left(X^{2}\right)$ exists, then

$$
\begin{equation*}
E\left(X^{2}\right) \geq[E(X)]^{2}, \tag{6-38}
\end{equation*}
$$

since $g(X)=X^{2}$ is convex function of $X$ as $g^{\prime \prime}(X)=2>0$.
2. If $X>0$ a.s. i.e., $X$ assumes only positive values and $E(X)$ and $E(1 / X)$ exist then

$$
\begin{equation*}
E\left(\frac{1}{X}\right) \geq \frac{1}{E(X)} \tag{6.38a}
\end{equation*}
$$

becausc $g(X)=\frac{1}{X}$ is a convex function of $X$ since

$$
g^{\prime \prime}(X)=\frac{2}{X^{3}}>0, \text { for } X>0 .
$$

3. If $X>0$, a.s. then

$$
\begin{equation*}
E\left(X^{12}\right) \leq[E(X)]^{1 / 2}, \tag{6•38b}
\end{equation*}
$$

since $g(X)=X^{14}, X>0$ is a concave function
as $g^{\prime \prime}(X)=-\frac{1}{4} X^{-3 \prime}<0$, for $X>0$.
4. II $X^{\prime}>0$, a.s. dhen

$$
E[\log (X)] \leq \log [E(X)]
$$

provided the expectations exist, because $\log X$ is a concave function of $X$.
5. Since $g(X)=E\left(e^{c x}\right)$ is a convex function of $X$ for all $t$ and all $X$, if $E\left(e^{L x}\right)$ and $E(X)$ exist then

$$
E\left(e^{t x}\right) \geq e^{t E(n)}
$$

If

$$
\begin{aligned}
& E(X)=0, \text { then } \\
& M_{X}(t)=E\left(e^{t X}\right) \geq 1, \text { for all } t .
\end{aligned}
$$

Thus if $M_{X}(t)$ exists, then it has a lower bound 1 , provided $E(X)=0$. Further, this bound is attained at $t=0$. Thus $M_{X}(t)$ has a minimum at $t=0$.
6.7.1 ANOTHER USEFUL INEQUALITY. Let $f$ and $g$ be monotone function's on some subset of the real line and $\dot{X}$ be a r.v. whose range is in the subset almost surely (a.s.) If the expectations exist, then

$$
\begin{align*}
& E[f(X) g(X)] \geq E[f(X)] E[g(X)]  \tag{...}\\
& E[f(X) g(X)] \leq E[f(X)] \cdot E[g(X)] \tag{6•39a}
\end{align*}
$$

or
according as $f$ and $g$ are monotone in the same or in the opposite directions.
Proof. Let us consider the case when both the functions $f$ and $g$ are monotone in the same direction. Let $x$ and $y$ lie in the domain of $f$ and $g$ respectively.

If $f$ and $g$ are both monotonically increasing, then

$$
\begin{array}{cl} 
& y \geq x \Rightarrow f(y) \geq f(x) \quad \text { and } g(y) \geq g(x) \\
\Rightarrow & f(y)-f(x) \geq 0 \quad \text { and } g(y)-g(x) \geq 0 \\
\Rightarrow & {[f(y)-f(x)] \cdot[g(y)-g(x)] \geq 0} \tag{*}
\end{array}
$$

If $f$ and $g$ are both monotonically decreasing then for $y \geq x$, we have

$$
\begin{array}{llll} 
& f(y) \leq f(x) & \text { and } & g(y) \leq g(x) \\
\Rightarrow & f(y)-f(x) \leq 0 & \text { and } & g(y)-g(x) \leq 0 \\
\Rightarrow & & & {[f(y)-f(x)] \cdot[g(y)-g(x)] \geq 0} \tag{**}
\end{array}
$$

Hence if $f$ and $g$ are both monotonic in the same direction, then from (*) and (**), we get the same result, viz.,

$$
[f(y)-f(x)] \cdot\left[g(y)-g\left(x^{\prime}\right)\right] \geq 0 .
$$

Let us now consider independently and identically distributed (i.i.d.) random variables $X$ and $Y$. Then from above, we get

$$
\begin{align*}
& E[(f(Y)-f(X))(g(Y)-g(X))] \geq 0 \\
\Rightarrow \quad & E[f(Y) \cdot g(Y)]-E[f(Y) \cdot g(X)]-E[f(X) g(Y)] \\
&  \tag{6•40}\\
& +E[f(X) \cdot g(X)] \geq 0
\end{align*}
$$

Since $X$ and $Y$ are i.i.d. r.v.'s, we have

$$
E[f(Y) g(Y)]=E[f(X) g(X)]
$$

$E[f(Y) g(X)]=E\left[\int(Y)\right] E[g(X)]=E[f(X)] E[g(X)]$

$$
(\because X \text { and } Y \text { are independent }) \quad(\because X \text { and } Y \text { are identical })
$$

and

$$
E[f(X) g(Y)]=E[f(X) \mid \cdot E[g(Y)]=E[f(X)] \cdot E[g(X)]
$$

Substituting in ( $6 \cdot 40$ ) we get

$$
\begin{array}{ll}
\cdot & 2 E[f(X) \cdot g(X)]-2 E[f(X)] \cdot E[g(X)] \geq 0, \\
\Rightarrow & E[f(X) \cdot g(X)] \geq E[f(X)] \cdot E[g(X)]
\end{array}
$$

which establishes the result in (6.39).
Similarly, (6.39a) can be established, if $f$, and $g$ are monotonic in opposite directions, i.e., if $f$ is monotonically increasing (decreasing) and $g$ is, monotonically decreasing (increasing). The proof is left as an exercise to the reader.

## SOME ILLUSTRATIONS OF INEQUALITY (6-39).

1. If $X$ is a r.v. which takes only non-negative values, i.e., if $X \geq 0$ a.s. then for $\alpha>0, \beta>0, f(X)=X^{\alpha}$ and $g(X)=X^{\beta}$ are monotonic in the same direction. Hence if the expectations exist,

$$
\begin{array}{cc} 
& E\left(X^{\alpha} \cdot X^{\beta}\right) \geq E\left(X^{\alpha}\right) \cdot E\left(X^{\beta}\right) \\
\Rightarrow \quad E\left(X^{\alpha+\beta}\right) \geq E\left(X^{\alpha}\right)^{\prime} E\left(X^{\beta}\right) ; \alpha>0, \beta>0
\end{array}
$$

In particular, taking $\alpha=\beta=1$, we get

$$
E\left(X^{2}\right) \geq[E(X)]^{2},
$$

a result already obtained in (6:38).
2. If $X \geq 0$, a.s. and $E\left(X^{a}\right)$ and $E\left(X^{-1}\right)$ exist, then for $\alpha>0$, we get from (6.39a)

$$
\begin{array}{ll} 
& E\left(X^{\alpha} \cdot X^{-1}\right) \leq E\left(X^{\alpha}\right) \cdot E\left(X^{-1}\right) \\
\Rightarrow \quad & E\left(X^{\alpha}, E\left(\frac{1}{X}\right) \geq E\left(X^{\alpha-1}\right) ; \alpha>0 .\right. \tag{6•42}
\end{array}
$$

In particular with $\alpha=1$, we get

$$
E(X) E\left(\frac{1}{X}\right) \geq 1,
$$

a result already obtained iṇ ( $6.38 a$ )
Taking $\alpha=2$ in (6.42), we get

$$
\begin{align*}
E\left(X^{2}\right) E\left(\frac{1}{X}\right) & \geq E(X) \\
\Rightarrow \quad E\left(X^{2}\right) & \geq \frac{E(X)}{E\left(\frac{1}{X}\right)} \geq \frac{1}{\left[E\left(\frac{1}{X}\right)\right]^{2}},
\end{align*}
$$

on using (6.38a).
Taking $\alpha=2$ and $\beta=-2: \operatorname{in} f(X)=X^{\alpha}, g(X)=X^{\beta}$ and using (6.39a), we get

$$
\begin{align*}
E\left(X^{2}\right) \cdot E\left(X^{-2}\right) & \geq E\left(X^{2} \cdot X^{-2}\right)=1 . \\
\Rightarrow \quad E\left(X^{2}\right) & \geq \frac{1}{E\left(X^{-2}\right)} \tag{6•43a}
\end{align*}
$$

winç̣h is a weaker incquality than (6.43).
3. If $M_{X}(t)=E\left(e^{t x}\right)$ exists for all $t$ and for some r.v. $X$, then

$$
\begin{aligned}
M_{X}(u+v)= & E\left[e^{(u+v) X}\right]=E\left(e^{u x} \cdot e^{v x}\right) \\
& \geq E\left(e^{u x}\right) \cdot E\left(e^{v X}\right) \\
& =M_{X}(u) \cdot M_{X}(v) \\
\therefore \quad M_{X}(u+v) & \geq M_{X}(u) \cdot M_{X}(v), \text { for } u, v \geq 0 .
\end{aligned}
$$

Example 6.1. Let $X$ be a random variable with the following probability distribution:

| $x$ | $:$ | -3 | 6 | 9 |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Pr}(X=x)$ | $:$ | $1 / 6$ | $1 / 2$ | $1 / 3$ |

Find $E(X)$ and $E\left(X^{2}\right)$ and using the laws of expectation, evaluate $E(2 X+1)^{2}$.
(Gauhati Univ. E.S.Sc., 1992)
Solution. $E(X)=\Sigma x \cdot p(x)$

$$
\begin{aligned}
& =(-3) \times \frac{1}{6}+6 \times \frac{1}{2}+9 \times \frac{1}{3}=\frac{11}{2} \\
E\left(X^{2}\right) & =\sum x^{2} p(x) \\
& =9 \times \frac{1}{2}+36 \times \frac{1}{2}+81 \times \frac{1}{3}=\frac{93}{2} \\
\therefore \quad E(2 \dot{X}+1)^{2} & =E\left[4 X^{2}+4 X+1\right]=4 E\left(X^{2}\right)+4 E(X)+1 . \\
& =4 \times \frac{93}{2}+4 \times \frac{11}{2}+1=209
\end{aligned}
$$

Example 6.2. (a) Find the expectation of the number on a die when thrown.
(b) Two unbiased dice are thrown. Find the expected values of the sum of numbers of points on them.

Solution. (a) Let $X$ be the random variable representing the number on a die when thrown. Then $X$ cant take any one of the values $1,2,3, \ldots, 6$ each with équal probability $1 / 6$. Hence

$$
\begin{align*}
E(X) & =\frac{1}{6} \times 1+\frac{1}{6} \times 2+\frac{1}{6} \times 3+\ldots+\frac{1}{6} \times 6 \\
& =\frac{1}{6}(1+2+3+\ldots+6)=\frac{1}{6} \times \frac{6 \times 7}{2}=\frac{7}{2} \tag{*}
\end{align*}
$$

Kemark. This does not mean that in a random throw of a dice, the player will get the number $(7 / 2)=3 \cdot 5$. In fact, one can never get this (fractional) number in a tbrow of a dice. Rather, this implies that if the player tosses the dice for a "long" period, then on the average toss he will get $(7 / 2)=3.5$.
(b) The probability function of $X$ (the sum of numbers obtained on two dice), is

| Value of X : x | 2 | 3 | 4 | 5 | 6 | 7 | $\ldots .$. | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Probability | $1 / 36$ | $2 / 36$ | $3 / 36$ | $4 / 36$ | $5 / 36$ | $6 / 36$ | $\ldots .$. | $2 / 36$ | $1 / 36$ |

$$
\begin{aligned}
E(X)= & \sum_{i} p_{i} x_{i} \\
= & 2 \times \frac{1}{36}+3 \times \frac{2}{36}+4 \times \frac{3}{36}+5 \times \frac{4}{36}+6 \times \frac{5}{36}+7 \times \frac{6}{36} \\
& \quad+8 \times \frac{5}{36}+9 \times \frac{4}{36}+10 \times \frac{3}{36}+11 \times \frac{2}{36}+12 \times \frac{1}{36} \\
= & \frac{1}{36}(2+6+12+20+30+42+40+36+30+22+12) \\
= & \frac{1}{36} \times 252=7
\end{aligned}
$$

Aliter. Let $X_{i}$ be the number obtained on the $i$ th dice $(i=1,2)$ when thrown. Then the sum of the number of points on two dice is given by

$$
\begin{aligned}
S & =X_{1}+X_{2} \\
\Rightarrow \quad E(S) & =E\left(X_{1}\right)+E\left(X_{2}\right)=\frac{7}{2}+\frac{7}{2}=7
\end{aligned}
$$

Remark. This result can be generalised to the sum of points obtained in a random throw of $n$ dice. Then

$$
E(S)=\sum_{i=1}^{n} E\left(X_{i}\right)=\sum_{i=1}^{n}(7 / 2)=\frac{7 n}{2}
$$

Example 6.3. A box contains $2^{n}$ tickets among which ${ }^{n} C_{i}$ tickets bear the number $i ; i=0,1,2 \ldots . . n$. A group of $m$ tickets is drawn. What is the expectation of the sum of their numbers?

Solution. Let $X_{i} ; i=1,2, \ldots, m$ be the variable representing the number on the $i$ th ticket drawn. Then the sum ' $S$ ' of the numbers on the tickets drawn is given : by

$$
\begin{aligned}
S & =X_{1}+X_{2}+\ldots+X_{m}=\sum_{i=1}^{m} X_{i} \\
\therefore \quad E(S) & =\sum_{i=1}^{m} E\left(X_{i}\right)
\end{aligned}
$$

Now $X_{i}$ is a random variable which can take any one of the possible values 0 , $1,2, \ldots, n$ with respective probabilities.

$$
\begin{aligned}
& { }^{n} C_{0} / 2^{n},{ }^{n} C_{1} / 2^{n},{ }^{n} C_{2} / 2^{n}, \ldots,{ }^{n} C_{n} / 2^{n}, \\
\therefore \quad E\left(X_{i}\right) & =\frac{1}{2^{n}}\left[1 .{ }^{n} C_{1}+2 . .^{n} C_{2}+3 .{ }^{n} C_{3}+\ldots+n .{ }^{n} C_{n}\right] \\
& =\frac{1}{2^{n}}\left[1 . n+2 \cdot \frac{n(n-1)}{2!}+3 \cdot \frac{n(n-1)(n-2)}{3!}+\ldots+n .1\right] \\
& =\frac{n}{2^{n}}\left[1+(n-1)+\frac{(n-1)(n-2)}{2!}+\ldots+1\right] \\
& =\frac{n}{2^{n}}\left[{ }^{n-1} C_{0}+{ }^{n-1} C_{1}+{ }^{n-1} C_{2}+\ldots+{ }^{n-1} C_{n-1}\right] \\
& =\frac{n}{2^{n}} \cdot(1+1)^{n-1}=\frac{n}{2}
\end{aligned}
$$

Hence $E(S)=\sum_{i=1}^{m}(n / 2)=\frac{m \cdot n}{2}$
Example 6.4. In four tosses of a coin, let $X$ be the number of heads. Tabulate the 16 possible outcomes with the corresponding values of $X$. By simple counting, derive the distribution of $X$ and hence calculate the expected value of $X$.

Solution. Let $H$ represent a head, $T$ a tail and $X$, the random variable denoting the number of heads.

| S. No. | Outcomes | No. of Heads <br> ( $X$ ) | S. No. | Outcomes | No. of Heads <br> ( $X$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | H H H H | 4' | 9 | H T H'T | 2 |
| 2 | H H H T | 3 | 10 | THTH | 2 |
| 3 | H H TH | 3 | 11 | THHT | 2. |
| 4 | HTHH | 3 | 12 | HTTT | 1 |
| 5 | THHH | 3 | 13 | THTT | 1 |
| 6 | H H T T | 2 | 14 | TTHT | 1 |
| 7 | HTTH | 2 | 15 | TTTH | 1 |
| 8 | TTHH | 2 | 16 | $T T T T$ | 0 |

The random variable $X$-takes the values $0,1,2,3$ and 4 . Since, from the above table, we find that the number of cases favourable to the coming of $0,1,2,3$ and 4 heads are $1,4,6,4$ and 1 respectively, we have

$$
\begin{aligned}
& P(X=0)=\frac{1}{16}, P(X=1)=\frac{4}{16}=\frac{1}{4}, P(X=2)=\frac{6}{16}=\frac{3}{8}, \\
& P(\dot{X}=3)=\frac{4}{16}=\frac{1}{4} \text { and } P(X=4)=\frac{1}{16} .
\end{aligned}
$$

Thus the probability distribution of $X$ can be summarised as follows:

$$
\begin{array}{rlcccc}
x: & 0 & 1 & 2 & 3 & 4 \\
p(x): & \frac{1}{16} & \frac{1}{4} & \frac{3}{8} & \frac{1}{4} & \frac{1}{16} \\
E(X) & =\sum_{x=0}^{4} x p^{\prime}(x)=1 \cdot \frac{1}{4}+2 \cdot \frac{3}{8}+3 \cdot \frac{1}{4}+4 \cdot \frac{1}{16} \\
& =\frac{1}{4}+\frac{3}{4}+\frac{3}{4}+\frac{1}{4}=2 .
\end{array}
$$

Example 6.5. A coin is tossed until a head, appeurs. What is the expectation of the number of tosses required?
[Delhi Univ. B.Sc., Oct. 1989]
Solution. Let $X$ denote the number of tosses required to get the first head. Then $X$ can materialise in the following ways:

$$
\therefore \quad E(X)=\sum_{x=1}^{\infty} x p(x)
$$

| Event | $x$ | Probability $p(x)$ |
| :---: | :---: | :---: |
| $H$ | 1 | $1 / 2$ |
| $T H$ | 2 | $1 / 2 \times 1 / 2=1 / 4$ |
| $T T \ddot{H}$ | 3 | $1 / 2 \times 1 / 2 \times 1 / 2=1 / 8$ |
| $\vdots$ | $\vdots$ | $\vdots$ |

$$
\begin{equation*}
=1 \times \frac{1}{2}+2 \times \frac{1}{4}+3 \times \frac{1}{8}+4 \times \frac{1}{16}+\ldots \tag{*}
\end{equation*}
$$

This is an arithmetic-geometric series with ratio of GP being $r=1 / 2$.
Let

$$
S=1 \cdot \frac{1}{2}+2 \cdot \frac{1}{4}+3 \cdot \frac{1}{8}+4 \cdot \frac{1}{16}+\ldots
$$

Then $\quad \frac{1}{2} S=\quad \frac{1}{4}+2 \cdot \frac{1}{8}+3 \cdot \frac{1}{16}+\ldots$
$\therefore\left(1-\frac{1}{2}\right) S=\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\frac{1}{16}+\ldots$
$\Rightarrow \quad \frac{1}{2} S=\frac{1 / 2}{1-(1 / 2)}=1$
[Since the sum of an infinite G.P. with first term $a$ and common ratio $r(<1)$ is $a /(1-r)$ ]

$$
\Rightarrow \quad S=2
$$

Hence, substituting in (*), we get

$$
E(X)=2
$$

Example 6.6. What is the expectation of the number of failures preceding the first success in, an infinite series of independent trials with constant probability p of success in each trial?
[Delhi Univ. B.Sc., Oct. 1991]
Solution. Let the random variable $X$. denote the number of failures preceding the first success. Then $X$ can take the values $0,1,2, \ldots, \infty$. We have
$p(x)=P(X=x)=P[x$ failures precede the first success $]=q^{x} p$ where $q=1-p$ is the probability of failure in a trial. Then by def.

$$
\begin{aligned}
E(X) & =\sum_{x=0}^{\infty} x p(x)=\sum_{x=0}^{\infty} x \cdot q^{x} p=p q \sum_{x=1}^{\infty} x q^{x-1} \\
& =p q\left[1+2 q+3 q^{2}+4 q^{3}+\ldots\right]
\end{aligned}
$$

Now $1+2 q+3 q^{2}+4 q^{3}+\ldots$ is an infinite arithmetic-geometric series:
Let

$$
S=1+2 q+3 q^{2}+4 q^{3}+\ldots
$$

$$
q S=\quad q+2 q^{2}+3 q^{3}+\ldots
$$

$$
\therefore \quad(1-q) S=1+q+q^{2}+q^{3}+\ldots=\frac{1}{1-q}
$$

$$
\Rightarrow \quad S=\frac{1}{(1-q)^{2}}
$$

$$
\therefore \quad 1+2 q+3 q^{2}+4 q^{3}+\ldots=\frac{1}{(1-q)^{2}}
$$

Hence

$$
E(\dot{X})=\frac{p q}{(1-q)^{2}}=\frac{p q}{p^{2}}=\frac{q}{p}
$$

Example 6.7. A box contains ' $a$ ' white and ' $b$ ' black balls. ' $c$ 'balls are drawn. Find the expected value of the number of white balls drawn.
[Allahabad Univ. B.Sc., 1989; Indian Forest Service 1987]
Solution. Let a variable $X_{i}$, associated with ith draw, be defined as follows:
$X_{i}=1$, if $i$ th ball drawn is white
and

$$
X_{i}=0 \text {; if ith ball drawn is black }
$$

Then the number ' $S$ ' of the white balls among ' $c$ ' balls drawn is given by

$$
S=X_{1}+X_{2}+\ldots+X_{c}=\sum_{i=1}^{c} X_{i} \Rightarrow E(S)=\sum_{i=1}^{c} E\left(X_{i}\right)
$$

Now $\quad P\left(X_{i}=1\right)=P($ of drawing a white ball $)=\frac{a}{a+b}$
and $\quad P\left(X_{i}=0\right)=P($ of drawing a black báll $)=\frac{b}{a+b}$
$\therefore \quad E\left(X_{i}\right)=1 . P\left(X_{i}=1\right)+0 . P\left(X_{i}=0\right)=\frac{a}{a+b}$
Hence

$$
E(S)=\sum_{i=1}^{c}\left(\frac{a}{a+b}\right)=\frac{c a}{a+b}
$$

Example 6.8. Let variate $\dot{X}$ have the distribution

$$
P(X=0)=P(X=2)=p ; P(X=1)=1-2 p, \text { for } 0 \leq p \leq \frac{1}{2} .
$$

For what $p$ is the $\operatorname{Var}(X)$ a.maximum ?
[Delhi Univ. B.Sc. (Maths Hons.) 1987, 85]
Solution, Here the riv. $X$ takes the values 0,1 and 2 with respective probabilities $p, 1-2 p$ and $p, 0 \leq p \leq \frac{1}{2}$.

$$
\begin{aligned}
\therefore & E(X) & =0 \times p+1 \times(1-2 p)+2 \times p=1 \\
& E\left(X^{2}\right) & =0 \times p+1^{2} \times(1-2 p)+2^{2} \times p=1+2 p \\
\therefore & \operatorname{Var}(X) & =E\left(X^{2}\right)-[E(X)]^{2}=2 p ; 0 \leq p \leq \frac{1}{2}
\end{aligned}
$$

Obviously $\operatorname{Var}(X)$ is maximum when, $p=\frac{1}{2}$, and

$$
[\operatorname{Var}(X)]_{\max }=2 \times \frac{i}{2}=1
$$

Example 6.9. $\operatorname{Var}(X)=0 . \quad \Rightarrow \quad P[X=E(X)]=1$. Comment.
Solution. $\quad \operatorname{Var}(X)=E[X-E(X)]^{2}=0$
$\Rightarrow$
$\Rightarrow \quad[X-E(X)]=0$, with probability 1
$\Rightarrow \quad P[X=E(X)]=1$

Example 6.10. Explain by means of an example that a probability distribution is not uniquely determined by its moments.

Solution. Consider a r.v. $X$ with p.d.f. [c.f. Log-Normal distribution $\bar{\xi}$ 8.2.15

$$
\begin{align*}
f(x) & =\frac{1}{\sqrt{2 \pi} x} \cdot \exp \left[-\frac{1}{2}(\log x)^{2}\right] ; x>0  \tag{*}\\
& =0 ; \text { otherwise }
\end{align*}
$$

Consider, a nother r. v. $\boldsymbol{Y}$ with p.d.f.

$$
\begin{equation*}
g(y)=[1+a \sin (2 \pi \log y)] f(y)=g_{a}(y)_{, n}(\text { say }), \quad y>0 \tag{**}
\end{equation*}
$$

which, for $-1 \leq a \leq 1$, represents a family of probability distributions.

$$
\begin{aligned}
& E\left(Y^{\prime}\right)=\int_{0}^{\infty} y^{\prime}\{1+a \sin (2 \pi \log y)\} f(y) d y \\
&= \int_{0}^{\infty} y^{\prime} f(y) d y+a \cdot \int_{0}^{\infty} y^{\prime} \cdot \sin (2 \pi \log y) f(y) d y \cdot \\
&= E X^{\prime}+a \cdot \frac{1}{\sqrt{2} \pi} \int_{0}^{\infty} y^{\prime} \cdot \sin (2 \pi \log y) \cdot \frac{1}{y} \exp \left|\frac{1}{2}(\log y)^{2}\right| d y \\
&= E X^{\prime}+\frac{a}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{r-z^{2} / 2} \cdot \sin (2 \pi z)^{\prime} d z \\
&= E X^{r}+\frac{a \cdot e^{2^{2} / 2}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{2}(z-r)^{2}} \cdot \sin (2 \pi z) d z \\
&= E X^{r}+\frac{a \cdot e^{e^{2} / 2}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-y^{2} / 2} \cdot \sin (2 \pi y) d y \\
& \quad[z-r=y \Rightarrow \sin (2 \pi z z=\sin (2 \pi r+2 \pi y)=\sin 2 \pi y, \\
& r \text { being a positive integer } \mid .
\end{aligned}
$$

$$
=E X^{\prime},
$$

the value of the integral being zero, since the integrand is an odd function of $y$.

$$
\Rightarrow \quad E\left(Y^{\prime}\right) \text { is independent of ' } a \text { ' in (**); }
$$

Hence, $\left\{g(y)=g_{a}(y) ;-1 \leq a \leq 1\right\}$, represents a family of distributions, each different from the other, but having'the same moments. This explains that the noments may not determine a distribution uniquely.

Example 6.11. Starting from the origin, unit steps aire taken to the right with probability $p$ and to the left with probability $q(=1-p)$. Assuming independent ' movements, find the mean and variance of the distance moved from origin after $n$ steps (Random Walk Problem).

Solution. Let us associate a variable $X_{i}$ with the ith step defined as follows : $X_{i}=+1$, if the $i$ th step is towards the right,

$$
=-1, \text { if the ith step is towards the left. }
$$

Then $\quad S=X_{1}+X_{2}+\ldots+X_{n}=\Sigma X_{i}$, represents the random distance moved from origin after $n$ steps.
$[\because$ Movements of steps are independent ].
Example 6.12. Let r.v. $X$ have a density function $f(\cdot)$, cumulative distribution function $F(\cdot)$, mean $\mu$ and variance $\sigma^{2}$. Define $Y=\alpha+\beta X$, where $\alpha$ and $\beta$ are constantṣ satisfying $-\infty<\alpha<\infty$, and $\beta>0$.
(a) Select $\alpha$ and $\beta$ so that $Y$ has mean 0 and variance 1.
(b) What is the correlàtion coefficient $\rho_{X Y}$ between $X$ and $Y$ ?
(c) Find the cumulative distribution function of $Y$ in terms of $\alpha, \beta$ and $F(\cdot)$.
(d) If $X$ is symmetrically distributed about $\mu$, is $Y$ necessarily symmetrically distributed about its mean?

Solution. (a) $E(X)=\mu, \operatorname{Var}(X)=\sigma^{2}$. We want $\alpha$ and $\beta$ s.t.

$$
\begin{align*}
E(Y) & =E(\alpha+\beta X)=\alpha+\beta \mu=0  \tag{1}\\
\operatorname{Var}(Y) & =\operatorname{Var}(\alpha+\beta X)=\beta^{2} \cdot \sigma^{2}=1 \tag{2}
\end{align*}
$$

Solving (1) and (2) we get :

$$
\begin{equation*}
\beta=1 / \sigma,(>0) \text { and } \alpha=-\mu / \sigma \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=E[X(\alpha+\beta X)] \tag{b}
\end{equation*}
$$

$$
[\because E(Y)=0]
$$

$$
=\alpha \cdot E(X)+\beta \cdot E\left(X^{2}\right)=\alpha \mu+\beta\left[\sigma^{2}+\mu^{2}\right]
$$

$\therefore \quad \rho_{X Y}=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{\alpha \mu+\beta\left[\sigma^{2}+\mu^{2}\right]}{\sigma .1}$

$$
\begin{equation*}
=\frac{1}{\sigma^{2}}\left[-\dot{\mu^{2}}+\sigma^{2}+\mu^{2}\right]=1 \tag{Y}
\end{equation*}
$$

[On using (3)]
(c) Distribution function $G_{Y}(\cdot)$ of $Y$ is given by :

$$
\begin{aligned}
G_{Y}(y) & =P(Y \leq y)=P[\alpha+\beta X \leq y] \\
& =P(X \leq(y-\alpha) / \beta) \\
\Rightarrow \quad G_{Y}(y) & =F_{X}\left(\frac{y-\alpha}{\beta}\right) ; \\
\text { (d) We have : } \quad Y & =\alpha+\beta X \geq \frac{1}{\sigma}(X-\mu)=\beta(X-\mu)
\end{aligned}
$$

$$
\begin{aligned}
& \dot{E}\left(X_{i}\right)=1 \times p+(-1) \times q=p-q \\
& E\left(X_{i}{ }^{2}\right)=1^{2} \times p+(-1)^{2} \times q=p+q=1 \\
& \therefore \quad \operatorname{Var}\left(X_{i}\right)=E\left(X_{i}^{2}\right)-\left[E\left(X_{i}\right)\right]^{2}=(q+p)^{2}-(p-q)^{2}=4 p q \\
& \therefore \quad E\left(S_{n}\right)=\sum_{i=1}^{n} E\left(X_{i}\right)=n(p-q) \\
& V\left(S_{n}\right)=\sum_{i=1}^{n} V\left(X_{i}\right)=4 n p q
\end{aligned}
$$

Since $X$ is given to be symmetrically distributed about mean $\mu,(X-\mu)$ and $-(X-\mu)$ have the same distribution.

Hence $\quad Y=\beta(X-\mu)$ and $-Y=-\beta(X-\mu)$ bave the same distribution. Since $E(Y)=0$, we conclude that $Y$ is symmetrically distributed about its mean.

Example 6.13. Let $X$ be a r.v. with mean $\mu$ and variance. $\sigma^{2}$. Show that $E(X-b)^{2}$, as a function of $b$, is minimised when $b=\mu$.

Solution. $E(X-b)^{2}=E[(X-\mu)+(\mu-b)]^{2}$
$=E(X-\mu)^{2}+(\mu-b)^{2}+2(\mu-b) E(X-\mu)$
$=\operatorname{Var}(X)+(\mu-b)^{2}$

$$
\begin{equation*}
[\because E(X-\mu)=0] \tag{*}
\end{equation*}
$$

$\Rightarrow \quad E(X-b)^{2} \geq \operatorname{Var}(X)$,
since $(\mu-b)^{2}$, being the square of a real quantity is always non-negative.
The sign of equality holds in (*) iff

$$
(\mu-b)^{2}=0 \quad \Rightarrow \quad \mu=b
$$

Hence $E(X-b)^{2}$ is minimised when $\mu=b$ and its minimum value is $E(X-\mu)^{2}=\sigma_{x}{ }^{2}$.

Remark. This result states that the sum of squares of deviations is minimum when taken about mean.
[Also see § 2.4, Property 3 of Arithmetic Mean]
Example 6.14. Lei $a_{1}, a_{2}, \ldots, a_{n}$ be arbitrary real numbers and $A_{1}, A_{2}$, ..., $A_{n}$ be events. Prove that

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} P\left(A_{i} A_{j}\right) \geq 0
$$

[Delhi Univ. B.A. (Spl. Coursẹ - Stat. Hons.), 1986]
Solution. Let us define the indicator variable :

$$
\begin{array}{rlll}
X_{i}=I_{A i} & =1 & \text { if } & A_{i} \text { occurs } \\
& =0 & \text { if } & \overline{A_{i}} \\
\text { occurs }
\end{array}
$$

Theñ using ( $6 \cdot 2 \mathrm{~b}$ ) :

$$
\begin{equation*}
E\left(X_{i}\right)=P\left(A_{i}\right) ; \quad(i=1,2, \ldots, n) \tag{i}
\end{equation*}
$$

Also

$$
\begin{equation*}
X_{i} X_{j}=I_{A_{i} \cap A_{j}} \tag{ii}
\end{equation*}
$$

$\Rightarrow \quad E\left(X_{i} X_{j}\right)=P\left(A_{i} A_{j}\right)$
Consider, for real numbers $a_{1}, a_{2}, \ldots, a_{n}$, the expression $\left(\sum_{i=1}^{n} a_{i} X_{i}\right)^{2}$, which is always non-negative.

$$
\begin{array}{ll}
\Rightarrow & \left(\sum_{i=1}^{n} a_{i} X_{i}\right)^{2} \\
\Rightarrow & \left(\sum_{i=1}^{n} a_{i} X_{i}\right)\left(\sum_{i=1}^{n} a_{1} X_{j}\right) \geq 0 \\
\Rightarrow & \cdot \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} X_{i} X_{j} \geq 0, \tag{iii}
\end{array}
$$

for all $a_{i}$ 's and $a_{j}$ 's.
Since expected value of a non-negative quantity is always non-negative, on taking expectations of both sides in (iii) and using (i) and (ii) we get :

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} E\left(X_{i} X_{j}\right) \geq 0 \Rightarrow \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} P\left(A_{i} A_{j}\right) \geq 0 .
$$

Example 6.15. In a sequence of Bernoullitrials, let $X$ be the length of the run of either successes or failures starting with the first trial. Find $E(X)$ and $V(X)$.

Solution. Let ' $p$ ' denote the probability of success. Then $q=1-p$ is the probability of failuure. $X=1$ means that we can have any one of the possibilities $S F$ and $F S$ with respective probabilities $p q$ and $q p$.
$\therefore \quad P(X \xlongequal[1]{ })=\dot{P}(S \ddot{F})+\ddot{P}(F S)=p q+q p=2 p q$
Similarly

$$
P(X=2)=P(S S F)+P(F F S)=p^{2} q+q^{2} p
$$

In general

$$
\begin{aligned}
P(X=r) & =P[S S S . . S F]+P[F F F . . F S]=p^{\prime} \cdot q+q^{\prime} \cdot p \\
E \quad & =\sum_{r=1}^{\infty} r P(X=r)=\sum_{r=1}^{\infty} r\left(p^{\prime} \cdot q+q^{\prime} \cdot p\right) \\
& =p q\left[\sum_{r=1}^{\infty} r \cdot p^{r-1}+\sum_{r=1}^{\infty} r \cdot q^{-1}\right] \\
& =p q\left[\left(1+2 p+3 p^{2}+\ldots\right)+\left(1+2 q+3 q^{2}+\ldots\right)\right] \\
& =p q\left[(1-p)^{-2}+(1-q)^{-2}\right]=p q\left[q^{-2}+p^{-2}\right]
\end{aligned}
$$

(See Remark to Example 6:17)

$$
\begin{aligned}
& =p q \cdot\left[\frac{1}{q^{2}}+\frac{1}{p^{2}}\right]=\frac{p}{q}+\frac{q}{p} . \\
V(X) & =E\left(X^{2}\right)-\{E(X)\}^{2}=E\{X(X=1)\}+E(X)-\{E(X)\}^{2}
\end{aligned}
$$

Now

$$
\begin{aligned}
E\{X(X-1)\} & =\sum_{r=2}^{\infty} r(r-1) P(X=r)=\sum_{r=2}^{\infty} r(r-1)\left(p^{\prime} q+q^{\prime} p\right) \\
& =\sum_{r=2}^{\infty} r(r-1) p^{\prime} q+\sum_{r=2}^{\infty} r(r-1) q^{\prime} p \\
& =p^{2} q \sum_{r=2}^{\infty} r(r-1) p^{\prime-2}+q^{2} p \sum_{r=2}^{\infty} r(r-1) q^{-2} \\
& =2 p^{2} q \sum_{r=2}^{\infty} \frac{r(r-1)}{2} p^{r-2}+2 q^{2} \dot{p} \sum_{i=2}^{\infty} \frac{r(r-1)}{2} q^{\prime-2} \\
& =2 p^{2} q_{(1}(1-p)^{-3}+2 q^{2} p(1-\dot{q})^{-3} \\
& =2\left(\frac{p^{2}}{q^{2}}+\frac{q^{2}}{p^{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
V(X) & =2\left(\frac{p^{2}}{q^{2}}+\frac{q^{2}}{p^{2}}\right)+\left(\frac{p}{q}+\frac{q}{p}\right)-\left(\frac{p}{q}+\frac{q}{p}\right)^{2} \\
& =\left(\frac{p}{q}-\frac{q^{2}}{p}\right)^{2}+\left(\frac{p}{q}+\frac{q}{p}\right)
\end{aligned}
$$

Aliter. Proceed as in Example 6•17.
Example 6.16. A deck of $n$ numbered cards is thoroughly shuffled and the cards are inserted into n numbered cells one by one. If the card number ' $i$ ' falls in the cell ' $i$ ', we count it as a match, otherwise not. Find the mean and variance of total number of such matches.
[Delhi Univ. B.Sc., (Stat. Hons.), 1988]
Solution. Let us associate a random variable, $X_{i}$ with the $i t h$ draw defined as follows :

$$
X_{i}= \begin{cases}1, & \text { if the } i \text { th card dealt has the number ' } i \text { ' on it } \\ 0, & \text { otherwise }\end{cases}
$$

Then the total number of matches ' $S$ ' is given by

$$
\begin{align*}
& S=X_{1}+X_{2}+\ldots+X_{n}=\sum_{i=1}^{n} X_{i} \\
& \therefore \quad E(S)=\sum_{i=1}^{n} E\left(X_{i}\right) \\
& \text { Now } E\left(X_{i}\right)=1 P\left(X_{i}=1\right)+0 . P\left(X_{i}=0\right)=P\left(X_{i}=1\right)=\frac{1}{n} \\
& \text { Hence } E(S)=\sum_{i=1}^{n}\left(\frac{1}{n}\right)=n \cdot \frac{1}{n}=1 \\
& V(S)=V\left(X_{1}+X_{2}+\ldots+X_{n}\right) \\
& =\sum_{i=1}^{n} V\left(X_{i}\right)+2 \sum_{\substack{i, j=1 \\
i=1}}^{n} \operatorname{Cov}\left(X_{i}, X_{j}\right)  \tag{1}\\
& V\left(X_{i}\right)=E\left(X_{i}{ }^{2}\right)-\left\{E\left(X_{i}\right)\right\}^{2} \\
& =1^{2} \cdot P\left(X_{i}=1\right)+0^{2} P\left(X_{i}=0\right)-\left(\frac{1}{n}\right)^{2} \\
& =\frac{1}{n}-\frac{1}{n^{2}}=\frac{n-1}{n^{2}}  \tag{2}\\
& \operatorname{Cov}\left(X_{i}, X_{j}\right)=E\left(X_{i} X_{j}\right)-E\left(X_{i}\right) E\left(X_{j}\right)  \tag{3}\\
& E\left(X_{i} X_{j}\right)=1 . P\left(X_{i} X_{j}=1\right)+0 \cdot P\left(X_{i} X_{j}=0\right) \\
& =\frac{(n-2)!}{n!}=\frac{1}{n(n-1)},
\end{align*}
$$

since $X_{i} X_{j}=1$ if and only if both card numbers $i$ and $j$ are in their respective matching places and there are $(n-2)$ ! arrangements of the remaining cards that correspond to this event.

Substituting in (3), we get

$$
\begin{equation*}
\operatorname{Cov}\left(X_{i}, X_{j}\right)=\frac{1}{n(n-1)}-\frac{1}{n} \cdot \frac{1}{n}=\frac{1}{n^{2}(n-1)} \tag{4}
\end{equation*}
$$

Substituting from (2) and (4) in (1), we have

$$
\begin{aligned}
V(S) & =\sum_{i=1}^{n}\left(\frac{n-1}{n^{2}}\right)+2 \sum_{\substack{i=1 \\
i \times j}}^{n} \sum_{j=1}^{n}\left[\frac{1}{n^{2}(n-1)}\right] \\
& =n\left(\frac{n-1}{n^{2}}\right)+2 .{ }^{.} C_{2} \frac{1}{n^{2}(n-1)}=\frac{n-1}{n}+\frac{1}{n}=1
\end{aligned}
$$

Example 6.17. If $t$ is any positive real number, show that the function defined by

$$
\begin{equation*}
p(x)=e^{-t}\left(1-e^{-t}\right)^{x-1} \tag{*}
\end{equation*}
$$

can represent a probability function of a random variable $X$ assuming the values $1,2,3, \ldots$ Find the $E(X)$ and $\operatorname{Var}(X)$ of the distribution.
[Nagpur Univ. B.Sc., 1988]
Solution. We have

$$
e^{t}>1, \forall t>0 \Rightarrow e^{-t}<1 \Rightarrow 1 \quad-e^{-t}>0
$$

Also

$$
e^{-t}=\frac{1}{e^{t}}>0, \forall t>0
$$

Hence

$$
p(x)=e^{-t}\left(1-e^{-t}\right)^{x-1} \geq 0 \quad \forall t>0, x=1,2,3, \ldots
$$

Also

$$
\begin{aligned}
\sum_{x=1}^{\infty} p(x) & =e^{-t} \sum_{x=1}^{\infty}\left(1 \cap e^{-t}\right)^{x-1}=e^{-t} \sum_{x=1}^{\infty} a^{x-1} ; \\
& =e^{-t}\left(1+a+a^{2}+\dot{a}^{3}+\ldots\right)=e^{-t} \times \frac{1}{(1-a)} \\
& =e^{-t}\left[1-\left(1-e^{-t}\right)\right]^{-1}=e^{-t}\left(e^{-t}\right)^{-1}=1 .
\end{aligned}
$$

$$
\left[a=1-e^{-t}\right]
$$

Hence $p(x)$ defined in (*) represents the probability function of a r.v. $X$.

$$
\begin{align*}
E(X) & =\sum x \cdot p(x)=e^{-t} \sum_{x=1}^{\infty} x\left(1-e^{-t}\right)^{x-1} \\
& =e^{-t} \sum_{x=1}^{\infty} x \cdot a^{x-1} ;\left[a=1-e^{-t}\right] \\
& =e^{-t}\left(1+2 a+3 a^{2}+4 a^{3}+\ldots\right)=e^{-t}(1-a)^{-2}  \tag{*}\\
& =e^{-t}\left(e^{-t}\right)^{-2}=e^{t} \\
E\left(X^{2}\right) & =\sum{x^{2} p(x)=e^{-t} \sum_{x=1}^{\infty} x^{2} \cdot a^{x-1}}=e^{-t}\left[1+4 a+9 a^{2}+16 a^{3}+\ldots\right] \\
& =e^{-t}(1+a)(1-a)^{-3}=e^{-t}\left(2-e^{-t}\right) e^{3 t} \\
\text { Hence } \quad \operatorname{Var}(X) & =E\left(X^{2}\right)-[E(X)]^{2}=e^{-t}\left(2-e^{-t}\right) e^{3 t}-e^{2 t} \\
& =e^{2 t}\left[\left(2-e^{-t}\right)-1\right]=e^{2 t}\left(1-e^{-t}\right) \\
& =e^{t}\left(e^{-}-1\right)
\end{align*}
$$

Remark.
(i) Consider $\quad S=1+2 a+3 a^{2}+4 a^{3}+\ldots$ (Arithmetico-gcometric serics)

$$
\begin{array}{rlrl}
\Rightarrow & & a S & = \\
\Rightarrow & & a+2 a^{2}+3 a^{3}+\ldots \\
(1-a) S & = & 1+a^{2}+a^{2}+a^{3}+\ldots=1 /(1-a) & \Rightarrow S=(1-a)^{-2}  \tag{*}\\
& \sum_{x=1}^{\infty} x a^{x-1} & =1+2 a+3 a^{2}+4 a^{3}+\ldots=(1-\dot{a})^{-2}
\end{array}
$$

(ii) Consider

$$
\begin{array}{rlrl}
S & =1+2^{2} \cdot a+3^{2} \cdot a^{2}+4^{2} \cdot a^{3}+5^{2} \cdot a^{4}+\ldots \\
S & =1+4 a^{2}+9 a^{2}+16 a^{3}+25 a^{4}+\ldots \\
\Rightarrow \quad 3 a S & =-3 a-12 a^{2}-27 a^{3}-48 a^{4}-\ldots \\
+3 a^{2} S & = & +3 a^{2}+12 a^{3}+27 a^{4}+\ldots \\
-a^{3} S & = & -a^{3}-4 a^{4}-\ldots
\end{array}
$$

Adding the above equations we get :

$$
\begin{aligned}
& (1-a)^{3} S=1+a \quad \Rightarrow \quad S=(1+a)(1-a)^{-3} \\
& \sum_{x=1}^{\infty} x^{2} a^{x-1}=1+4 a+9 a^{2}+16 a^{3}+\ldots=(1+a)(1-a)^{-3}
\end{aligned}
$$

The results in (*) and (**) are quite useful for numerical problems and should be committed to memory.

Example 6.18. A man with $n$ keys wants to open his door and tries the keys independently and at random. Find the mean and variance of the number of trials required to open the door (i), if unsuccessful keys are not eliminated from further selection, and (ii) if they are.
[Rajasthan Univ. B.Sc.(Hons.), 1992]
Solution. (i) Suppose the man gets the first success at the $x$ th trial, i.e., he is unable to open the door in the first $(x-1)$ trials. If unsuccessful keys are not eliminated then $X$ is a random variable which can take the values $1,2,3, \ldots$ ad infinity.

$$
\begin{array}{rlrl} 
& \text { Probability of succuss at the first trial } & =1 / n \\
\therefore & \text { Probability of failure at the first trial }=1-(1 / n)
\end{array}
$$

If unsuccessful keys are not eliminated then the probability of success and consequently of failure is constant for each trial.

Hence . $\quad p(x)=$ Probability of 1st success at the $x$ th trial

$$
\begin{aligned}
& =\left(1-\frac{1}{n}\right)^{x-1} \cdot \frac{1}{n} \\
\therefore \quad E(X) & =\sum_{x=1}^{\infty} x p(x)=\sum_{x=1}^{\infty} x \cdot\left(1-\frac{1}{n}\right)^{x-1} \cdot \frac{1}{n} \\
& =\frac{1}{n} \sum_{x=1}^{\infty} x A^{x-4}, \text { where } A=1-\frac{1}{n} \\
E(X) & =\frac{1}{n}\left[1+2 A+3 A^{2}+4 A^{3}+\ldots\right]=\frac{1}{n}(1-A)^{-2}
\end{aligned}
$$

[See (*), Example (6•17)]

$$
\begin{aligned}
& \frac{1}{n}\left[1-\left(1-\frac{1}{n}\right)\right]^{-2}=n \\
E\left(X^{2}\right) & =\sum_{x=1}^{\infty} x^{2} \cdot p^{\prime}(x)=\sum_{x=1}^{\infty} x^{2}\left(1-\frac{1}{n}\right)^{x-1} \cdot \frac{1}{n} \\
& =\frac{1}{n} \sum_{x=1}^{\infty} x^{2} A^{x-1} \cdot \\
& =\frac{1}{n}\left[1+2^{2} \cdot A+3^{2} \cdot A^{2}+4^{2} \cdot A^{3}+\ldots\right] \\
& =\frac{1}{n}(1+A)(1-A)^{-3} \quad[\text { See (**), Example (6.17)] } \\
& =\frac{1}{n}\left[1+\left(1-\frac{1}{n}\right)\right]\left[1-\left(1-\frac{1}{n}\right)\right]^{-3} \\
& =(2 n-1) n \\
\text { Hence } \quad V(X) & =E\left(X^{2}\right) \cdot\{E(X)\}^{2}=(2 n-1) n-n^{2}=n^{2}-n=n(n-1)
\end{aligned}
$$

(ii) If unsuccessful keys are eliminated from further selection, then the random variable $X$ will take the values from 1 to $n$. In this case, we have

Probability of success, at the first.trial $=1 / n$
Probability of success at the 2 nd trial $=1 /(n-1)$
Probability of success at the 3 rd trial $=1 /(n-2)$
and so on.
Hence probability of 1 st succes at 2 nd trial $=\left(1-\frac{1}{n}\right) \frac{1}{n-1}=\frac{1}{n}$
Probability of first'success at the third trial

$$
=\left(1-\frac{1}{n}\right) \cdot\left(1-\frac{1}{n-1}\right) \cdot \frac{1}{n-2}=\frac{1}{n},
$$

and so on. In general, we have

$$
\begin{aligned}
p(x) & =\text { Probability of first success at the } x \text { th trial }=\frac{1}{n} \\
\therefore \quad E(X) & =\sum_{x=1}^{\infty} x p(x)=\frac{1}{n} \sum_{x=1}^{n} x=\frac{n+1}{2} \\
E\left(X^{2}\right) & =\sum_{x=1}^{n} x^{2} p(x)=\frac{1}{n} \sum_{x=1}^{n} x^{2}=\frac{(n+1)(2 n+1)}{6}
\end{aligned}
$$

Hence $V(X)=E\left(X^{2}\right)-[E(X)]^{2}=\frac{(n+1)(2 n+1)}{6}-\left(\frac{n+1}{2}\right)^{2}$ :

$$
=\frac{n+1}{12}[2(2 n+1)=3(n+1)]=\frac{n_{1}^{2}-1}{12}
$$

Example 6.19. In a lottery $m$ tickets are drawn at a time out of $n$ tickets numbered 1 to n. Find the expectation and the variance of the sum $S$ of the numbers on the tickets drawn.
[Delhi.Univ. B.Sc. (Maths Hons.), 1987]
Solution. Let $X_{i}$ denote the score on the $i$ th ticket drawn.
Then

$$
S=X_{1}+X_{2}+\ldots+\dot{X}_{m}=\sum_{i=1}^{m} X_{i}
$$

is the total score on, the $m \cdot t i c k e t s-d r a w n$.

$$
\therefore \quad E(S)=\sum_{i=1}^{m} E\left(X_{i}\right)
$$

Now each $X_{i}$ is a ṭandom variable which assumes the values $1,2,3, \ldots, n$ each with equal probability $1 / n$.

$$
\left.\begin{array}{rl}
\therefore & E\left(X_{i}\right)
\end{array}=\frac{1}{n}(1+2+3+\ldots+n)=\frac{(n+1)}{2}\right)
$$

Also $\operatorname{Cov}\left(X_{i}, X_{j}\right)=E\left(X_{i} X_{j}\right)-E\left(X_{i}\right) E\left(X_{j}\right)$
To find $E\left(X_{i} X_{i}\right)$ we note that the variables $X_{i}$ and $X_{j}$ can take the values as shown below : .

$$
\begin{array}{cc}
X_{i} & X_{j} \\
1 & 2,3, \ldots, n \\
2 & 1,3, \ldots, n \\
\vdots & \vdots \\
n & 1,2, \ldots,(n-1)
\end{array}
$$

Thus the variable $X_{i}^{\prime} X_{j}^{\prime}$ can take $n(n-1)$ póssible values and $P\left(X_{i}=I \cap X_{j}=k\right)=\frac{1}{n(n-1)}, k \neq l$. Hence

$$
\begin{aligned}
& =\frac{1}{n(n-1)}\left[(1+2+3+\ldots+n)^{2}-\left(1^{2}+2^{2}+\ldots+n^{2}\right)\right] \\
& =\frac{1}{n(n-1)}\left[\left\{\frac{n(n+1)}{2}\right\}^{2}-\frac{n(n+1)(2 n+1)}{6}\right] \\
& =\frac{(n+1)\left(3 n^{2}-n-2\right)}{12(n-1)} \\
& \therefore \quad \operatorname{Cov}\left(X_{i}, X_{j}\right)=\frac{(n+1)\left(3 n^{2}-n-2\right)}{12(n-1)}-\left(\frac{n+1}{2}\right)^{2} \\
& =\frac{(n+1)}{12(n-1)}\left[3 n^{2}-n \not 7^{2}-3\left(n^{2}-1\right)\right] \\
& =-\frac{(n+1)}{12} \\
& \text { Hence } \\
& V(S)=\sum_{i=1}^{m}\left(\frac{n^{2}-1}{12}\right)+2 \sum_{i<j=1}^{m} \sum_{i}\left\{-\frac{(n+1)}{12}\right\} \\
& =\frac{m\left(n^{2}-1\right)}{12}+2 \cdot \frac{m\left(m_{1}-1\right)}{2!}\left\{\frac{-(n+1)}{12}\right\} \text {, }
\end{aligned}
$$

[since there are ${ }^{m} C_{2}$ covariance terms in $\operatorname{Cov}\left(X_{i}, X_{i}\right)$ ]

$$
\therefore \quad V(S)=\frac{m(n+1)}{12}[(n-1)-(m-1)]=\frac{m(n+1) \cdot(n-m)}{12}
$$

Example 6.20. A die is thrown $(n+2)$ times. After each throw a ' + ' is recorded for 4,5 or 6 ind '"' for 1,2 or 3, the signs forming an ordered sequence. $i$ ) each, except the first and the last sign, is attached a cluaracteristic rantom variable which takes the value 1 if both the neighbouring signs differ from the one between them and 0 otherwise. If $X_{1}, X_{2}, \ldots, X_{n}$ are characteristic random variables, find the mean and variance of $X=, \sum_{i=1}^{n} X_{i}$.

Solution. $\quad X=\sum_{i-1}^{n} X_{i} \Rightarrow E(X)=\sum_{i-1}^{n} E\left(X_{i}\right)$

Now $\quad E\left(X_{i}\right)=1 P\left(X_{i}=1\right)+0 P\left(X_{i}=0\right)=P\left(X_{i}=1\right)$
For $X_{i}=1$, there are the following two mutually exclusive possibilities:
(i) $-\quad+\quad$,
(ii) + +
and since the probability of each $\operatorname{sign}$ is $\frac{1}{2}$, we have by aodition probability theorem:

Now

$$
E\left(X_{i}^{2}\right)=1^{2} P\left(X_{i}=1\right)+0^{2} P\left(X_{i}=0\right)=P\left(X_{i}=1\right)=\frac{1}{4}
$$

$$
\therefore \quad V:\left(X_{i}\right)=E\left(X_{i}^{2}\right)-\left[E\left(X_{i}\right)\right]^{2}=\frac{1}{4}-\frac{1}{16}=\frac{3}{16}
$$

Now

$$
\begin{aligned}
E\left(X_{i} X_{j}\right) & =1 P\left(X_{i}=1 \cap X_{j}=1\right)+0 . P\left(X_{i}=0 \cap X_{j}=0\right) \\
& 4+0 P\left(X_{i}=1 \cap X_{j}=0\right)+0 . P\left(X_{i}=0 \cap X_{j}=1\right) \\
& =P\left(X_{i}=1 \cap X_{j}=1\right)
\end{aligned}
$$

Since there are the following two mutuaily exclusive possibilities for the event $:\left(X_{i}=1 \cap X_{j}=1\right)$,

Hence

$$
\begin{aligned}
V(X) & \left.=\sum_{i=1}^{n}(3 / 16)+2 \sum_{i<j} \operatorname{Cov}\left(X_{i}, X_{j}\right) \quad \text { [From }(*)\right] \\
& =\frac{3 n}{16}+2\left[\operatorname{Cov}\left(X_{1}, X_{2}\right)+\operatorname{Cov}\left(X_{2}, X_{3}\right)+\right. \\
& =\frac{3 n}{16}+2(n-1) \cdot \frac{1}{16}=\frac{5 n-2}{16}
\end{aligned}
$$

Example 6.21. From äpoint 'on the circumference of a cirćle of radius ' $a$ ', a chord is drawn in a random direction, (all directions are equally likely). Show that the expected value of the length of the chord is $4 a / \pi$ and that the variance of the

$$
\begin{aligned}
& \text { (i) }-+\quad+ \\
& \text { (ii) }+\quad+\quad+\text {, we have } \\
& P\left(X_{i}=1 \cap X_{j}=1\right)=P(i)+P(i i)=\left(\frac{1}{2}\right)^{4}+\left(\frac{1}{2}\right)^{4}=\frac{1}{8} \\
& \therefore \quad \operatorname{Cov}\left(X_{i}, X_{j}\right)=E\left(X_{i} X_{j}\right)-E\left(X_{i}\right) E\left(X_{j}\right) \\
& =\frac{1}{8}-\frac{1}{4} \times \frac{1}{4}=\frac{1}{16}
\end{aligned}
$$

$$
\begin{align*}
& P\left(X_{i}=1\right)=P(i)+P(i i)=\left(\frac{1}{2}\right)^{3}+\left(\frac{1}{2}\right)^{3}=\frac{1}{4} \\
& \therefore \quad E\left(X_{i}\right)=\frac{1}{4} \\
& \text { Hence } \quad E^{\prime}(X)=\sum_{i=1}^{n}\left(\frac{1}{4}\right)=\frac{n}{4^{\prime}, r} \\
& V(X)=V\left(X_{1}+V_{2}+\ldots+X_{n}\right) \\
& =\sum_{i=1}^{n} V\left(X_{i}\right)+2 \sum_{i<j} \operatorname{Cov}\left(X_{i}^{\prime}, X_{j}\right) \tag{*}
\end{align*}
$$

length is $2 a^{2}\left(1-8 / \pi^{2}\right)$. Also show that the chance is $1 / 3$ that the length of the chord will exceed the length.of the side of an equilateral triangle inscribed in the circle.

Solution. Let $P$ be any point on the circumference of a circle of radius ' $a$ ' and ceitite ' $O$ '. Let $P Q$ be any chord drawn at randqm and let $\angle O P Q=\theta$. Obviously, $\theta$ ranges from $-\pi / 2$ to $\pi / 2$. Since all the direc-
 tions are equally likely, the probability differential of $\theta$ is given by the rectangular disıribution (c.f. Chapter 8) :

$$
\begin{aligned}
d F(\theta)=f(\theta) d(\theta) & =\frac{d \theta}{\pi / 2-(-\pi / 2)} \\
& =\frac{d \theta}{\pi}, \frac{-\pi}{2} \leq \theta \leq \frac{\pi}{2}
\end{aligned}
$$

Now, since $\angle P Q R$ is a right angle, (angle in a semi-circle), "we have

$$
\frac{P Q}{P R}=\cos \theta \Rightarrow P Q=\dot{P} R \cos \theta=2 a \cos \theta
$$

$$
\begin{aligned}
E(P Q) & =\int_{-\pi / 2}^{\pi / 2}(P Q) f(\theta) d(\theta)=\frac{2 a}{\pi} \int_{-\pi / 2}^{\pi / 2} \cos \theta d \theta \\
& =\frac{2 a}{\pi}|\sin \theta|_{-\pi / 2}^{\pi / 2}=\frac{4 a}{\pi} \\
E\left[(P Q)^{2}\right] & =\int_{-\pi / 2}^{\pi / 2}[P Q]^{2} f(\theta) d \theta=\frac{4 \dot{a}^{2}}{\pi} \int_{-\pi / 2}^{\pi / 2} \cos ^{2} \theta d \theta \\
& =\frac{4 a^{2}}{\pi} \int_{0}^{\pi / 2} 2 \cos ^{2} \theta d \theta=\frac{4 a^{2}}{\pi} \int_{0}^{\pi / 2}(1+\cos 2 \theta) d \theta
\end{aligned}
$$

(Since $\cos ^{2} \theta$ is an even function of $\theta$ )

$$
\begin{aligned}
& =\left.\frac{4 a^{2}}{\pi}\right|_{0}+\left.\frac{\sin 2 \theta}{2}\right|_{0} ^{\pi / 2}=\frac{4 a^{2}}{\pi} \cdot \frac{\pi}{2}=2 a^{2} \\
\therefore \quad V(P Q) & =E\left[(P Q)^{2}\right]-[E(P Q)]^{2}=2 a^{2}-\frac{16 a^{2}}{\pi^{2}}=2 a^{2}\left(1-\frac{8}{\pi^{2}}\right)
\end{aligned}
$$

We know that the length of the side of an equilateral triangle inscribed in a circle of radius ' $a$ ' is $a \backslash \sqrt{ } 3$. Hence

$$
\begin{aligned}
P(P Q>a \sqrt{ } 3) & =P(2 a \cos \theta>a \sqrt{ } 3)=P \cdot\left(\cos \theta>\frac{\sqrt{ } 3}{2}\right) \\
& =P\left(|\theta|<\frac{\pi}{6}\right)=P\left(\frac{-\pi}{6}<\theta<\frac{\pi}{6}\right) \\
& =\int_{-\pi / 6}^{\pi / 6} f(\theta) d \theta=\frac{1}{\pi} \int_{-\pi / 6}^{\pi / 6} 1 \cdot d \theta=\frac{1}{\pi} \cdot \frac{\pi}{3}=\frac{1}{3}
\end{aligned}
$$

Example 6.22. A chord of a circle of radius ' $a$ ' is'drawn parallel to a given straight line, all distances from the centre of the circle being equally likely. Show that the expected value, of the length of the chord is $\pi a / 2$ and that the variance of the length is $a^{2}\left(32-3 \pi^{2}\right) / 12$. Also show that the chance is $1 / 2$ that the length of
the chord will exceed the length of the side of an equilateral triangle inscribed in the circle.

Solution. Let $P Q$ be the chord of a circle with centre $O$ and radius ' $a$ ' drawn at random parallel to the given straight line $A B$. Draw $O M \perp P Q$. Let $O M=x$. Obviously $x$ ranges from $-a$ to $a$. Since all distances from the centre are equally

likely, the probability that a random value of $x$ will lie in the smallinterval ' $d x$ ' is given by the rectangular distribution [c.f. Chapter 8]:

$$
d F(x)=f(x) d x=\frac{d x}{a-(-a)}=\frac{d x}{2 a},-a \leq x \leq a
$$

Length of the chord is

$$
P Q=2 P M=2 \sqrt{a^{2}-x^{2}}
$$

Hence $E(P Q)=\int_{-a}^{a} P Q d F(x)=\frac{2}{2 a} \int_{-a}^{a} \sqrt{\dot{a}^{2}-x^{2}} d x$

$$
=\frac{2}{a} \int_{0}^{a} \sqrt{a^{2}-x^{2}} d x
$$

(since integrand is an even function of $x$ ).
$=\frac{2}{a}\left|\frac{1}{2} x \sqrt{a^{2}-x^{2}}+\frac{1}{2} a^{2} \sin ^{-1}\left(\frac{x}{a}\right)\right|_{0}^{a}$

$$
=\frac{2}{a} \cdot \frac{a^{2}}{2} \cdot \frac{\pi}{2}=\frac{: \pi a}{2}
$$

$$
E\left[(P Q)^{2}\right]=\int_{-a}^{a}(P Q)^{2} d F(x)=\frac{4}{2 a} \int_{-a}^{a}\left(a^{2}-x^{2}\right) d x
$$

$$
=\frac{4}{a} \int_{0}^{a}\left(a^{2}-x^{2}\right) d x=\left.\frac{4}{a}\right|^{2} a^{2} x-\left.\frac{x^{3}}{3}\right|_{0} ^{a}
$$

$$
=\frac{4}{a} \cdot \frac{2 a^{3}}{3}=\frac{8 a^{2}}{3}
$$

Hence
$\operatorname{Var}$ (length of chord) $=E\left[(P Q)^{2}\right]-[E(P Q)]^{2}=\frac{8 a^{2}}{3}-\frac{\pi^{2} a^{2}}{4}$

$$
=\frac{a^{2}}{12}\left(32-3 \pi^{2}\right)
$$

The length of the chord is greater than the side of the equilateral triangle inscribed in the circle if

$$
\begin{aligned}
2 \sqrt{a^{2}-x^{2}}>a \sqrt{3} & \Rightarrow \quad 4\left(a^{2}-x^{2}\right)>3 a^{2} \\
\text { i.e., } \quad x^{2}<a^{2} / 4 \quad & \Rightarrow \quad|x|<a / 2
\end{aligned}
$$

Hence the required probability is

$$
\begin{aligned}
P(|x|<a / 2) & =P\left(-\frac{a}{2}<X<\frac{a}{2}\right)=\int_{-a / 2}^{a / 2} d F(x) \\
& =\frac{1}{2 a} \int_{-a / 2}^{a / 2} 1 . d x=\frac{1}{2}
\end{aligned}
$$

Example 6.23. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of mutually independent random variables with common distribution. Suppose $X_{k}$ assumes only positive i;., egral values añd $E\left(X_{k}\right)=$.a, exists; $k=1,2, \ldots, n$. Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$.
(i) Show that $E\left(\frac{S_{m}}{S_{n}}\right)=\frac{m}{n}$, for $1 \leq m \leq n$
(ii). Show that $E\left(S_{n}^{-1}\right)$ exists and

$$
E\left(\frac{S_{m}}{S_{n^{i}}}\right)=1+(m-n) a E\left(S_{n}^{-1}\right), \text { for } 1 \leq n \leq m
$$

(iii) Verify and use the inequality $x+x^{-1} \geq 2,(x>0)$ to show'that

$$
E\left(\frac{S_{m}}{S_{n}}\right) \geq \frac{m}{n} \text { for } m, n \geq 1
$$

[Delhi Univ. M.Sc. (Stat.), 19881
Solution. (i) We have

$$
\begin{array}{ll} 
& E\left[\frac{X_{1}+X_{2}+\ldots+X_{n}}{X_{1}+X_{2}+\ldots+X_{n}}\right]=E(1)=1 \\
\Rightarrow & E\left[\frac{X_{1}+X_{2}+\ldots+X_{n}}{S_{n}}\right]=1 \\
\Rightarrow & E\left(\frac{X_{1}}{S_{n}}\right)+E\left(\frac{X_{2}}{S_{n}}\right)+\ldots+E\left(\frac{X_{n} \cdot}{S_{n}}\right)=1
\end{array}
$$

Since $X_{i} ' s,(i=1,2, \ldots, n)$ are identically distributed random variables, $\left(X_{i} / S_{n}\right),(i=1,2, \ldots, n)$ are also identically distributed random variables.

$$
\begin{array}{ll}
\therefore & n E\left(\frac{X_{i}}{S_{n}}\right)=1 \\
\Rightarrow & E\left(\frac{X_{i}}{S_{n}}\right)=\frac{1}{n} ; i=1,2, \ldots, n \tag{*}
\end{array}
$$

Now

$$
E\left(\frac{S_{m}}{S_{n}}\right)=E\left(\frac{\dot{X_{1}}+X_{2}+\ldots+X_{m}}{S_{n}}\right)=E\left[\frac{X_{1}}{S_{n}}+\frac{X_{2}}{S_{n}}+\ldots+\frac{X_{m}}{S_{n}}\right]
$$

$$
\begin{align*}
& =E\left(\frac{X_{1}}{S_{n}}\right)+E\left(\frac{X_{2}}{S_{n}}\right)+\ldots+E^{!}\left(\frac{X_{m}}{S_{n}}\right) \\
& =\frac{1}{n}+\frac{1}{n}+\ldots+\frac{1}{n}[(m \text { times })]  \tag{*}\\
& =\frac{m}{n},(m<n)
\end{align*}
$$

(ii) Since $X_{i}$ 's assume only positivè integral values, we have

$$
n \leq X_{1}+X_{2}+\ldots+X_{n}<\infty
$$

$\Rightarrow \quad \frac{1}{n} \geq \frac{1}{S_{n}}>0 \quad \Rightarrow \quad 0<S_{n}^{-1} \leq \frac{1}{n}$
Since $S_{n}^{-1}$ lies between two finite quantities 0 and $\frac{1}{n}$, we get

$$
0<E\left(S_{n}^{-1}\right) \leq \frac{1}{n}
$$

Hence $E\left(S_{n}^{-1}\right)$ exists.

$$
\begin{aligned}
E\left(\frac{S_{m}}{S_{n}}\right)= & E\left[\frac{X_{1}+X_{2}+\ldots+X_{n}+X_{n+1}+\ldots+X_{m}}{S_{n}}\right], m \geq n \\
\ldots & =E\left[1+\frac{X_{n+1}}{S_{n}}+\ldots+\frac{X_{m}}{S_{n}}\right] \\
& =1+E\left(\frac{X_{n+1}}{S_{n}}\right)+\ldots+E\left(\frac{X_{m}}{S_{n}}\right)
\end{aligned}
$$

Since $X_{n+1} ; X_{n+2}, \ldots, X_{m}$ are independent of $S_{n}=X_{1}+\dot{X}_{2}+\ldots+X_{n}$, they are independent of $S_{n}^{-1}$ also.

$$
\begin{aligned}
\therefore \quad E\left(\frac{S_{m}}{S_{n}}\right) & =1+E\left(X_{n+1}\right) \cdot E\left(S_{n}^{-1}\right)+\ldots+E\left(X_{m}\right) E\left(S_{n}^{-1}\right) \\
& =1+\left[E\left(X_{n+1}\right)+\ldots+E\left(X_{m}\right)\right] E\left(S_{n}^{-1}\right) \\
& =1+(m-n) a E\left(S_{n}^{-1}\right), 1 \leq n \leq m
\end{aligned}
$$

$$
\left[\because E\left(X_{i}\right)=a \forall \quad i\right]
$$

(iii) Verification of $x+\frac{1}{2} \geq 2,(x>0)$.

$$
x+\frac{1}{2} \geq 2
$$

$$
\begin{array}{ll}
\Rightarrow & x^{2}+1 \geq 2 x \quad \text { (multiplitation valid only iff } x>0 \text { ) } \\
\Rightarrow & (x-1)^{2} \geq 0
\end{array}
$$

which is always true for $x>0$.
If $1 \leq m \leq n$, result follows from (*).
If $1 \leq n \leq m$, then using $(* *)$, we have to prove that
which was to be proved in (***).
Example 6.24. Let $X$ be a r.v. for which $\beta_{1}$ and $\beta_{2}$ exist. Then for any'real $k$, prove that :

$$
\begin{equation*}
\beta_{2} \geq \beta_{1}-\left(2 k+k^{2}\right) \tag{*}
\end{equation*}
$$

Deduce that (i) $\beta_{2} \geq \beta_{1}$, (ii) $\beta_{2} \geq 1$. When is $\beta_{2}=1$ ? $\hat{\gamma}$
Solution. Without any loss of generality we can take $E(X)=0$. [If $E(X)=0$, then we may start with the random variable $Y=X-E(X)$ so that $E(Y)=0$.]

Consider the real valued function of the real variable $t$ defined by :

$$
\begin{gather*}
Z(t)=E\left[X^{2}+t X+k \mu_{2}\right]^{2} \geq 0 \forall t, \\
\mu_{r}=E X^{\prime} \tag{i}
\end{gather*}
$$

where
is the $r$ th moment oi $X$ about mean.

$$
\begin{align*}
\therefore \quad Z(t) & =E\left[X^{4}+t^{2} X^{2}+k^{2} \mu_{2}^{\Sigma_{2}}+2 t X^{3}+2 k \mu_{2} X^{2}+2 k \mu_{2} t X\right] \\
& \left.=\mu_{4}+t^{2} \mu_{2}+k^{2} \mu_{2}^{2}+2 t \mu_{3}+2 k \mu_{2}^{2} \quad \text { [Using (i) and } E(X)=0\right] \\
& =t^{2} \mu_{2}+2 t \mu_{3}+\mu_{4}+k^{2} \mu_{2}^{2}+2 k \mu_{2}^{2} \geq 0: \text { for all } t . \quad \ldots(i l)
\end{align*}
$$

Since $Z(t)$ is a quadratic form in $t, Z(t) \geq 0$ for all $t$ iff its discriminant is $\leq 0$, i.e.,
iff

$$
\Rightarrow
$$

$$
\begin{array}{r}
\left(2 \mu_{3}\right)^{2}-4 \mu_{2}\left[\mu_{4}+k^{2} \mu_{2}^{2}+2 k \mu_{2}^{2}\right] \leq 0 \\
\frac{\mu_{3}^{2}}{\mu_{2}^{3}}-\left[\frac{\mu_{4}}{\mu_{2}^{2}}+k^{2}+2 k\right] \leq 0
\end{array}
$$

[Dividing by $\left.4 \mu_{2}^{3}>0\right]$

$$
\begin{aligned}
& 1+(m-n) a E\left(S_{n}^{-1}\right) \geq \frac{m}{n} \\
& \Rightarrow \quad(m-n) a E\left(S_{n}^{-1}\right) \geq \frac{m-n}{n} \\
& \Rightarrow \quad E\left(S_{n}^{-1}\right) \geq \frac{1}{a n} \\
& \text { In (**), taking } x=\frac{S_{n}}{a n}>0 \text {, we get } \\
& E(x)+E\left(x^{-1}\right) \geq 2 \\
& \Rightarrow \quad E\left[\frac{S_{n}}{a n}\right]+E\left[\frac{S_{n}}{a n}\right]^{-1} \geq 2 \\
& \Rightarrow \quad \frac{1}{a n} \cdot E\left(S_{n}\right)+a n E\left(S_{n}^{-1}\right) \sum_{1} 2 . \\
& \Rightarrow \quad \frac{1}{a n} \cdot a n+a n E\left(S_{n}^{-1}\right) \geq 2 \\
& \Rightarrow \quad \text { an } E\left(S_{n}^{-1}\right) \geq 1 \\
& \Rightarrow \quad E\left(S_{n}^{-1}\right) \geq \frac{1}{a n},
\end{aligned}
$$

$$
\left.\begin{array}{rl}
\Rightarrow & \beta_{1}-\beta_{2}-\left(2 k+k^{2}\right) \\
\leq 0  \tag{**}\\
\Rightarrow & \beta_{2}
\end{array}\right)
$$

Deductions. (i) Taking $k=0$ in (*) we get $\beta_{2} \geq \beta_{1}$
(ii) Taking $k=-1$ in (*) we get: $\beta_{2} . \geq \beta_{1}+1$
a result, which is established differently in Example 6.26.
(iii) Since $\beta_{1}=\mu_{3}^{2} / \mu_{2}^{3}$ is always non-negative, we get from ( $* * *$ ) :

$$
\begin{equation*}
\beta_{2} \geq 1 \tag{****}
\end{equation*}
$$

Remark. The sign of equality holds in $(* * * *)$, i.e., $\beta_{2}=1$ iff ${ }^{1}$

$$
\begin{aligned}
& \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=1 \quad \Rightarrow \quad \mu_{4}=\mu_{2}^{2} \\
& \Rightarrow \quad E[X-E(X)]^{4}=[E(X-E(X))]^{2} \\
& \Rightarrow \quad E\left(Y^{2}\right)-[E(Y)]^{2}=0, \quad\left(Y=[X-E(X)]^{2}\right) \\
& \Rightarrow \quad \operatorname{Var}(Y)=0 \\
& \Rightarrow \quad P[Y=E(Y)]=1 \quad \text { [See Example 6.9'] } \\
& \Rightarrow \quad P\left[(X-\mu)^{2}=E(X-\mu)^{2}\right] \doteq 1 \\
& \Rightarrow \quad P\left[(X-\mu)^{2}=\sigma^{2}\right]=1 \\
& \Rightarrow \quad P[(X-\mu)= \pm \sigma]=1 \\
& \Rightarrow \quad P[X=\mu \pm \sigma]=1
\end{aligned}
$$

Thus $X$ takes only two values $\mu+\sigma$ and $\mu_{1}-\sigma$ with respective prrobabilities $p$ and $q$, (say).

```
\(\therefore \quad E(X)=p(\mu+\sigma)+q(\mu-\sigma)=\mu\)
\(\Rightarrow \quad p+q=1 \quad\) and \(\quad(p-q) \sigma=0\)
```

But since $\sigma \neq 0$, (since in this case $\beta_{2}$ is defined) we have':

$$
p+q=1 \text { and } p-q=0 \Rightarrow p=q=1 / 2 .
$$

Hence $\beta_{2}=1$ iff the r.v. $X$ assumes only two values, each with equa! probability $1 / 2$.

Example 6.25. Let $X$ and $Y$ be two variates having finite means.
Prove or disprove :
(a) $E[\operatorname{Min}(X, Y)] \leq \operatorname{Min}[E(X), E(Y)]$
(b) $E[\operatorname{Max}(X, Y)] \geq \operatorname{Max}[E(X), E(Y)]$
(c) $E[\operatorname{Min}(X, Y)+\operatorname{Max}(X, Y)]=E(X)+E(Y)$
[Delhi Univ. B.A. (Stat. Hons.), Spl. Course, 1989]
Solution. We know that
and

$$
\begin{align*}
\operatorname{Min}(X, Y) & =\frac{1}{2}(X+Y)-|X-Y|  \tag{i}\\
\operatorname{Max}(X, Y) & =\frac{1}{23}(X+Y)+|X-Y| \tag{ii}
\end{align*}
$$

(a) $\therefore \quad E[\operatorname{Min}(X, Y)]=\frac{1}{2} E(X+Y)-E|X-Y|$
$\begin{array}{ll}\text { We have: } \\ \Rightarrow & \quad \left\lvert\, \begin{array}{l}E(X-Y)|\leq E| X-Y \mid \\ E(X-\eta)|\geq-E| X-Y \mid,\end{array}\right., ~\end{array}$
$\Rightarrow \quad E|X-Y| \leq-|E(X-Y)|=-|\dot{E}(X)-E(Y)|$
Substituting in (iii) wè get :

$$
\begin{align*}
E[\operatorname{Min}(X, Y)] & \leq \frac{1}{2} E(X+Y)-E|X-Y|  \tag{}\\
& \leq \frac{1}{2}[E(X)+E(Y)]-|E(X)-E(Y)| \quad \ldots[\text { From (*) }]
\end{align*}
$$

$\Rightarrow \quad E[\operatorname{Min}(X, Y)] \leq \operatorname{Min}[E(X), E(Y)]$
(b) Similarly from (ii) we get:

$$
\begin{aligned}
E[\operatorname{Max}(X, Y)] & =\frac{1}{2} E\left(X+,+E \mid X+Y_{1}\right. \\
& \geq \frac{1}{2} E(X+Y)+|E(X+Y)| \\
& \quad(\because|E(X+Y)| \leq E|X+Y|) \\
& =\frac{1}{2}[E(X)+E(Y)]+|E(X)+E(Y)| \\
& =\operatorname{Max}[E(X), E(Y)] \\
\text { i.e., } \quad E[\operatorname{Max}(X, Y)] & \geq \operatorname{Max}[E(X), E(Y)] \\
\text { (c) } \quad[\operatorname{Min}(X, Y) & +\operatorname{Max}(X, Y)]=[X+Y] \\
\Rightarrow \quad E[\operatorname{Min}(X, Y) & +\operatorname{Max}(X, Y)]=E(X+Y) \\
& \\
& =E(X)+E(Y),
\end{aligned}
$$

as required.
Hence all the results in (a), (b) and (c) are true.
Example 6.26. Use the relation $E\left(A X^{a}+B X^{b}+C X^{c}\right)^{2} \geq 0, X$ being $a$ random variable with $E(X)=0, E$ denoting the mathematical expectation, to show that

$$
\left|\begin{array}{lll}
\mu_{2 a} & \mu_{a+b} & \mu_{a+c}  \tag{*}\\
\mu_{a+b} & \mu_{2 b} & \mu_{b+c} \\
\mu_{a+c} & \mu_{b+c} & \mu_{2 c}
\end{array}\right| \geq 0
$$

$\mu_{n}$ denoting the nth moment about mean.
Hence or otherwise show that Pearṣon Beta-coefficients satisfy the inequality

$$
\boldsymbol{\beta}_{2}-\boldsymbol{\beta}_{1}-1 \geq 0
$$

Also deduce that $\beta_{2} \geq 1$.
Solution. Since $E(X)=0$, we get

$$
\begin{equation*}
E\left(X^{\prime}\right)=\mu_{r} \tag{**}
\end{equation*}
$$

We are given that

$$
\begin{array}{cc} 
& E\left(A X^{a}+B X^{b}+C X^{c}\right)^{2} \\
\Rightarrow & E\left[A^{2} X^{2 a}+B^{2} X^{2 b}+C^{2} X^{2 c}+2 A B X^{a+b}+2 A C X^{a+c}+2 B C X^{b+c}\right] \\
\Rightarrow & A^{2} \mu_{2 a}+B^{2} \mu_{2 b}+C^{2} \mu_{2 c}+2 A B \mu_{a+b}+2 A C \mu_{a+c}+2 B C \mu_{b+c} \geq 0 \\
& {[\text { From (**)] ...(***) }}
\end{array}
$$

for all values of $A, B, C$.
We know from matrix theory that the conditions for the quadratic form

$$
a^{\prime} x^{2}+b^{\prime} y^{2}+c^{\prime} z^{2}+2 f^{\prime} y z+2 g^{\prime} z x+2 h^{\prime} x y
$$

to be non-negative for all values of $x, y$ and $z$ are

$$
a^{\prime} \geq 0, \quad \text { (ii) }\left|\begin{array}{ll}
a^{\prime} & h^{\prime} \\
h^{\prime} & b^{\prime}
\end{array}\right| \geq 0 \text {, and } \quad \text { (iii) }\left|\begin{array}{lll}
a^{\prime} & h^{\prime} & g^{\prime} \\
h^{\prime} & b^{\prime} & f^{\prime} \\
g^{\prime} & f^{\prime} & c^{\prime}
\end{array}\right| \geq 0
$$

Comparing with (***), we have

$$
a^{\prime}=\mu_{2 a}, b^{\prime}=\mu_{2 b}, c^{\prime}=\mu_{2 c}, f^{\prime}=\mu_{b+c}, g^{\prime}=\mu_{a+c}, h^{\prime}=\mu_{a+b}
$$

Substituting these values in condition (iii) above, we get the required result.
Taking $a=0, b=1$ and $c=2$ in (*) and noting that $\mu_{0}=1$ and $\mu_{1}=0$, we get

$$
\begin{aligned}
& \left|\begin{array}{ccc}
1 & 0 & \mu_{2} \\
0 & \mu_{2} & \mu_{3} \\
\mu_{2} & \mu_{3} & \mu_{4}
\end{array}\right|
\end{aligned}
$$

Dividing throughout by $\mu_{2}^{3}$ (assuming that $\mu_{2}$ is finite, for otherwise $\beta_{2}$ will erome infinite), we get

$$
\begin{aligned}
& \frac{\mu_{4}}{\mu_{2}^{2}}-\frac{\mu_{3}^{2}}{\mu_{2}^{3}}-1 \\
\Rightarrow & \beta_{2}-\beta_{1}-1 \\
\Rightarrow & \\
\Rightarrow & \dot{\beta}_{2}
\end{aligned}<\beta_{1}+1
$$

Further since $\beta_{1} \geq 0$, we get $\beta_{2} \geq 1$.
Example 6.27. Let $X$ be a non-negative random variable with distribution function $F$. Show that

$$
\begin{equation*}
E(X)=\int_{0}[1-F(x)] d x \tag{i}
\end{equation*}
$$

Conjecture a corresponding expression for $E\left(X^{2}\right)$.
[Delhi Univ. M.Sc.(Stat). 1988]
Solution. Since $X \geq 0$, we have :

$$
\text { R.H.S. } \left.=\int_{0}^{\infty}[1-P(X \leq x)] d x=\int_{0}^{\infty}\left[1-\int_{0}^{x} f(u) d u\right]\right] d x,
$$

where $f($.$) is the p.d.f. of r.v. X$.

$$
\begin{equation*}
\therefore \quad \text { R.H.S. }=\int_{0}^{\infty}\left[\int_{x}^{\infty} f(u) d u\right] d x \tag{ii}
\end{equation*}
$$

From the integral in bracket (ii), we have, $u \geq x$ and since $\dot{x}$ ranges from 0 to $\infty, u$ also range from 0 to $\infty$. Further $u \geq x \Rightarrow x \leq u$ and since $x$ is non-negative,
we have $0 \leq x \leq u$. [See Region $R_{1}$ in Remark 2 below]. Hence changing the order of integration in (ii), [by Fubini's theorem for non-negative functions], we get

$$
\begin{aligned}
\text { R.H.S. } & =\int_{0}^{\infty}\left[\int_{0}^{u} 1^{\prime} \cdot d x\right] f(u) d u=\int_{0}^{\infty} u \cdot f(u)^{\prime} d u \\
& =E(X) \quad[\text { Since } f(.) \text { is p.d.f. of } X]
\end{aligned}
$$

Conjecture for $E\left(X^{2}\right)$. Consider the integral:

$$
\begin{aligned}
\int_{0}^{\infty} 2 x[1-F(x)] d x & =\int_{0}^{\infty} 2 x\left(\int_{x}^{\infty} f(u) d u\right) d x \\
& =\int_{0}^{\infty}\left(\int_{0}^{\infty} 2 x d x\right) f(u) d u,
\end{aligned}
$$

(By Fubini's theorem for non-negative functions).

$$
=\int_{0} u^{2} \cdot f(u) \cdot d u=E\left(X^{2}\right)
$$

Remarks. 1. If $X$ is a non-negative r.v. then

$$
\begin{equation*}
\operatorname{Var}_{1} X=E X^{2}-[E(X)]^{2}=\int_{0} 2 x[1-F(x)] d x-\mu_{x}^{2} \tag{iii}
\end{equation*}
$$

2. If we do not restrict ourselves to nen-negative random variables only, we have the following more generalised result.

If $F$ denotes the distribution function of the random variable $X$ then :

$$
\begin{equation*}
E(X)=\int_{0}^{\infty}[1-\underline{F}(x)] d x-\int_{-\infty}^{0} F(x) d x, \tag{iv}
\end{equation*}
$$

provided the integrals exist finitely.
Proof of (iv). The first integral has already been evaluated in the above example,i.e.,

$$
\begin{equation*}
\int_{0}^{\infty}[1-F(x)] d x=\int_{0}^{\infty} u \cdot f(u) \cdot d u \tag{v}
\end{equation*}
$$

Consider :
$\int_{-\infty}^{0} F(x) d x=\int_{-\infty}^{0} P(X \leq x) d x=\int_{-\infty}^{0}\left(\int_{-\infty}^{x} f(u) d u\right) d x$
$=\int_{-\infty}^{0}\left(\int_{u}^{0} 1 \cdot d x\right) f(u) d u$
[Changing, the order of integration in the Region $R_{2}$ where $\left.u \leq x\right]$.

$$
\begin{equation*}
=\int_{-\infty}^{0}\left\|\cdot \int(u) d\right\| \tag{vi}
\end{equation*}
$$

Subtracting (vi) from (v), we get :

$$
\begin{aligned}
\int_{0}^{\infty}[1-F(x)] d x-\int_{-\infty}^{0} F(x) d x & =\int_{0}^{\infty} u f(u) d u+\int_{-\infty}^{0} u f(u) d u \\
& =\int_{-\infty}^{\infty} u f(u) d u \\
& \left.=E^{-\infty}(X), \quad \text { (Sincef(.) is p.d.f. oj } \lambda^{\prime}\right)
\end{aligned}
$$

aş desired.
In this generalised case',

$$
\operatorname{Var}(X)=\int_{0} 2 x\left[1-F_{X}(x)+F_{X}(-x)\right] d x-[E(X)]^{2}
$$

3. The corresponding a na logue of the above result for discrete random variable is given in the next Example 6.28.

Example 6.28. If the possibile valiues of a variate $X$ are $0,1,2,3, \ldots$. then

$$
E(X)=\sum_{n=0}^{\infty} P(X>n)
$$

[Delhi, Univ. B.Sc, (Maths Hons.), 1987]
Solution. Let $P(X=n)=p_{n}, n=0,1,2,3, \ldots$
If $E(X)$ exists, then by definition :

$$
E(X)=\sum_{n=0}^{\infty} n \cdot P(X=n)=\sum_{n=1}^{\infty} n \cdot p_{n}
$$

Consider :

$$
\begin{aligned}
\sum_{n=0}^{\infty} P(X>n)= & P(X>0)+P(X>1)+P(X>2)+\ldots \\
= & P(X \geq 1)+P(\dot{X} \geq 2)+P(X \geq 3)+\ldots \\
= & \left(p_{1}+p_{2}+p_{3}+p_{4}+\ldots \ldots\right) \\
& \quad+\left(p_{2}+p_{3}+p_{4}+\ldots \ldots\right) \\
& \quad+\left(p_{3}+p_{4}+p_{5}+\ldots \ldots\right) \\
& \quad+\ldots \ldots \ldots \ldots \ldots \ldots \\
= & p_{1}+2 p_{2}+3 p_{3}+\ldots \ldots \\
= & \sum_{n=1}^{\infty} n p_{n} \\
= & E(X)
\end{aligned}
$$

As an illustration of this result, see Problem 24 in Exercise 6(a).
Aliter. R.H.S. $=\sum_{n=0}^{\infty} P(X>n)=\sum_{n=1}^{\infty} P \cdot(X \geq n)$

$$
=\sum_{n=1}^{\infty}\left(\sum_{x=n}^{\infty} p(x)\right)
$$

Since the series is convergent and $p .(x) \geq 0 \forall x$, by Fubini's theorem, changing the order of summation we get :

$$
\text { R.H.S. }=\sum_{x=1}^{\infty}\left(\sum_{n=1}^{x} p(x)\right)=\sum_{x=1}^{\infty}\left\{p(x) \sum_{n=1}^{x} 1\right\}
$$

since $x \geq n \Rightarrow n \leq x$ and $x$ assumes only positive integral values:

$$
\therefore \quad \text { R.H.S. }=\sum_{x=1}^{\infty} x p(x)=\sum_{x=0}^{\infty} x p(x)=E(X)
$$

Example 6.29. For any variates $Y$ and $Y$, show that

$$
\begin{equation*}
\left\{E(X+Y\}^{2}\right\}^{1 / 2} \leq\left\{\left.E\left(X^{2}\right)\right|^{1 / 2}+\left\{\left.E\left(Y^{2}\right)\right|^{1 / 2}\right.\right. \tag{*}
\end{equation*}
$$

Solution. Squaring both șides in (*), we have to prove

$$
\begin{aligned}
& & E:(X+Y)^{2} & \leq\left[\left\{E\left(X^{2}\right)\right\}^{1 / 2}+\left\{E\left(Y^{2}\right)\right\}^{1 / 2}\right]^{2} \\
\Rightarrow & E & E^{\prime}\left(X^{2}\right)+E\left(Y^{2}\right)+2 E(X Y) & \leq E\left(X^{2}\right)+E\left(Y^{2}\right)+2 \sqrt{E\left(X^{2}\right) E\left(Y^{2}\right)} \\
\Rightarrow & & E(X Y) & \leq \sqrt{E\left(X^{2}\right) E\left(Y^{2}\right)} \\
\Rightarrow & & {[E(X Y)]^{2} } & \leq E\left(X^{2}\right) \cdot E\left(Y^{2}\right) .
\end{aligned}
$$

This is nothing but Cauchy-Schwartz inequality. [For proof see Theorem $6 \cdot 11$ page 6.13.]

Example 6.30. Let $X$ and $Y$ be independent non-degenerate variates. Prove that
iff

$$
\begin{gathered}
\operatorname{Var}(X Y)=\operatorname{Var}(X) \cdot \operatorname{Var}(Y) \\
E(X)=0, E(Y)=0
\end{gathered}
$$

[Delhi Univ. B.Sc. (Maths Hons.), 1989]
Solution. We have

$$
\begin{align*}
\operatorname{Vàr}(X Y) & =E^{\prime}(X Y)^{2}-[E(X Y)]^{2}=E\left(X^{2} Y^{2}\right)-[E(X Y)]^{2} \\
& =E\left(X^{2}\right) E\left(Y^{2}\right)-\left[E^{\prime}(X)\right]^{2}[E(Y)]^{2}, \tag{*}
\end{align*}
$$

since $X$ and $Y$ are indepenḍent.
If $\quad E^{\prime}(X)=0=E(Y)$
then $\quad \operatorname{Var}(X)=E\left(X^{2}\right)$ ạnd $\left.\operatorname{Var}(Y)=E\left(Y^{2}\right)\right\}$.
Substituting from (**) in (*), we get

$$
\operatorname{Var}(X Y)=\operatorname{Var}(X) \cdot \operatorname{Var}(Y),
$$

as desired.
Only If. We have to prove that if

$$
\begin{equation*}
\operatorname{Var}(X Y)=\operatorname{Var}(X) \cdot \operatorname{Var}(Y) \tag{***}
\end{equation*}
$$

then $\quad E(X)=0$ and $E(Y)=0$.
Now (***) gives, [on using (*)]
$E\left(X^{2}\right) E\left(Y^{2}\right)-[E(X)]^{2} \cdot[E(Y)]^{2}=\left\{E\left(X^{2}\right)-\left[\left.E(X)\right|^{2}\right\} \times\left\{E\left(Y^{2}\right)-[E(Y)]^{2}\right\}\right.$

$$
\begin{align*}
&=E\left(X^{2}\right) E\left(Y^{2}\right)-E\left(X^{2}\right)[E(Y)]^{2}-[E(X)]^{2} E\left(Y^{2}\right)+[E(X)]^{2}[E(Y)]^{2} \\
& \Rightarrow E\left(X^{2}\right) \cdot[E(Y)]^{2}-[E(X)]^{2} \cdot[E(Y)]^{2}+[E(X)]^{2} E\left(Y^{2}\right)-[E(X)]^{2}[E(Y)]^{2}=\ell \\
& \Rightarrow \quad[E(Y)]^{2}\left\{E\left(X^{2}\right)-[E(X)]^{2}\right\}+[E(X)]^{2}\left\{E\left(Y^{2}\right)-[E(Y)]^{2}\right\}=0 \\
& \Rightarrow \quad \quad[E(Y)]^{2} \cdot \operatorname{Var}(X)+[E(X)]^{2} \operatorname{Var}(Y)=0 \tag{****}
\end{align*}
$$

Since each of the quantities $[E(X)]^{2},[E(Y)]^{2}, \operatorname{Var}(X)$ and $\operatorname{Var}(Y)$ is nonnegative and since $X$ and $Y$ are.given io be non-degenerate random variables such that $\operatorname{Var}(X)>0$ and $\operatorname{Var}(Y)>0,(* * * *)_{i}$ holds only if we have $E(X)=0=E(Y)$, as required.

## EXERCISE 6(a)

1. (a) Define a random variable and its mathematical expectation.
(b) Show that the mathematical expectation of the sum of two random variables is the sum of their individual expectations and if two variables are independent, the mathematical expectation of their product is the product of their expectations.

Is the condition of independence necessary for the latter? If not, what is the necessary condition?
(c) If $X$ is a random variable, prove that $|E(X)| \leq E(|X|)$.
(d) If $X$ and $Y$ are two random variables such that $X \leq Y$, prove that

$$
E(X) \leq E(Y)
$$

(e) Prove that $E\left[(X-c)^{3} j=[\operatorname{Var}(X)]+[E(X)-c]^{2}\right.$, where $c$ is à constant.
2. Prove that
(a) $E(a X+b Y)=a E(X)+b E(Y)$.
where $a$ and $b$ are any constants.
(b) $E(a)=a, a$ being. a constant.
(c) $E[a g(X)]=a E[g(X)]$
(d) $E\left[g_{1}(X)+g_{2}(X)+\ldots+g_{n}(X)\right] \equiv E\left[g_{1}(X)\right]+E\left[g_{2}(X)\right]+\ldots+E\left[g_{n}(X)\right]$
(e) $|E[g(X)]| \leq E[|g(X)|]$.
(f) If $g(X) \geq 0$, everywhere then $E[g(X)] \geq 0$.
(g) If $g(X) \geq 0$ everywhere and $E[g(X)]=0$, then $g(X)=0$, ie., the random variable $g(X)$ has a one point distribution at $X=0$.
3. Show that if $X$ is non-negative random variable such that both $E(X)$ and $E(1 / X)$ exist, then

$$
\Sigma(1 / X) \geq 1 / E(X)
$$

4. If $X, Y$ are independent random variables with $E(X)=\alpha, E\left(X^{2}\right)=\beta$, and $E\left(Y^{k}\right)=a_{k} ; k=1,2,3,4$, find $E\left(X \dot{Y}+Y^{2}\right)^{2}$.
5. (II) If $X$ and $Y$ are two independent random variables, show that

$$
\operatorname{Var}\left(a X^{\prime}+b Y\right)=a^{2} \operatorname{Var}(X)+b^{2} \operatorname{Var}(Y)
$$

(b) With usual notations, show that
$\operatorname{Cov}(a X+b Y, c X+d Y)=a c \operatorname{Var}(X)+b d \operatorname{Var}(Y)+(a d+b c) \operatorname{Cov}(X, Y)$
(c) Show that

$$
\operatorname{Cov}\left(\sum_{i=1}^{n} a_{i} X_{i}, \sum_{i=1}^{n} b_{i} x_{j}\right)=\sum_{j=1}^{n} \sum_{i=1}^{n} a_{i} b_{j} \operatorname{Cov}\left(X_{i}, X_{j}\right)
$$

6. (a) Define the indicator function $I_{A}(x)$ and show that $E\left(I_{A}(X)\right)=P(A)$.
(b) Prove that the probability function $P(X \in A)$ for $\operatorname{set} A$ and the distribution function $F_{X}(x),(-\infty<x<\infty)$, can be regarded as expéctations of some random variable.

Hint. Define the indicator functions :

$$
\begin{aligned}
I_{A}(x) & =1 \text { if } x \in A \\
& =0 \text { if } x \notin A
\end{aligned} \quad I_{y}(x)=1 \text { if } x \leq y
$$

Then we shall get :

$$
E\left(I_{A}(X)\right]=P(X \in A) \text { and } E\left(I_{y}(X)\right)=P(X \leq y)=F_{X}(y)
$$

7. (a) Let $X$ be a continuous random variable with median $m$. Minimise $E|X-b|$, as an function of $b$.

Ans. $\quad E|X-b|$ is minimum when $b=m=$ Median. This states that absolute sum of deviations of a given set of observations is minimum when taken about median. [See Example 5•19.]
(b) Let $X$ be a random variable such that $E|X|<\infty$. Show that $E|X-C|$ is minimised if we choose $C$ equal to the median of the distribution. [Delhi Univ. B.Sc. (Maths Hons.), 1988]
8. If $X$ and $Y$ are symmetric, show that

$$
E\left(\frac{X}{X+Y}\right)=\frac{1}{2}
$$

Hint.

$$
1=E\left[\frac{X+Y}{X+Y}\right]=E\left[\frac{X}{X+Y}\right]+E\left[\frac{Y}{X+Y}\right]
$$

$\Rightarrow \quad 1=2 E\left[\frac{X}{X+Y}\right]$
( $\because X$ and $Y$ are symmetric.)
9. (a) If a r.v. $X$ has a symmetric density about the point ' $a$ ' and if $E(X)$ exists, then

$$
\text { Mean }(X)=\operatorname{Median}(X)=a
$$

Hint. Given $f(a-x)=f(a+x) ; f(x)$ p.d.f. of $X$. prove that

$$
E(X-a)=\int_{-\infty}^{\infty}(1-a) f(x) d x=\int_{-\infty}^{\infty}(x-a) f(x) d x+\int_{a}^{\infty}(x-a) f(x) d x=0
$$

(b) If $X$ and $Y$ are two random variables with finitevariances, then show that

$$
\begin{equation*}
E^{\prime}(X Y) \leq E\left(X^{2}\right) \cdot E\left(Y^{2}\right) \tag{*}
\end{equation*}
$$

When does the equality sign hold in (*)? [Indian Civil Service, 1387]
10. Let $X$ be a non-negative arbitrary r.v. with distribution function $F$. show that

$$
E(X)=\int_{0}^{\infty}\left[1-F_{X}(x)\right] d x-\int_{-\infty}^{0} F_{X}(x) d x
$$

in the sense that, if either side exists, so does the other and the two are equal.
[Delhi Univ. B.Sc. (Maths Hons.), 1992]
11. Show that if $Y$ and $Z$ are independent random values of a variable $X$, the expected value' of $(Y-Z)^{2}$ is twice the variance of the distribution of $X$.
[Allahab ad Univ. B.Sc., 1989]

$$
\text { Hint. } \left.\begin{array}{rl}
E(Y)=E(Z) & =E(X)=\mu,(\text { say }) ; \sigma_{y}^{2}=\sigma_{z}^{2}=\sigma_{x}^{2}=\sigma^{2},(\text { say }) . . .\left({ }^{*}\right)  \tag{}\\
E(Y-Z)^{2} & =E\left(Y^{2}\right)+E\left(Z^{2}\right)-2 E(\eta E(Z) \\
& (\because Y, Z \text { are independent }) \\
& \equiv\left(\sigma_{y}^{2}+\mu_{y}^{2}\right)+\left(\sigma_{z}^{2}+\mu_{z}^{2}\right)-2 \mu^{2} \\
& =2 \sigma^{2}=2 \sigma_{x}^{2}
\end{array} \quad \text { [On using. }\left({ }^{*}\right)\right] \text { ] }
$$

12. Given the following table :

| $x$ | -3 | -2 | $-1, \ldots$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | 0.05 | 0.10 | 0.30 | 0 | 0.30 | 0.15 | 0.10 |

Compute
(i) $E(X)$,
(ii). $E(2 X \pm 3)$,
(iii) $E(4 X+5)$,
(iv) $E\left(X^{2}\right)$
(v) $V(X)$, and
(vi) $\cdot v(2 X \pm 3)$.
13. (a) $A$ and $B$ throw with one die for a stake of Rs. 44 which is to be won by the playr who first throws a 6 . If $A$ has the first throw, what are their respective expectations?

Ans. Rs. 24, Rs. 20.
(b) A contractor has to choose between two jobs. The first promises a profit of Rs. $1,20,000$ with a probability of $3 / 4$ or a loss of Rs. 30,000 due to delays with a probability of $1 / 4$; the second promises a profit of Rs. $1,80,000$ with a probability of $1 / 2$ or a loss of Res. 45,000 with a probability of $1 / 2$. Which job should the contractor choose so as to maximise his expected profit?
(c) A'random variable $X$ can assume any positive integral value $n$ with a probability porportional to $1 / 3^{n}$. Find the expectation of $X$.
[Delhi Univ. B.Sc., Oct. 1987]
14. Three tickets are chosen at random without replacèment from 100 tickets numbered $1,2, \ldots, 100$. Find the mathematical expectation of the sum of the numbers on the tickets drawn.
15. (a) Three urns contain respectavily 3 green and 2 white balls, 5 green and 6 white balls and 2 green and 4 white balls. One ball is drawn from each urn. Find the expected number of white balls drawn out.

Hint. Let us define the r.v.

$$
\begin{aligned}
X_{i} & =1, \text { if the ball drawn from ith urn is white } \\
& =0 \text {, otherwise }
\end{aligned}
$$

Then the number of white balls drawn is $S=X_{1}+X_{2}+X_{3}$.

$$
E(S)=E\left(X_{1}\right)+E\left(X_{2}\right)+E\left(X_{3}\right)=1 \times \frac{2}{5}+1 \times \frac{6}{11}+1 \times \frac{4}{6}=\frac{266}{165} .
$$

(b) Urn $A$ contains 5 cards numbered from 1 to 5 and um $B$ contains 4 cards numbered from 1 to 4 . One card is drawn from each of these urns. Find the probability function of the number which appears on the cards drawn and its nathematical expectation.

Ans. 11/4.
16. (a) Thirtcen cards are drawn from its pack simultaneously. If the values of aces are 1 , face cards 10 and others according to denomination, find the expectation of the total score in all the 13 cards.
[Madurai Univ. B.Sc., Oct. 1990]
(b) Let $X$ be a random variable with p.d.f. as given below :

| $x:$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $p(x):$ | $1 / 3$ | $1 / 2$ | $1 / 24$ | $.1 / 8$ |

Find the expected value of $Y=(X-1)^{2}$. [Aligarh Univ. B.Sc. (Hons.), 1992]
17. A player tosses 3 fair coins. He wins Rs. 8 , if three heads occur; Rs. 3 , if 2 heads occur and Re. 1, if one head occurs. If the game is to be fair, how much should be lose, if no heads occur?
[Punjab Univ. M.A. (Econ.), 1987]
Hint. $X:$ Player's prize in Rs.

| $\boldsymbol{x}$ | $\dot{8}$ | 3 | 1 | $a$ |
| ---: | :---: | :---: | :---: | :---: |
| No. of heads | 3 | 2 | 1 | 0 |
| $p(x)$ | $1 / 8$ | $3 / 8$ | $3 / 8$ | $1 / 8$ |

$$
\ddot{E}(X)=\Sigma x p(x)=1 / 8(8+9+3+a)
$$

For the game to be fair, we have :
$E(X)=0 \Rightarrow 20+a=0 \Rightarrow a=-20$
Hence the player loses Rs. $\dot{2}$, if
no heads come up.
18. (a) A coin is tossed until a tail appears. What is the expectation of the number of tosses?

Ans. 2.
(b) Find the expectation of (i) the sum, and (ii) the product, of number of points, on $n$ dice when thrown.
-Ans. (i) $7 n / 2$, (ii) $(7 / 2)^{n}$
19. (a) Two cards are drawn at random from ten cards numbered 1 to 10 . Find the expectation of the sum of points on two cards.
(b) An urn contains $n$ cards marked from 1 to $n$. Two cards are drawn at a time. Find the mathematical expectation of the product of the numbers on the cards.
[Mysore Univ. B:Sc., 1991]
(c) In a lottery $m$ tickets are drawn out of $n$ tickets numbered from 1 to $n$. What is the expectation of the sum of the squares of numbers drawn?
(d) A bag contains $n$ white and 2 black balls. Balls are drawn one by one without replacement until a black is drawn. If $0,1,2,3, \ldots$ white balls are drawn before the first black, a man is to receive $0^{2}, 1^{2}, 2^{2}, 3^{2}, \ldots$ rupees respectively. Find his expectation.
[Rajasthan Univ. B.Sc., 1992]
(e) Find the expectation and variance of the number of successes in a series of independent trials, the probability of success in the $i$ th trial being $p_{i}(i=1,2$, ..., $n$ ).
[Nagarjuna Univ. B.Sc., 1991]
20. Balls are taken one by one out of an urn containing $w$ white and $b$ black balls until the first white ball is drawn. Prove that the expectation of the number of black balls preceding the first white ball is $b /(w+1)$.
[Allahabad Univ. B.Sc. (Hons.), 1992]
21. (a) $X$ and $Y$ are independent variables with means 10 and 20 , and variances 2 and 3 respectively. Find the variance of $3 X+4 Y$.

Ans. ${ }^{-} 66$.
(b) Obtain the variance of $Y=2 X_{1}+3 X_{2}+4 X_{3}$ where $X_{1}, X_{2}$ and $X_{3}$ are three random variables with means given by $3,4,5$ respectively, variances by $10,20,30$ respectively, and co-variances by $\sigma_{X_{1} X_{2}}=0, \sigma_{X_{2} X_{3}}=0, \sigma_{X_{1} X_{3}}=5$, where $\sigma_{X_{1} X_{1}}$ stands for the co-variance of $X_{r}$ and $X_{3}$.
22. (a) Suppose that $X$ is a random variable for which $E(X)=10$ and $\operatorname{Var}(X)=25$. Find the positive values of $a$ and $b$ such that $Y=a X-b$, has expectation 0 and variance 1.

Ans. $a=1 / 5, b=2$
(b) Let $X_{1}$ and $X_{2}$ be two stochastic random variables having variances $k$ and 2 respectively. If the variance of $Y=3 X_{2}-X_{1}$ is 25 , find $k$.
(Poona Univ. B.Sc., 1990)
Ans. $k=7$.
23. A bag contains $2 n$ counters, of which half are marked with odd numbers and half with even numbers, the sum of all the numbers being $S$. A man is to draw two counters. If the sum of the numbers drawn is odd, he is to receive that number of rupees, if even he is to pay that number of rupees. Show that his expectation is $S /[n(2 n-1)]$ rupeès.
(I.F.S., 1989)
24. A jar has $n$ chips numbred $1,2, \ldots, n$. A person draws a chip, returns it, draws another, returns it, and so on, until a chip is drawn that has been drawn before. Let $X$ be the number of drawings. Find $E(X)$.
[Delhi Univ. B.A. (Stat. Hons.), Spl. Course, 1986]
Hint. Obviously $P(X>1)=1$, because we must have at least two draws to get the chip which has been drawn before.

$$
P\left(X^{\prime}>r\right)=P[\text { Distinct number on ith draw; } i=1,2, \ldots ; r]
$$

$$
\begin{align*}
& =\frac{n}{n} \times \frac{n-1}{n} \times \frac{n-2}{n} \times \ldots \times \frac{n-(r-1)}{n} \\
P(X>r) & \Rightarrow\left(1-\frac{1}{n}\right)^{n}\left(1-\frac{2}{n}\right)^{\ldots \ldots . .\left(1-\frac{r-1}{n}\right) ; r=1,2,3, \ldots} \tag{*}
\end{align*}
$$

Hence, using the result ín Example 6.28

$$
\begin{aligned}
E(X) & =\sum_{r=0}^{\infty} P(X>r) \\
& =P(X>0)+P(X>1)+P(X>2)+\ldots \\
& =1+1+\left(1-\frac{1}{n}\right)+\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right)+ \\
\ldots & +\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \ldots\left(1-\frac{r-1}{n}\right)+\ldots \quad \text { [Using (*)] }
\end{aligned}
$$

25. A coin is tossed four times. Let $X$ denote the number of times a head is followed immediately by a tail. Find the distribution, mean and variance of $X$.

Hint. $S=\{H, T\} \times\{H, t\} \times\{H, T\} \times\{H, T\}$

$$
=\{H H H H, H H H T, H H T H, H T H H, H T H T, \ldots . ., T T T T\}
$$


26. An urn contains balls numbered $1,2,3$. First a ball is drawn from the urn and then a fair coin is tossed the number of times as the number shown on the drawn ball. Find the expected number of heads.
[Delhi Univ. B.Sc. (Maths Hons.), 1984]
Hint. $\quad B_{j}$ : Event of drawing the ball numbered $j$.

$$
P\left(B_{j}\right)=1 / 3 ; j=1,2,3
$$

$X:$ No. of heads shown. $X$ is a r.v. taking the values $0,1,2$, and 3 .

$$
\begin{aligned}
P(X=x) & =\sum_{j=1}^{3} P\left(B_{j}\right) \cdot P\left(X=x \mid B_{j}\right)=\frac{1}{3} \sum_{j=1^{\prime}}^{3} P\left(X=x \mid B_{j}\right) \\
\therefore P(X=0) & =\frac{1}{3}\left[P\left(X=0 \mid B_{1}\right)+P\left(X=0 \mid B_{2}\right)+P\left(X=0 \mid B_{3}\right)\right] \\
& =\frac{1}{3}\left[\frac{1}{2}+\frac{1}{4}+\frac{1}{8}\right]=\frac{7}{24} \\
P(X=1) & =\frac{1}{3}\left[P\left(X=1 \mid B_{1}\right)+P\left(X=1 \mid B_{2}\right)+P\left(X=1 \mid B_{3}\right)\right] \\
& =\frac{1}{3}\left[\frac{1}{2}+\frac{2}{4}+\frac{3}{8}\right] \\
\text { e.g., } P(X=0 & \left.B_{2}\right)=P[\text { No head when two coins are tossed }]=2 / 4 \\
P(X=1 & \left.B_{3}\right)=P[1 \text { head when three coins are tossed }]=3 / 8
\end{aligned}
$$

Similarly $P(X=2)=\frac{1}{3}\left(0+\frac{1}{4}+\frac{3}{8}\right)=\frac{5}{24}$

$$
\begin{aligned}
& P(X=3)=\frac{1}{3}\left(0+0+\frac{1}{8}\right)=\frac{1}{24} \\
\therefore & E(X)=\sum_{x=0}^{3} x P(X=x)=\frac{11}{24}+\frac{10}{24}+\frac{3}{24}=1
\end{aligned}
$$

27. An urn contains $p N$ white and $q N$ black balls, the total number of balls being $N, p+q=1$. Balls are drawn one by one (without being returned to the urn) until a certain number $n$ of balls is reached.

Let $X_{i}=1$, if the $i$ th ball drawn is white.

$$
=0 \text {, if the } i \text { th ball drawn is black. }
$$

(i) Show that $E\left(X_{i}\right)=p, \operatorname{Var}\left(X_{i}\right)=p q$.
(ii) Show that the co-variance between $X_{j}$ and $X_{k}$ is $-\frac{p q}{n-1},(j \neq k)$
(iii) From (i) and (ii), obtain the variance of $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$.
28. Two similar decks of $n$ distinct cards each are put into random order and are matched against each other. Prove. that the probability of having exactly $r$ matches is given by

$$
\frac{1}{r!} \sum_{k=0}^{n-r} \frac{(-1)^{k}}{k^{\prime}!}, r=0,1,2, \ldots n
$$

Prove further that the expected number of matches and its variance are equal and are independent of $n$.
29. (a) If $X$ and $Y$ are two independent random variables, such that $E(X)=$ $\lambda_{1}, V(X)=\sigma_{1}^{2}$ and $E(Y)=\lambda_{2}, V(Y)=\sigma_{2}^{2}$, then prove that

$$
V(X X Y)=\sigma_{1}^{2} \sigma_{2}^{2}+\lambda_{1}^{2} \sigma_{2}^{2}+\lambda_{2}^{2} \sigma_{1}^{2} \quad[\text { Gorakhpur Univ. B.Sc., 1992] }
$$

(b) If $X$ and $Y$ are two independent random variables, show that

$$
\frac{V(X Y)}{[E(X)]^{2}[E(Y)]^{2}}=C_{X}^{2} C_{Y}^{2}+C_{X}^{2}+C_{Y}^{2}
$$

where

$$
C_{X}=\frac{\sqrt{V(X)}}{E(X)}, C_{Y}=\frac{\sqrt{V(Y)}}{E(Y)}
$$

are the so-called coefficients of variation of $X$ and $Y$ ? [Patna Univ. B.Sc., 1991]
30.A point $P$ is taken at random in a line $A B$ of length $2 a$, all positions of the point being equally likely. Show that the expected value of the area of the rectangle $A P . P B$ is $2 a^{2} / 3$ and the probability of the area exceeding $1 / 2 a^{2}$ is $1 / \sqrt{2}$.
[Delhi Univ. B.Sc. (Maths Hons.), 1986]
31. If $X$ is a random variable with $E(X)=\mu$ satisfying $P(X \leq 0)=0$, show that $P(X>2 \mu) \leq 1 / 2$.
[Delhi Univ. B.Sc. (Maths Hons.), 1992]

## OBJECTIVE TYPE QUESTIONS

1. Fill in the blanks :
(i) Expected value of a random variable $X$ exists if
(ii) If $E\left(X^{r}\right)$ exists then $E\left(X^{s}\right)$ also exists for
(iii) When $X$ is a random variable, expectation of ( $X$-constant $)^{2}$ is mini-
mum when the constant is ....
(iv) $E|X-A|$ is minimum when $A=\ldots$.
(v) $\operatorname{Var}(c)=\ldots$, where $c$ is a constant
(vi) $\operatorname{Var}(X+c)=\ldots$, where $c$ is a constant
(vii) $\operatorname{Var}(a X+b)=\ldots$, where $a$ and $b$ are constants.
(viii) If $X$ is a r.v. with mean $\mu$ and variance $\sigma^{2}$ then

$$
E\left(\frac{X-\mu}{\sigma}\right)=\ldots ., \operatorname{Var}\left(\frac{X-\mu}{\sigma}\right)=\ldots .
$$

(ix) $[E(X Y)]^{2} \ldots . E\left(X^{2}\right) . E\left(Y^{2}\right)$.
(x) $V(a X \pm b Y)=\ldots$
where $a$ and $b$ are constants.
1I. Mark the correct answer in the following :
(i) For two random variables $X$ and $Y$, the relation

$$
E(X Y)=E(X) E(Y)
$$

holds gọod
(a) if $X$ and $Y$ are statistically independent,
(b) for all $X$ and $Y$,
(c) if $X$ and $Y$ are identical.
(ii) $\operatorname{Var}(2 X \pm 3)$ is
(a) 5
(b) 13
$(c) 4$, if $\operatorname{Var} X=1$.
(iii) $E(X-k)^{2}$ is minimum when
(a) $k<E(X), \quad$ (b) $k>E(X), \quad$ (c) $k=E(X)$.
III. Comment on the following :

If $X$ and $Y$ are mutually inḍependent variables, then
(i) $E(X Y+Y+1)-E(X+1) E(Y)=0$
(ii) $X$ and $Y$ are independent if and only if

$$
\operatorname{Cov}(X, Y)=0
$$

(iii) 'For every univariable distribution :
(a) $V(c X)=c^{2} V(X)$
(b) $E(c / X)=c / E(X)$
(iv) Expected value of a r.v. always exists.
IV. Mark true or fulse with reasons for your answers :
(a) $\operatorname{Cov}(X, Y)=0 \Rightarrow X$ and $Y$ are independent.
(b) If $\operatorname{Var}(X)>\operatorname{Var}(Y)$, then $X+Y$ and $X-Y$ are dependent.
(c) If $\operatorname{Var}(\ddot{X})=\operatorname{Var}(Y)$ and if $2 X+Y$ and $X-Y$ are independent, then $X$ and $Y$ are dependent.
(d) If $\operatorname{Cov}(a X+b Y, b X+a Y) \neq a b \operatorname{Var}(X+Y)$, then $X$ and $Y$ are dependent.
6.8. Moments of Bivariate Probability Distributions. The mathematical expectation of a function $g(x, y)$ of two-dimensional random variable $(X, Y)$ with
p.d.f. $f(x, y)$ is given by

$$
\begin{equation*}
E[g(X, Y)]=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, y) f(x, y) d x d y \tag{6•43}
\end{equation*}
$$

(If $X$ and $Y$ are continuous variables)

$$
=\sum_{i} \sum_{j} x_{i} y_{j} P\left(X=x_{i} \cap Y=y_{j}\right)
$$

(If $X$ and $Y$ are discrete variables) provided the expectation exists.

In particular, the rth and sth product moment about origin of the random variables $X$ and $Y$ respectively is defined as

$$
\mu_{r s}^{\prime}=E\left(X^{r} Y^{s}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^{r} y^{s} f(x, y) d x d y
$$

or

$$
\begin{equation*}
\mu_{r s}^{\prime}=\sum_{i} \sum_{j} x_{i}^{\prime-} y_{j}^{s} P\left(X=x_{i} \cap Y=y_{j}\right) \tag{6-444}
\end{equation*}
$$

The joint rth central moment of $X$ and sth central moment of $Y$ is givendby

$$
\begin{align*}
\mu_{r s} & =E\left[\{X-E(X)\}^{\prime}\left\{Y^{\prime}-E(Y)\right\}^{3}\right] \\
& =E\left[-\left(X-\mu_{X}\right)^{\prime}\left(Y-\mu_{Y}\right)^{s}\right],\left[E(X)=\mu_{X}, E(Y)=\mu_{Y}\right] \tag{6-45}
\end{align*}
$$

In particular

$$
\begin{array}{ll}
\mu_{00}^{\prime}=1=\mu_{00}, & \mu_{10}=0=\mu_{01} \\
\mu_{10^{\prime}}=E(X) & , \mu_{01}^{\prime}=E(Y) \\
\mu_{20}=\sigma_{X}^{2} & , \mu_{02}=\sigma_{Y}^{2} \text { and } \mu_{11}=\operatorname{Cov}(X, Y)
\end{array}
$$

### 6.9. Conditional Expectation and Conditional Variance.

- Discrete Case. The conditional expectation or mean value of a continuous function $g(X, Y)$ given that $Y=\boldsymbol{v}_{\boldsymbol{j}}$, is defined by

$$
\begin{align*}
E\left\{g(X, Y) \mid Y=y_{j}\right\} & =\sum_{i=1}^{\infty} g\left(x_{i}, y_{j}\right) P\left(X=x_{i} \mid Y=y_{j}\right) \\
& =\frac{\sum_{i=1}^{\infty} g\left(x_{i}, y_{j}\right) P\left(X=x_{i} \cap Y=y_{j}\right)}{P\left(Y=y_{j}\right)} \tag{6•46}
\end{align*}
$$

i.e., $E\left[g(X, Y) \mid Y=y_{j}\right]$ is nothing but the expectation of the function $g\left(X, y_{j}\right)$ of $X$ w.r.t. the conditional distribution of $X$ when $Y=y_{j}$.

In particular, the conditional expectation of a discrete random variable $X$ given $Y=y_{j}$ is

$$
E\left(X \mid Y=y_{j}\right)=\sum_{i=1}^{\infty} x_{i} P\left(X=x_{i} \mid Y=y_{j}\right)
$$

The conditional variance of $X$ given $Y^{\prime}=y_{j}$ is likewise given by

$$
\begin{equation*}
V\left(X \mid Y=y_{j}\right)=E\left[\left\{X-E\left(X \mid Y=y_{j}\right)\right\}^{2} \mid Y=y_{j}\right] \tag{6.47a}
\end{equation*}
$$

The conditional expectation of $g(X, Y)$ and the conditional variance of $Y$ given $X=x_{i}$ may also be defined in an exactly similar manner.

Continuous Case. The conditional expectation of $g(X, Y)$ on the hypothesis $Y=y$ is defined by

$$
\begin{align*}
E\{g(X, Y)!Y=y\} & =\int_{-\infty}^{\infty} g(x, y) f_{X \mid Y}(x \mid y) d x \\
& =\frac{\int_{-\infty}^{\infty} g(x, y) f(x, y) d x}{f_{Y}(y)} \tag{6•48}
\end{align*}
$$

- In particular, the conditional mean of $X$ given $Y=y$ is defined by

$$
E(X \mid Y=y)=\frac{\int_{-\infty}^{\infty} x f(x, y) d x}{f_{Y}(y)}
$$

Similarly, we define

$$
E(Y \mid X=x)=\frac{\int_{-\infty}^{\infty} y \cdot f(x, y) d y}{f_{x}(x)}
$$

The conditi, nal' variance of $X$ may be defined as

$$
V(X \mid Y=y)=E\left[\{X-E(X \mid Y=y)\}^{2} \mid Y=y\right]
$$

Similarly, we define

$$
\begin{equation*}
\left.V(Y \mid X=x)=E[\mid Y-E(Y \mid X=x)\}^{2} \mid X=x\right] \tag{6•49}
\end{equation*}
$$

Theorem 6.13. The expected value of $X$ is equal to the expectation of the conditional expectation of $X$ given $Y$. Symbolically,

$$
E(X)=E[E(X \mid Y)]
$$

[Calicut Univ. B.Sc. (Main Stat.), 1980]
Proof. $E[E(X \mid Y)]=E\left[\sum_{i} x_{i} P\left(X=x_{i} \mid \cdot Y=y_{i}\right)\right]$

$$
\begin{aligned}
& =E\left[\sum_{i} x_{i} \frac{P\left(X^{\prime}=x_{i} \cap Y=y_{j}\right)}{P\left(Y=y_{j}\right)}\right] \\
& =\sum_{j}\left[\sum_{i}\left\{x_{i} \frac{P\left(X=x_{i} \cap Y=y_{j}\right)}{P\left(Y=y_{j}\right)}\right\}\right] P\left(Y=y_{j}\right) \\
& =\sum_{j} \sum_{i} x_{i} P\left(X=x_{i} \cap Y=y_{i}\right) \\
& =\sum_{i}\left[x_{i}\left\{\sum_{i} P\left(X=x_{i} \cap Y=y_{j}\right)\right\}\right] . \\
& =\sum_{i} x_{i} P\left(X=x_{i}\right)=E(X) .
\end{aligned}
$$

Theorem 6:14. The variance of $X$ can be regarded as consisting of two parts, the expectation of the corditional variance and the variance of the c̣onditional expectation. Symbolically,

$$
\begin{equation*}
V(X)=E[V(X \mid Y)]+V[E(X \mid Y)] \tag{6•51}
\end{equation*}
$$

Proof. $E[V(X \mid Y)]+V[E(X \mid Y)]$

$$
\begin{aligned}
& =E\left[E\left(X^{2} \mid Y\right)-\{E(X \mid Y)\}^{2}\right] \\
& +E\left[\{E(X \mid Y)\}^{2}\right]-[E\{E(X \mid Y)\}]^{2} \\
& =E\left[E\left(X^{2} \mid Y\right)\right]-E\left[\{E(X \mid Y)\}^{2}\right] \\
& +E\left[\{E(X \mid Y)\}^{2}\right]-[E\{E(X \mid Y)\}]^{2} \\
& =E\left[E\left(X^{2} \mid Y\right)\right]-[E(X)]^{2} \quad \text { (c.f. Theorem 6.13) } \\
& =E\left[\sum_{i} x_{i}{ }^{2} P\left(X=x_{i} \mid Y=y_{i}\right)\right]-[E(X)]^{2} \\
& =E\left[\sum_{i} x_{i}{ }^{2} \frac{P\left(X=x_{i} \cap Y=y_{i}\right)}{P\left(Y=y_{i}\right)}\right]-[E(X)]^{2} \\
& =\sum_{i}\left\{\left[\sum_{i} x_{i}{ }^{2} \frac{P\left(X=x_{i} \cap Y=y_{i}\right)}{P\left(Y=y_{i}\right)}\right] P\left(Y=y_{j}\right)\right\}-[E(X)]^{2} \\
& =\sum_{i}\left[x_{i}{ }^{2} \sum_{j} P\left(X=x_{i} \cap Y=y_{i}\right)\right]-[E(X)]^{2} \\
& =\sum_{i} x_{i}{ }^{2} P\left(X=x_{i}\right)-[E(X)]^{2} \\
& =E\left(X^{2}\right)-[E(X)]^{2}=\operatorname{Var}(X)
\end{aligned}
$$

Hence the theorem.
Remarks The proofs of Theorems $6 \cdot 13$ and 6.14 for continous r.v.'s X and $Y$ are left as an exercise to the reader.

Theorem 6.15. Let $A$ and $B$ be two mutually exclusive events, then.

$$
\begin{equation*}
E(X \mid A \cup B)=\frac{P(A) E(X \mid A)+P(B) E(X \mid B)}{P(A \cup B)} \tag{6•52}
\end{equation*}
$$

where by def.,

$$
E(X \mid A)=\frac{1}{P(A)} \sum_{x_{i} \in A} x_{i} P\left(X=x_{i}\right)
$$

Proof. $E(X \mid A \cup B)=\frac{1}{P(A \cup B)} \sum_{x_{i} \in A \cup B} x_{i} P\left(X=x_{i}\right)$
Since $A$ and $B$ are mutually exclusive events,

$$
\begin{align*}
& \sum_{x_{i} \in A \cup B} x_{i} P\left(X=x_{i}\right)=\sum_{x_{i} \in A} x_{i} P\left(X=x_{i}\right)+\sum_{x_{i} \in B} x_{i} P\left(X=x_{i}\right) \\
& \therefore \quad E(X \mid A \cup B)=\frac{1}{P(A \cup B)}[P(A) E(X \mid A)+P(B) E(X \mid B)] \tag{6.53}
\end{align*}
$$

Cor. $\quad E(X)=P(A) E(X \mid A)+P(\bar{A}) E(X \mid \bar{A})$
The corollary follows by putting $B=\bar{A}$ in the above Theorem.

Example 6.31. Two ideal dice are thrown. Let $X_{1}$ be the score on the first die and $X_{2}$ the score on the second-die. Let' $Y$ denote the maximum of $X_{1}$ and $X_{2}$, i.e., $Y=\max \left(X_{1}, X_{2}\right)$.
(i) Write down the joint distribution of $Y$ and $X_{1}$,
(ii) Find the mean and variance of $Y$ and co-variance $\left(Y, X_{1}\right)$.

Solution. Each of the random variables $X_{1}$ and $X_{2}$ can take six values $1,2,3$, 4, 5, 6 each with probability $1 / 6$, i.e.,

$$
\begin{align*}
P\left(X_{1}=i\right) & =P\left(X_{2}=i\right)=1 / 6 ; i=1,2,3,4,5,6  \tag{i}\\
Y & =\operatorname{Max}\left(X_{1}, X_{2}\right) .
\end{align*}
$$

Obviously

$$
\begin{aligned}
P\left(X_{1}=i, Y=j\right)= & 0, \text { if } j<i=1,2, \ldots, 6 \\
P\left(X_{1}=i, Y=i\right)= & P\left(X_{1}=i, X_{2} \leq i\right)=\sum_{i=1}^{i} P\left(X_{1}=i, X_{2}=j\right) \\
= & \sum_{i=1}^{i} P\left(X_{1}=i\right) P\left(X_{2}=j\right) \quad\left(\because X_{1}, X_{2}\right. \text { are inde } \\
& =\sum_{j=1}^{i}\left(\frac{1}{36}\right)=\frac{i}{36} ; i=1,2, \ldots, 6 . \\
P\left(X_{1}=i, Y=j\right)= & P\left(X_{1}=i, X_{2}=j\right) ; j>i \\
& =P\left(X_{1}=i\right) P\left(X_{2}=j\right)=\frac{1}{36} ; j>i=1,2 ; \ldots .6 .
\end{aligned}
$$

The joint probability table of $X_{1}$ and $Y$ is given as follows:

| $Y$ | 1 | 2 | 3 | 4 | 5 | 6 | Marginal <br> Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ |  |  |  |  |  |  |  |
| 1 | $1 / 36$ | $1 / 36$ | $1 / 36$ | $1 / 36$ | $-i / 3$ | $1 / 36$ | $6 / 36$ |
| 2 | 0 | $2 / 36$ | $1 / 36$ | $1 / 36$ | $1 / 36$ | $1 / 36$ | $6 / 36$ |
| 3 | 0 | 0 | $3 / 36$ | $1 / 36$ | $1 / 36$ | $1 / 36$ | $6 / 36$ |
| 4 | 0 | 0 | 0 | $4 / 36$ | $1 / 36$ | $1 / 36$ | $6 / 36$ |
| 5 | 0 | 0 | 0 | 0 | $5 / 36$ | $1 / 36$ | $6 / 36$ |
| 6 | 0 | 0 | 0 | 0 | 0 | $6 / 36$ | $6 / 36$ |
| Marginal <br> Tolals | $1 / 36$ | $3 / 36$ | $5 / 36$ | $7 / 36$ | $9 / 36$ | $11 / 36$ | 1 |

$$
\begin{aligned}
E(Y) & =1 \cdot \frac{1}{36}+2 \cdot \frac{3}{36}+3 \cdot \frac{5}{36}+4 \cdot \frac{7}{36}+5 \cdot \frac{9}{36}+6 \cdot \frac{11}{36} \\
& =\frac{1}{36}[1+6+15+28+45+66]=\frac{161}{36} \\
E\left(Y^{2}\right) & =1^{2} \cdot \frac{1}{36}+2^{2} \cdot \frac{3}{36}+3^{2} \cdot \frac{5}{36}+4^{2} \cdot \frac{7}{36}+5^{2} \cdot \frac{9}{36}+6^{2} \cdot \frac{11}{36}=\frac{791}{36} \\
V(Y) & =E\left(Y^{2}\right)-[E(Y)]^{2}=\frac{791}{36}-\left(\frac{161}{36}\right)^{2}=\frac{2555}{1296}
\end{aligned}
$$

$$
\begin{aligned}
E\left(X_{1}\right) & =\frac{6}{36}[1+2+3 \cdot+4+5+6]=\frac{126}{36}=\frac{21}{6} \\
E\left(X_{1} Y\right) & =1 \cdot \frac{1}{36}+2 \cdot \frac{1}{36}+3 \cdot \frac{1}{36}+4 \cdot \frac{1}{36}+5 \cdot \frac{1}{36}+6 \cdot \frac{1}{36} \\
& +4 \cdot \frac{2}{36}+6 \cdot \frac{1}{36}+8 \cdot \frac{1}{36}+10 \cdot \frac{1}{36}+12 \cdot \frac{1}{36} \\
& +9 \cdot \frac{3}{36}+12 \cdot \frac{1}{36}+15 \cdot \frac{1}{36}+18 \cdot \frac{1}{36} \\
& +16 \cdot \frac{4}{36}+20 \cdot \frac{1}{36}+24 \cdot \frac{1}{36} \\
& +25 \cdot \frac{5}{36}+30 \cdot \frac{1}{36}+36 \cdot \frac{6}{36} \\
& =\frac{1}{36}[21+44+72+108+155+216]=\frac{1}{36} \times 616
\end{aligned}
$$

$\operatorname{Cov}\left(X_{1}, Y\right)=E\left(X_{1} Y\right)-E\left(X_{1}\right) E(Y)$

$$
=\frac{616}{36}-\frac{21}{6} \cdot \frac{161}{36}=\frac{3696-3381}{216}=\frac{315}{216} .
$$

Example 6.32. Let $X$ and $Y$ be two random variables each taking, three values $-1,0$ and 1 , añd having the joint probability distribution:
(i) Show that $X$ and $Y$ have different expectations.

|  | -1 | 0 | 1 | Total |
| :---: | :---: | :---: | :---: | :---: |
| -1 | 9 | $\cdot 1$ | $\cdot 1$ | - 2 |
| 0 | - $\mathbf{2}^{\text {" }}$ | - 2 | - 2 | 6 |
| 1 | 0 | $\cdot 1$ | $\cdot 1$ | 2. |
| Total | 2 | 4 | $\cdot 4$ | 10 |

(ii) Pröve that $X$ and $Y$ are uncorrelated.
(iii) Find Var $X$ and $\operatorname{Var} Y$.
(iv) Given that $Y=0$, what is the conditional probability distribution of $X$ ?
(v) Find $V(Y \mid \dot{X}=-1)$.

Solution. (i) $E(Y)=\Sigma p_{i} y_{i}=-1(\cdot 2)+0(\cdot 6)+1(\cdot 2)=0$

$$
E(X)=\Sigma p_{i} x_{i}=-1(\cdot 2)+0(\cdot 4)+1(\cdot 4)=\cdot 2
$$

$\therefore \quad E(X) \neq E(Y)$
(ii)

$$
E(X Y)=\Sigma p_{i j} y_{i} x_{j}
$$

$$
\begin{aligned}
= & (-1)(-1)(0)+0(-1)(\cdot 1)+1(-1)(\cdot 1) \\
& +0(-1)(\cdot 2)+0(0)(\cdot 2)+0(1)(\cdot 2) \\
& +1(-1)(0)+1(0)(\cdot 1)+1(1)(\cdot 1) \\
= & -0 \cdot 1+0 \cdot 1=0 \\
\operatorname{Cov}(X, Y)= & E(X Y) \cdots E(X) E(Y)=0
\end{aligned}
$$

$\Rightarrow X$ and $Y$ are uncorrelated (c.f. § 10.s)

$$
\begin{equation*}
E\left(Y^{2}\right)=(-1)^{2}(\cdot 2)+0(\cdot 6)+1^{2}(\cdot 2)=\cdot 4 \tag{iii}
\end{equation*}
$$

$$
\begin{aligned}
E\left(X^{2}\right) & =(-1)^{2}(\cdot 2)+0(\cdot 4)+1^{2}(\cdot 4)=\cdot 2+\cdot 4=-6 \\
V(X) & =6-.04=\cdot 56
\end{aligned}
$$

$$
\text { (iv) } \begin{align*}
P(X \approx-1 \mid Y=0) & =\frac{P(X=-1 \cap Y=0)}{P(Y=0)}=\frac{\cdot 2}{6}=\frac{1}{3}  \tag{iv}\\
P(X=0 \mid Y=0) & =\frac{P(X=0 \cap Y=0)}{P(Y=0)}=\frac{\cdot 2}{6}=\frac{1}{3} \\
P(X=1 \mid Y=0) & =\frac{P(X=1 \cap Y=0)}{P(Y=0)}=\frac{\cdot 2}{6}=\frac{1}{3} \\
\text { (v) } \quad V(Y \mid X=-1) & =E(Y \mid X=-1)^{2}-\{E(Y \mid X=-1)\}^{2}  \tag{v}\\
E(Y \mid X=-1) & =\sum_{y} y P(Y=y \mid X=-1)=(-1) 0+0(\cdot 2)+1(0)=0 \\
E(Y \mid X=-1)^{2} & =\sum_{y}^{y} y^{2} P(Y=y \mid X=-1)=1(0)+0(\cdot 2)+1(0)=0 \\
\therefore \quad V(Y \mid X=-1) & =0 .
\end{align*}
$$

Example 6.33. Two tetrahedra with sides numbered 1 to 4 are tossed. Let $X$ denote the number on the downturned face of the first tetrahedron and Y'denote the larger of the downturned numbers. Investigate the following:
(a) Joint density function of $X, Y$ and marginals $f_{X}$ and $f_{Y}$,
(b) $P\{X \leq 2, Y \leq 3\}$,
(c) $\rho(X, Y)$,
(d) $E(Y \mid X=2)$,
(e) Construct joint density different from that in part (a) but passessing same marginals $f_{X}$ and $f_{Y}$.
[Delhi Univ. B.A. (Stat. Hons.), Spl. Course, 1985]
Hint. The sample space is $S=\{1,2,3,4\} \times\{1,2,3,4\}$ and each of the 16 sample points (outcomes) has probability $p=1 / 16$ of occurrence.

Let $X$ : Number on the.first dice and $Y$ : Larger of the numbérs on the two dice. Then the above 16 sample points, in that order, give the following distribution of $X$ and $^{1} Y$.

| Sample Point | $:$ | $(1,1)$ | $(1,2)$ | $(1,3)$ | $(1,4)$ | $(2,1)$ | $(2,2)$ | $(2,3)$ | $(2,4)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | $:$ | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| $Y$ | $:$ | 1 | 2. | 3 | 4 | 2 | 2 | 3 | 4 |
| Sample Point | $:$ | $(3,1)$ | $(3,2)$ | $(3,3)$ | $(3,4)$ | $(4,1)$ | $(4,2)$ | $(4,3)$ | $(4,4)$ |
| $X$ | $:$ | 3 | 3 | 3 | 3 | 4 | 4 | 4 | 4 |
| $Y$ | $:$ | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 |

Since each sample point has probability $p=1 / 16^{0}$, the joint density functions of $X$ and $Y$ and the marginal densities $f_{X}$ and $f_{Y}$ are given on page 6:61.

Here $p=1 / 16$.
(b)

$$
\begin{equation*}
P(X \leq 2, Y \leq 3) \cdot=p+p+2 p+p+p=6 p=3 / 8 \tag{Tryit}
\end{equation*}
$$

(c) $\quad \operatorname{Var}(X)=E X^{2}-[E(X)]^{2}=\frac{15}{2}-\frac{25}{4}=\frac{5}{4}$

\begin{tabular}{|c|c|c|c|c|c|}
\hline \& $12 \begin{aligned} & \text { a } \\ & \\ & \text { a) } \\ & \\ & \end{aligned}$ \& Total
$\left(f_{y}\right)$ \& \&  \& $$
\begin{aligned}
& \text { Total } \\
& \left(f_{y}\right)
\end{aligned}
$$ <br>
\hline 1

$y$
2

4 \& $\begin{array}{rrrr}p & 0 & 0 & 0 \\ p & 2 p & 0 & 0 \\ p & p & 3 p & 0 \\ p & p & p & 4 p\end{array}$ \& $p$
$3 p$
$5 p$

$7 p$ \& $\begin{array}{r}1 \\ \\ 2 \\ y \\ \hline\end{array}$ \& $\begin{array}{rrrr}p & 0 & 0 & 0 \\ p & 2 p & 0 & 0 \\ p & p+E & 3 p-E & 0 \\ p & p-E & p+E & 4 p\end{array}$ \& $$
\begin{gathered}
p \\
3 p \\
5 p \\
7 p
\end{gathered}
$$ <br>

\hline Total $\left(f_{x}\right)$ \& $4 p \quad 4 p \quad 4 p \quad 4 p$ \& $16 p=1$ \& Total $\left(f_{x}\right)$ \& $4 p \quad 4 p \quad 4 p 4 p$ \& 1 <br>
\hline
\end{tabular}

$$
\begin{equation*}
\operatorname{Var}(Y)=E Y^{2}-[E(Y)]^{2}=\frac{85}{8}-\left(\frac{25}{8}\right)^{2}=\frac{55}{64} \tag{Tryit}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=\frac{135}{16}-\frac{5}{2} \times \frac{25}{8}=\frac{5}{8} \tag{Tryit}
\end{equation*}
$$

$\therefore \quad \rho(X, Y)=\frac{5 / 8}{\sqrt{5 / 4 \times 55 / 64}}=\frac{2}{\sqrt{11}}$
(d) $E(Y \mid X=2)=\Sigma y \cdot f(y \mid x=2)=\Sigma y \cdot \frac{f(x=2 \cap y)}{f(x=2)}$

$$
=4 . \Sigma y f(2, y)=4[0+4 p+3 p+4 p]=44 p=\frac{11}{4}
$$

(e) Let $0<\varepsilon<p$. The joint density of $X$ and $Y$ given in (e) above is different from that in (a) but has the same marginals as in (a).

Example 6.34. (a) Given two variàtes $X_{1}$ and $X_{2}$ with joint density function $f\left(x_{1}, x_{2}\right)$, prove that conditional mean of $X_{2}$ (given $X_{1}$ ) coincides with (unconditional) mean only if $X_{1}$ and $X_{2}$ are indépendent (stochastically).
(b) Let $f\left(x_{1}, x_{2}\right)=21 x_{1}^{2} x_{2}^{3}, 0<x_{1}<x_{2}<1$, and zero elsewhere be the isint p.d.f. of $X_{1}$ and $X_{2}$. Find the conditional mean and variance of $X_{1}$ given $X_{2}=x_{2}$, $0<x_{2}<1$.
[Delhi Univ. M.A. (Eco.), 1986]
Solution. (a) Conditional mean of $X_{2}$ given $X_{1}$ is given by:

$$
\begin{equation*}
E\left(X_{2} \mid X_{1}=x^{\prime} x_{1}\right)=\int_{x_{2}} x_{2} f\left(x_{2} \mid x_{1}\right) d x_{2} \tag{*}
\end{equation*}
$$

where $f\left(x_{2} \mid x_{1}\right)$ is condtional p.d.f. of $X_{2}$ given $X_{1}=x_{1}$.
But the joint p.d.f. of $X_{1}$ and $X_{2}$ is given by.

$$
\begin{aligned}
& f\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right) \cdot f\left(x_{2} \mid x_{1}\right) \\
\Rightarrow & f\left(x_{2} \mid x_{1}\right)=\frac{f\left(x_{1}, x_{2}\right)}{f_{1}\left(x_{1}\right)}
\end{aligned}
$$

where $f_{1}($.$) is marginal p.d.f. of X_{1}$.
Substituting in (*), we get

$$
\begin{equation*}
E\left(X_{2} \mid X_{1}=x_{1}\right)=\int_{x_{2}}\left[\frac{x_{2} f\left(x_{1}, x_{2}\right)}{f_{1}\left(x_{1}\right)}\right] d x_{2} \tag{**}
\end{equation*}
$$

Unconditional mean of $X_{2}$ is given by

$$
\begin{equation*}
E\left(X_{2}\right)=\int_{x_{2}} x_{2} f_{2}\left(x_{2}\right) d x_{2}, \tag{***}
\end{equation*}
$$

where $f_{2}(\cdot)$ is marginal p.d.f. of $X_{2}$.
From (**) and (***), we conclude that the conditional mean of $X_{2}$ (given $X_{1}$ ) will coincide with unconditional mean of $X_{2}$ only if

$$
\begin{array}{rlrl} 
& & \frac{f\left(x_{1}, x_{2}\right)}{f_{1}\left(x_{1}\right)} & =f_{2}\left(x_{2}\right) \\
\Rightarrow \quad & f\left(x_{1}, x_{2}\right) & =f_{1}\left(x_{1}\right) \cdot f_{2}\left(x_{2}\right)
\end{array}
$$

i.e., if $X_{1}$ and $X_{2}$ are (stochastically) independent.

$$
\begin{array}{rlrl}
f\left(x_{1}, x_{2}\right) & =21 x_{1}^{2} x_{2}^{3} ; 0<x_{1}<x_{2}<1  \tag{b}\\
& =0, & \text { other'wise }
\end{array}
$$

Marginal p.d.f. of $X_{2}$ is given by

$$
\begin{aligned}
f_{2}\left(x_{2}\right) & =\int_{0}^{x_{2}} f\left(x_{1}, x_{2}\right) d x_{1}=21 x_{2}^{3} \int_{0}^{x_{2}} x_{1}^{2} d x_{1} \\
& =21 x_{2}^{3}\left|\frac{x_{1}^{3}}{3}\right|_{0}^{x_{2}}=7 x_{2}^{6} ; 0<x_{2}<1
\end{aligned}
$$

$\therefore$ Conditional p.d.f. of $X_{1}$ (given $X_{2}$ ) is given by

$$
f_{1}\left(x_{1} \mid x_{2}\right)=\frac{f\left(x_{1}, x_{2}\right)}{f_{2}\left(x_{2}\right)}=3 \frac{x_{1}^{2}}{x_{2}{ }^{3}} ; 0<x_{1}<x_{2} ; 0<x_{2}<1
$$

Conditional mean of $X_{1}$ is

$$
\begin{aligned}
E\left(X_{1} \mid X_{2}=x_{2}\right) & =\int_{0}^{x_{2}} x_{1} f_{1}\left(x_{1} \mid x_{2}\right) d x_{1}=\frac{3}{x_{2}^{3}} \int_{0}^{x_{2}} x_{1}^{3} d x_{1} \\
& =\frac{3}{x_{2}^{3}} \cdot\left|\frac{x_{1}^{4}}{4}\right|_{0}^{x_{2}}=\frac{3 x_{2}}{4} ; 0<x_{2}<1
\end{aligned}
$$

Now

$$
\begin{aligned}
E\left(X_{1}^{2} \mid X_{2}=x_{2}\right) & =\int_{0}^{x_{2}} x_{1}{ }^{2} f_{1}\left(x_{1} \mid x_{2}\right) d x_{1}=\frac{3}{x_{2}{ }^{3}} \int_{0}^{x_{2}} x_{1}{ }^{4} d x_{1} \\
& =\frac{3}{x_{2}^{3}} \cdot \frac{x_{2}^{5}}{5}:=\frac{3}{5} x_{2}{ }^{2} \\
\therefore \quad \operatorname{Var}\left(X_{1} \mid X_{2}=x_{2}\right) & =E\left(X_{1}^{2} \mid X_{2}=x_{2}\right)-\left[E\left(X_{1} \mid X_{2}=x_{2}\right)\right]^{2} \\
& =\frac{3}{5} x_{2}{ }^{2}-\frac{9}{16} x_{2}{ }^{2}=\frac{3}{80} x_{2}{ }^{2} ; 0<x_{2}<1 .
\end{aligned}
$$

Example 6.35. Two random variables $X$ and $Y$ have the followinig joint probability density function :

$$
\begin{aligned}
f(x, y) & =2-x-y ; 0 \leq x \leq 1,0 \leq y \leq 1 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find (i) Marginal probability density functions of $X$ and $Y$.
(ii) Conditional density functions.
(iii) $\operatorname{Var}(X)$ and $\operatorname{Var}(Y)$.
(iv) Co-variance between $X$ and $Y$.
[Dibrugarh Univ. B.Sc. (Hons.), 1991]
Solution. (i) $f_{X}(x)=\int_{-\infty}^{+\infty} f(x, y) d y$

$$
\begin{aligned}
& =\int_{0}^{1}(2-x-y) d y=\frac{3}{2}-x \\
& =\frac{3}{2}-x, 0<x<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

$$
\therefore \quad f_{x}(x)=\frac{3}{2}-x, 0<x<1
$$

Similarly $\quad f_{Y}(y)=\frac{3}{2}-y, 0<y<1$

$$
=0 \text {, otherwise }
$$

(ii)

$$
\begin{align*}
f_{X \mid Y}(x \mid y) & =\frac{f_{X Y}(x, y)}{f_{Y}(y)}=\frac{(2-x-y)}{(3 / 2-y)}, 0<(x, y)<1 \\
f_{Y \mid X}(y \mid x) & =\frac{f_{X Y}(x, y)}{f_{X}(x)}=\frac{(2-x-y)}{(3 / 2-x)}, 0<(x, y)<1 \\
E(X) & =\int_{0}^{1} x f_{X}(x) d x=\int_{0}^{1} x\left(\frac{3}{2}-x\right) d x=\frac{5}{12} \\
E(Y) & =\int_{0}^{1} y f_{Y}(y) d y=\int_{0}^{1} y\left(\frac{3}{2}-y\right) d y=\frac{5}{12} \\
E\left(X^{2}\right) & =\int_{0}^{1} x^{2}\left(\frac{3}{2}-x\right) d x=\left[\frac{3}{6} x^{3}-\frac{x^{4}}{4}\right]_{0}^{1}=\frac{1}{4}  \tag{iii}\\
V(X) & =E\left(X^{2}\right)-[E(X)]^{2}=\frac{1}{4}-\frac{25}{144}=\frac{11}{144}
\end{align*}
$$

Similarly $\quad V(Y)=\frac{11}{144}$
(iv)

$$
\begin{aligned}
E(X Y) & =\int_{0}^{1} \int_{0}^{1} x y(2-x-y) d x d y \\
& =\int_{0}^{1}\left|2 \frac{x^{2} y}{2}-\frac{x^{3} y}{3}-\frac{x^{2} y^{2}}{2}\right|_{0}^{1} d y \\
& =\int_{0}^{1}\left(\frac{2}{3} y-\frac{1}{2} y^{2}\right) d y \\
& =\left|\frac{y^{2}}{3}-\frac{y^{3}}{6}\right| \begin{array}{l}
1 \\
0
\end{array}=\frac{1}{6}
\end{aligned}
$$

$$
=\left|\frac{y^{2}}{3}-\frac{y^{3}}{6}\right|_{0}^{1}=\frac{1}{6}
$$

$\therefore \quad \operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=\frac{1}{6}-\frac{5}{12} \cdot \frac{5}{12}=-\frac{1}{144}$.
Example 6.36. Let $f(x, y)=8 x y, 0<x<y<1 ; f(x, y)=0$, elsewhere. Find (a) $E(Y \mid X=x)$, (b) $E(X Y \mid X=x)$, (c) $\operatorname{Var}(Y \mid X=x)$. [Calcutta Univ. B.Sc. (Maths Hons.), 1988; Delhi Univ. B.Sc. (Maths Hons.), 1990]" Solution. $f_{X}(x)=\int_{-\infty}^{\infty} f(x, y) d y$

$$
\begin{aligned}
& =8 x \int_{x}^{1} y d y \\
& =4 x\left(1-x^{2}\right), 0<x<1 \\
f_{Y}(y) & =\int_{-\infty}^{\infty} f(x, y) d x \\
& =8 y \int_{0}^{y} x d x \\
& =4 y^{3}, 0<y<1
\end{aligned}
$$

$$
f_{X \mid Y}(x \mid y)=\frac{f(x, y)}{f_{Y}(y)}=\frac{2 x}{y^{2}}, f_{Y \mid X}(\dot{y} \mid \dot{x})=\frac{2 y}{1-x^{2}}, 0<x<y<1
$$

(a)

$$
E(Y \mid X=x)=\int_{x}^{1} y\left(\frac{2 y}{1-x^{2}}\right) d y=\frac{2}{3}\left(\frac{1-x^{3}}{1-x^{2}}\right)=\frac{2}{3}\left(\frac{1+x+x^{2}}{1+x}\right)
$$

(b) $E(X Y \mid X=x)=x E(Y \mid X=x)=\frac{2}{3} \cdot \frac{x\left(1+x+x^{2}\right)}{(1+\dot{x})}$
(c) $E\left(Y^{2} \mid X=x\right)=\int_{x}^{1} y^{2}\left(\frac{2 y}{1-x^{2}}\right) d y=\frac{1}{2}\left(\frac{1-x^{4}}{1-x^{2}}\right)=\frac{1+x^{2}}{2}$

$$
\operatorname{Var}(Y \mid X=x)=E\left(Y^{2} \mid X=x\right)-[E(Y \mid X=x)]^{2}
$$

$$
=\frac{1+x^{2}}{2}-\frac{4}{9} \cdot \frac{\left(1+x+x^{2}\right)^{2}}{(1+x)^{2}}
$$

## EXERCISE 6(b)

1. The joint probability distribution of $X$ and $Y$ is given by the following tablef.

| $X$ | $i$ | 3 | 9 |
| :---: | :---: | :---: | :---: |
| 2 | $1 / 8$ | $1 / 24$ | $1 / 12$ |
| 4 | $1 / 4$ | $1 / 4$ | 0 |
| 6 | $1 / 8$ | $1 / 24$ | $1 / 12$ |

(i) Find the marginal probability distributiòn of $Y$.
(ii) Find the conditional distribution of $Y$ given that $X=2$,
(iii) Find the covariance of $X$ and $Y$, and
(iv) Are $X$ and $Y$ independent?
2. A fair coin is tossed four times. Let $X$ denote the number of heads occurring and let $Y$ denote the longest string of heads occurring.
(i) Determine the joint distribution of $X$ and $Y$, and (ii) Find $\operatorname{Cov}(X, Y)$.

Hint.

|  | $Y$ | 0 | 1 | 2 | 3 | 4 | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{X}$ |  | $1 / 16$ | 0 | 0 | 0 | 0 |  |
| 1 | 0 | $4 / 16$ | 0 | 0 | 0 | $1 / 16$ |  |
| 2 | 0 | $3 / 16$ | $3 / 16$ | 0 | 0 | $4 / 16$ |  |
| 3 | 0 | 0 | $2 / 16$ | $2 / 16$ | 0 | $6 / 16$ |  |
| 4 | 0 | 0 | 0 | 0 | $1 / 16$ | $4 / 16$ |  |
| - |  |  |  |  | $1 / 16$ |  |  |
| Total | $1 / 16$ | $7 / 16$ | $5 / 16$ | $2 / 16$ | $1 / 16$ | 1 |  |

(ii) $\operatorname{Cov}(X, Y)=0.85$.
3. $X$ and $Y$ are jointly discrete random variables with probability function

$$
\begin{aligned}
p(x, y) & =1 / 4 \text { at }(x, y)=(-3,-5),(-1,-1),(1,1),(3,5) \\
& =0, \text { otherwise }
\end{aligned}
$$

Compute $E(X), E(Y), E(X Y)$ and $E(X \mid Y)$. Are $X$ and $Y$ independent?
4. $X_{1}$ and $X_{2}$, have a bivariate distribution given by
$P\left(X_{1}=x_{1} \cap X_{2}=x_{2}\right)=\frac{x_{1}+3 x_{2}}{24}$, where $\left(x_{1}, x_{2}\right)=(1,1),(1,2),(2,1),(2,2)$
Find the conditional mean and variance of $X_{1}$, given $X_{2}=2$.
5. Two random variables $X$ and $Y$ have the following joint probability density function :

$$
\begin{aligned}
f(x, y) & =k(4-x-y) ; 0 \leq x \leq 2 ; 0 \leq y \leq 2 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find (i) the constant $k$,
(ii) marginal density functions of $X$ and $Y$,
(iii) conditional density functions, and
(iv) $\operatorname{Var}(X), \operatorname{Var}(Y)$ and $\operatorname{Cov}(X, Y)$. (Poona Univ. B.Sc., Oct. 1991)
6. Let the joint probability density function of the random variables $X$ and $Y$ be

$$
\begin{aligned}
f(x, y) & =2\left(x+y-3 x y^{2}\right) ; 0<x<1,0<y<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

(i) Find the marginal distributions of $X$ and $Y$.
(ii) Is $E(X Y)=E(X) E(Y)$ ?
(iii) Find $E(X+Y)$ and $E(X-Y)$. [Calicut Univ. B.Sc., Oct. 1990]
7. (a) Let $X$ and $Y$ have the joint probability density function

$$
f(x, y)=2,0<x<y<1
$$

$$
=0 \text {, otherwise }
$$

Show that the conditional mean and variance of $X$ given $Y_{1}=y$ are $y / 2$ and $y^{2} / 12$ respectively.
(b) If $f(x, y)=2 ; 0<x<y, 0<y<1$

Find (i) $E(Y \mid X)$, (ii) $E(X \mid Y)$.
8. Gife an example to show that $E(Y)$ may not exist though $E(X Y)$ and $E(Y \mid X)$ may both exist? [Delhi Univ. B.A. (Stat. Hons.) Spl. Course, 1985]

Hint. Consider the joint p.d.f. :

$$
\begin{aligned}
f(x, y) & =x \cdot e^{-x(1+y)} ; x \geq 0, y \geq 0 . \\
& =0, \text { otherwise. }
\end{aligned}
$$

Then we shall get :

$$
\begin{aligned}
f_{X}(x) & =\int_{0}^{\infty} f(x, y) d y=e^{-x} ; x \geq 0 \\
f_{Y}(y) & =\int_{0}^{\infty} f(x, y) d x=\frac{1}{(1+y)^{2}} ; y \geq 0 \\
f(y \mid x) & =\frac{f(\bar{x}, y)}{f_{X}(x)}=x e^{-x y} ; y \geq 0 \\
E \quad E(Y) & =\int_{0}^{\infty} y f(y)=\infty \quad \Rightarrow \quad E(Y) \text { does not exist. } \\
E(X Y) & =\int_{0}^{\infty} \int_{0}^{\infty} x y^{\prime} \cdot f\left(x y^{\prime}\right) d x d y \\
E(Y \mid X=x) & =\int_{0}^{\infty} y \cdot f(y \mid x) d y=\frac{1}{x}
\end{aligned}
$$

$\Rightarrow$ Both $E(X Y$ ) and $(E(Y \mid X \doteq x)$ exist, though $E(\dot{Y})$ does not exist.
9. Three coins are tossed. Let $X$ denote the number of heads on the first two coins, $Y$ denote the number of tails on the last two and $Z$ denote the number of heads on the last two.
(a) Find the joint distribution of $(i) X$ and $Y^{\prime},(i i) X$ and $Z$.
(b) Find the conditional distribution of $Y$ given $X=1$.
(c) Find $E(Z \mid X=1)$.
(d) Find $\rho_{X, Y}$ and $\rho_{X, Z}$.
(e) Give a joint distribution that is not the joint distribution of $X$ and $Z$ in (a) and yet has the same marginals as $f(x, z)$ has in part (a).
[Delhi Univ. B.Sc. (Maths Hons.), 1989].
Hint. The sample space is $S^{\prime}=\{H, T\} \times\{H, T\} \times\{H, T\}$

$$
=\{H, T\} \times\{H H, \cdot H T, T H, T T\}
$$

and each of the 8 sample points (outcomes) has the probability $p=1 / 8$ of occurrence.
$X:$ Number of heads on the 1 st two coins.
$Y:$ Number of tails on the last two coins.
$Z$ : Number of heads on the last two coins.
Then the distribution of $X, Y$ and $Z$ is given below :

## Sample Point : HHH HHT HTH HTT THH THT TTH TTT

| Probability | $p$ | $p$ | $p$ | $p$ | $p$ | $p$ | $p$ | $p$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | 2 | 2 | 1 | 1 | 1 | 1 | 0 | 0 |
| $Y$ | 0 | 1 | 1 | 2 | 0 | 1 | 1 | 2 |
| $Z$ | 2 | 1 | 1 | 0 | 2 | 1 | 1 | 0 |

Joint Distribution of $X$ and $Y$

|  | 0 | $\begin{aligned} & y \\ & 1 \end{aligned}$ | 2 | Total <br> $\left(f_{x}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1/8 | 1/8 | 1/4 |
| $\boldsymbol{x} 1$ | 1/8 | 2/8 | 1/8 | 1/2 |
| 2 | 1/8 | 1/8 | 0 | 1/4 |
| Total (f.) | 1/4 | 1/2 | 1/4 | 1 |

Joint Distribution of $X$ and $Z$

|  | $z$ |  |  | Total <br> $\left(f_{x}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 |  |
| 0 | 1/8 | 1/8 | 0 | 1/4 |
| $x \quad 1$ | 1/8 | 2/8 | 1/8 | 1/2 |
| 2 | 0 | 1/8 | 1/8 | 1/4 |
| Total $\left(f_{z}\right)$ | 1/4 | 1/2 | 1/4 | 1 |

(b) $\quad P(Y=0 \mid X=1)=\frac{P(Y=0, X=1)}{P(X=1)}=\frac{1 / 8}{1 / 2}=\frac{1}{4}$

Similarly, $P(Y=1 \mid X=1)=\frac{2 / 8}{1 / 2}=\frac{1}{2} ; P(Y=2 \mid X=1)=\frac{1 / 8}{1 / 2}=\frac{1}{4}$

$$
\begin{align*}
E(Z \mid X=1) & =\sum z \cdot P(Z \mid X=1)=0 \times \frac{1 / 8}{1 / 2}+1 \times \frac{2 / 8}{1 / 2}+2 \times \frac{1 / 8}{1 / 2}=1  \tag{c}\\
\rho_{X Y} & =\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{-1 / 4}{\sqrt{1 / 2 \times 1 / 2}}=-\frac{1}{2} . \\
\rho_{X Z} & =\frac{\operatorname{Cov}(X, Z)}{\sigma_{X} \sigma_{Z}}=\frac{-1 / 4}{\sqrt{1 / 2 \times 1 / 2}}=-\frac{1}{2}
\end{align*}
$$

(e) Let $0 \leq \varepsilon \leq 1 / 8$. The joint probability distribution of $(X, Z)$ given belc has the same marginals as in part (a).

|  |  | 0 |  | $Z$ <br> 1 | 2 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | 0 |  | $1 / 8$ | $1 / 8$ | 0 |
| $\left(f_{\dot{x}}\right)$ |  |  |  |  |  |$|$| Total |
| :---: |

10. Let $f_{X Y}(x, y)=e^{-(x+y)} ; 0<x<\infty, 0<y<\infty$

Find :
(a) $P(X>1)$
(d) $m$ so that $P(X+Y<m)=1 / 2$
(b) $P(1<X+Y<2)$
(e) $P(0<X<1 \mid Y=2)$
(c) $P(X<Y \mid X<2 Y)$
(f) $\rho_{X Y}$

Ans. $f_{X}(x)=e^{-x} ; x \geq_{i} 0 ; f_{Y}(y)=e^{-y} ; y \geq 0$

[See Chapter 8] ( $2 / e-3 / e^{2}$ ).
(c) $P(X<Y \mid X<2 Y)=\frac{P(X<Y \cap X<2 Y)}{P(X<2 Y)}=\frac{P(X<Y)}{P(X<2 Y)}=\frac{1 / 2}{2 / 3}=\frac{3}{4}$
(d) Use hint in (b). $\quad e^{-m}(1+m)=1 / 2 ; \quad(c)(e-1) / e$
(f) $f_{X Y}(x, y)=f_{X}(x) f_{Y}(y) \quad \Rightarrow \quad X$ and $Y$ are independent $\quad \Rightarrow \quad \rho_{X Y}=0$.
11. The joint p.d.f. of $X$ and $Y$ is given by :

$$
f(x, y)=3(x+y) ; 0 \leq x \leq 1,0 \leq y \leq 1 ; 0 \leq x+y \leq 1
$$

Find :
(a) Marginal density of $X$.
(b) $P(X+Y<1 / 2)$
(c) $E(Y \mid X=x)$
(d) $\operatorname{Cov}(X, Y)$

Ans. (a) $f_{X}(x)=\frac{3}{2}\left(1-x^{2}\right) ; 0 \leq x \leq 1$.

$$
\begin{aligned}
& \text { (b) } P(X+Y<1 / 2)=\int_{0}^{0.5}\left[\int_{0}^{0.5-x} 3(x+y) d y\right] d x=\frac{1}{8} \\
& \begin{array}{ll}
\text { (c) } \frac{(1-x)(x+2)}{3(1+x)} & \text { (d) } E(X Y)=\int_{0}^{1}\left[\int_{0}^{1-x} x y f(x, y) d y d x=\frac{1}{10}\right] \\
\operatorname{Cov}(x, y)=E(X Y)-E(X) E(Y)=\frac{1}{10}-\frac{3}{8} \times \frac{3}{8}=-\frac{13}{320} .
\end{array}
\end{aligned}
$$

6.10. Moment Generating Function. The moment generating functiọn (m.g.f.) of a. random variable $X$ (about origin) having the probability function $f(x)$ is given by

$$
\begin{align*}
& M_{X}(t)=E\left(e^{\iota x}\right)= \int_{.} e^{t x} f(x) d x \\
& \text { (for continuous probability distribution) }  \tag{6•54}\\
&= \sum e^{t x} f^{\prime}(\dot{x}) \\
& \text { (for discrete probability distribution) }
\end{align*}
$$

the integration or summation being extended to the entire range of $x, t$ being the real parameterand it is being assumed that the right-hand side of (6.54) is absolutely convergent for some positive number $h$ such that $-\boldsymbol{h}<\boldsymbol{t}<\boldsymbol{h}$. Thus

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{c x}\right)=E\left[1+t X+\frac{t^{2} X^{2}}{2!}+\ldots+\frac{t^{\prime} X^{r}}{r!}+\ldots\right] \\
& =1+t E(X)+\frac{t_{0}^{2}}{2!} \cdot E\left(X^{2}\right)+\ldots+\frac{t^{r}}{r!} E\left(X^{\prime}\right)+\ldots
\end{aligned}
$$

$$
\begin{equation*}
=1+t \mu_{1}^{\prime}+\frac{t^{2}}{2!} \mu_{2}^{\prime}+\ldots+\frac{t^{r}}{r!} \mu_{r}^{\prime}+\ldots \tag{6•55}
\end{equation*}
$$

where

$$
\mu_{r}^{\prime}=E\left(X^{\prime}\right)=\int x^{r} f(x) d x, \text { for continuous distribution }
$$

$$
=\Sigma x^{\prime} p(x), \text { for discrete distribution,- }
$$

is the $r$ th moment of $X$ about origin. Thus we see that the coefficient of $\frac{t^{r}}{r!}$ in $M_{X}(t)$ gives $\mu_{r}^{\prime}$ (above origin). Șince $M_{X}(t)$ generates moments, it is known as moment generating function.

Differentiating (6.55) w.r.t. $t$ and then putting $t=0$, we get

$$
\begin{align*}
& \quad\left|\frac{d^{\prime}}{d t^{r}}\left\{M_{X}(t)\right\}\right|_{t=0} \\
& \Rightarrow \quad\left\{\frac{\mu_{r}^{\prime}}{r!} \cdot r!+\mu_{r+1}^{\prime} t+\mu_{r+2}^{\prime} \cdot \frac{t^{2}}{2!}+\left.\ldots\right|_{r=0}\right.  \tag{56}\\
& \Rightarrow \quad \mu_{r}^{\prime}=\left\{\left.\frac{d^{r}}{d t^{r}}\left\{M_{X}(t)\right\}\right|_{r=0}\right.
\end{align*}
$$

In general, the moment generating function of $X$ about the point $X=a$ is defined as

$$
\begin{align*}
M_{X}(t)(\text { about } X & =a)=E\left[e^{t(X-a)}\right] \\
& =E\left|1+t(X-a)+\frac{t^{2}}{2!}(X-a)^{2}+\ldots+\frac{t^{\prime}}{r!}(X-a)^{\prime}+\ldots\right| \\
& =1+t \mu_{1}^{\prime}+\frac{t^{2}}{2!} \mu_{2}^{\prime}+\ldots+\frac{t^{\prime}}{r!} \mu_{r}^{\prime}+\ldots \tag{6•57}
\end{align*}
$$

whère $\mu_{r}^{\prime}=E\left\{.(X-a)^{r}\right\}$, is the $n$ moment about the point $X=a$.
6.10.1. Some Limitations of Moment Generating Functions. Moment generating function suffers from some drawbacks which have restricted its use in Statistics. We give below some of the deficiencies of m.g.f.'s with illustrative examples.

1: A raindom variable $X$ may have no moments although its m.g.f. exists. For example, iet us consider a discrete r.v. with probability function

$$
\left.\begin{array}{rl}
f(x) & =\frac{1}{x(x+1)} ; x=1,2, \ldots \\
& =0, \text { otherwise }
\end{array}\right\}
$$

Here

$$
\begin{aligned}
E(X) & =\sum_{x=1}^{\infty} x f(x)=\sum_{x=1}^{\infty} \frac{1}{(x+1)} \\
& =\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\ldots \\
& =\left[\sum_{x=1}^{\infty} \frac{1}{x}\right]-1
\end{aligned}
$$

Since $\sum_{x=1}^{\infty} \frac{1}{x}$ is a divergent series, $\dot{E}(X)$ does not exist and consequently no moment of $X$ exists. However, the m.g.f. of $X$ is given by

$$
\begin{align*}
M_{X}(t) & =\sum_{x=1}^{\infty} e^{t x} \cdot f(x)=\sum_{x=1}^{\infty} \frac{e^{t x}}{x(x+1)} \\
& =\sum_{x=1}^{\infty} \frac{z^{x}}{x(x+1)}, \quad\left(z=e^{t}\right)  \tag{*}\\
& =\frac{z}{1.2}+\frac{z^{2}}{2.3}+\frac{z^{3}}{3.4}+\frac{z^{4}}{4.5}+\ldots \\
& =z\left[1-\frac{1}{2}\right]+z^{2}\left[\frac{1}{2}-\frac{1}{3}\right]+z^{3}\left[\frac{1}{3}-\frac{1}{4}\right]+\dot{z}^{4}\left[\frac{1}{4}-\frac{1}{5}\right]+\ldots \\
& =\left[z+\frac{z^{2}}{2}+\frac{z^{3}}{3}+\frac{z^{4}}{4}+\ldots\right]-\frac{z}{2}-\frac{z^{2}}{3}-\frac{z^{3}}{4}-\frac{z^{4}}{5}-\ldots \\
& =-\log (1-z)-\frac{1}{z}\left[\frac{z^{2}}{2}+\frac{z^{3}}{3}+\frac{z^{4}}{4}+\ldots\right] \\
& =-\log (1-z)+1+\frac{1}{z} \log (1-z),|z|<1 \\
& =1+\left[\frac{1}{z}-1\right] \log (1-z),|z|<1 \\
& =1+\left(e^{-t}-1\right) \log \left(1-e^{t}\right), t<0 \\
& \quad\left[\because|z|<1 \Rightarrow\left|e^{t}\right|<1 \Rightarrow t<0\right]
\end{align*}
$$

[From (*)]
And $\quad M_{X}(t)=1$, for $t=0$,
while for $t>0, M_{X}(t)$ does not exist.
2. A random variable $X$ can have m.g.f. and some (or all) moments, yet the m.g.f. does not generate the moments. For example, consider a discrete r.v. with probability function

$$
P\left(X=2^{x}\right)=\frac{e^{-1}}{x!} ; x=0,1,2, \ldots
$$

Here

$$
\begin{aligned}
E\left(X^{r}\right) & =\sum_{\xi=0}^{\infty}\left(2^{x}\right)^{r} P\left(X=2_{r}^{x}\right)=e^{-1} \sum_{\xi=0}^{\infty} \frac{\left(2^{r}\right)^{x}}{x!} \\
& =e^{-1} \cdot \exp \left(2^{r}\right)=\exp \left(2^{r}-1\right)
\end{aligned}
$$

Hence all the moments of $X$ exist.
The m.g.f. of $X$, if it exists is given by

$$
M_{X}(t)=\sum_{x=0}^{\infty} \exp \left(t .2^{v}\right)\left(\frac{e^{-1}}{x!}\right)=e^{-1} \sum_{x=0}^{\infty} \exp \left(t \cdot 2^{n}\right) \frac{1}{x!}
$$

By D'Alembert's ratio test, the series on the R.H.S. converges for $t \leq 0$ and diverges for $t>0$. Hence $M_{X}(t)$ cannot be differentiated at. $t=0$ and has no Maclaurin's expansion and consequently it does not.generate moments.
3. A r.v. $X$ can have all or some moments; but m.g.f. does not exist except perhaps at one point.

For example, let $X$ be a r.v. with probability function

$$
\begin{aligned}
& P\left(X= \pm 2^{x}\right)=\frac{e^{-1}}{2 x!} ; x=0,1,2, \ldots \\
& =0, \text { otherwise. }
\end{aligned}
$$

Since the distribution is symmetric about the line $X=0$, all moments of odd order about origin vanish, i.e.,

$$
\begin{aligned}
E\left(X^{2 r+1}\right) & =0 \Rightarrow \mu_{2 r+1}=0 \\
E\left(X^{2 r}\right) & =\sum_{x=0}^{\infty}\left( \pm 2^{r}\right)^{2 r}\left(\frac{1}{2 e x!}\right) \equiv \frac{1}{\dot{e}} \sum_{x=0}^{\infty} \frac{\left(2^{2 r}\right)^{x}}{r!} \\
& =\frac{1}{e} \cdot \exp \left(2^{2 r}\right)=\exp \left(2^{2 r}:-1\right)
\end{aligned}
$$

Thus all the moments of $X$ exist. The m.g.f. of $X$, if it exists, is given by

$$
\begin{aligned}
M_{X}(t) & =\sum_{x=0}^{\infty}\left[\left(e^{t .2^{x}}+e^{-t .2^{x}}\right) \frac{1}{2 e x!}\right] \\
& =e^{-1} \sum_{x=0}^{\infty}\left[\frac{\cos \left(t .2^{x}\right)}{x!}\right]
\end{aligned}
$$

which converges only for $t=0$.
As an illustration of a continuous probability distribution, consider Pareto distribution with o.d.f.

$$
\begin{aligned}
& p(x)=\frac{\theta \cdot a^{\theta}}{x^{\theta+1}} ; \quad x \geq a ; \theta>1 \\
& E(X \dot{\prime})=\theta \cdot a^{\theta} \int^{\dot{\circ}} \dot{\gamma}^{-\theta-1} d x=\theta \cdot a^{\theta} \cdot\left|\frac{x^{\prime-\theta}}{r-\theta}\right|_{a}^{\infty},
\end{aligned}
$$

. Which is finite iff $r-\theta<0 \Rightarrow \theta>r$ and then

$$
E\left(X^{\prime}\right)=\theta a^{\theta}\left[0-\frac{a^{r-\theta}}{r-\theta}\right]=\frac{\theta \cdot a^{\prime}}{\theta-r} ; \theta>r
$$

However, the m.g.f. is giv $\mathbf{n}$ by:

$$
M_{X}(t)=\theta \cdot a^{\theta} \int_{a}^{\infty} \frac{e^{t_{X}}}{x^{\theta+1}} d x
$$

which does not exist, since $e^{\phi x}$ dominates $\dot{x}^{\theta+1}$ and $\left(e^{\alpha x} / x^{\theta+1}\right) \rightarrow \infty$ as $\ddot{x} \rightarrow \infty$ and hence the integral is not convergent:

For more illustrations see Student's t-distribution and Snedecor's F-distributions, for which m.g.f.'s do not exist, though the moments of all orders exist. [c.f. Chapter 14, § $14 \cdot 2 \cdot 4$ and $14 \cdot 5 \cdot 2$.].

Remark. The reasòn that m.g.f. is a poor tool in comparison with characteristic function (c.f. $\$ 6 \cdot 12$ ) is that the domain of the dummy parameter ' $t$ ' of the m.g.f. depends on the distribution of the r.v. under consideration, while chàracteristic function exists for all real $t,(-\infty<t<\infty)$. If m.g.f. is valid for $t$ lying in an interval containing zero, theñ m.g.f. can be expanded with perhaps some additional restrictions.
$\mathbf{6} \cdot \mathbf{1 0}$.2 Theorems on Moment Generating Functions.
Theorem 6-17. $M_{c X}(t)=M_{X}(c t), c$ being a constant.
Proof. By def.,

$$
\begin{aligned}
& \text { L.H.S. }=M_{c X}(t)=E\left(e^{t . c X}\right) \\
& \text { R.H.S. }=M_{X}(c t)=E\left(e^{a x}\right)=\text { L.H.S. }
\end{aligned}
$$

Theorem 6.18. The moment generating function of the sum of a number of independent random variables is equal to the product of their respective moment generating functions.

Symbolically, if $X_{1}, X_{2}, \cdots, A_{n}$ are independent random variables, then the moment generating function of their sum $X_{1}+X_{2}+\ldots+X_{n}$ is given by

$$
\begin{equation*}
M_{x_{i}+X_{2}+\ldots+x_{1}}(t)=M x_{1}(t) M_{x_{2}}(t) \ldots M_{x_{n}}(t) \tag{6•59}
\end{equation*}
$$

Pruof. By definition,

$$
\begin{aligned}
M_{X_{1}+X_{2}+\ldots+X_{n}}(t) & =E\left[e^{t\left(X_{1}+X_{2}+\ldots+X_{n}\right)}\right] \\
& =E\left[e^{t X_{1}} \cdot e^{t X_{2}} \ldots e^{t X_{n}}\right] \\
& =E\left(e^{t x_{1}}\right) E\left(e^{t X_{2}}\right) \ldots E\left(e^{t X_{n}}\right) \\
& \left(\because X_{1}, X_{2}, \ldots, X_{n} \text { are independent }\right) \\
& =M_{X_{1}}(t) \cdot M_{X_{2}}(t) \ldots M_{X_{n}}(t)
\end{aligned}
$$

Hence the theorem.
Theorem 6.19. Effect of change of origin and scale on M.G.F. Let us transform $X$ to the new variable $U$ by changing both the origin and scale in $X$ as follows :

$$
U=\frac{X-a}{h}, \text { where } a \text { and } h \text { are constants }
$$

M.G.F. of $U$ (about origin) is given by

$$
\begin{align*}
M_{U}(t) & =E\left(e^{t U}\right)=E[\exp \{t(x-a) / h\}] \\
& =E\left[e^{i X / h} \cdot e^{-a t / h}\right]=e^{-a t / h} E\left(e^{i x / h}\right) \\
& =e^{-a t / h} E\left(e^{x t / h}\right)=e^{-a t / h} M_{X}(t / h) \tag{6•60}
\end{align*}
$$

where $M_{X}(t)$ is the m.g.f. of $X$ about origin.
In particular, if we take $a=E(X)=\mu$ (say) and $h=\sigma_{X}=\sigma$ (say), then

$$
U=\frac{X-E(X)}{\sigma_{x}}=\frac{X-\mu}{\sigma}=Z(\text { say })
$$

is known as a standard variate. Thus the m.g.f. of a standard variate $Z$ is given by

$$
\begin{equation*}
M_{Z}(t)=e^{-\omega / \sigma} M_{X}(t / \sigma) \tag{6.61}
\end{equation*}
$$

Remark. $E(Z)=E\left(\frac{X-\mu}{\sigma}\right)=\frac{1}{\sigma} E(\dot{X}-\mu)$

$$
=\frac{1}{\sigma}\{E(X)-\mu\}=\frac{1}{\sigma}(\mu-\mu)=0
$$

and

$$
\begin{aligned}
V(Z) & =V\left(\frac{X-\mu}{\sigma}\right)=\frac{1}{\sigma^{2}} V(X-\dot{\mu}) \\
& =\frac{1}{\sigma^{2}} V(X)=\frac{1}{\sigma} \sigma^{2}=1
\end{aligned}
$$

[c.f. Cor. (i) Theorem 6.8] [c.f. Cor. (iii) Theorem 6.8]
$\therefore \quad E(Z)=0$ and $V(Z)=1$. ., the mean and variance of a standard variate are 0 and 1 respectively.
6.10.3. Uniqueness Theorem of Moment Generating Function. The moment generating function of a distribution, if it exists, uniquelly determines the distribution. This implies that corresponding to a given probability distribution, there is only one m.g.f. (provided it exists) and corresponding to a given m.g.f., there is only one probability distribution. Hence $M_{X}(t)=M_{Y}(t) \Rightarrow X$ and $Y$ are identically distributed. [For detailed discussion, see Uniqueness Theorem of Characteristic Functions - Theorem 6.27, page 6.90]
6.11. Cumulants. Cumulants generating function $K(t)$ is defined as

$$
\begin{equation*}
K_{X}(t)=\log _{0} M_{X}(t), \tag{6-62}
\end{equation*}
$$

provided the right-hand side can be expanded as a convergent series in powers of $t$. Thus

$$
\begin{align*}
K_{X}(t) & =\kappa_{1} t+\kappa_{2} \frac{t^{2}}{2!}+\ldots+\kappa_{1} \frac{t^{\prime}}{r!}+\ldots=\log M_{X}(t) \\
& =\log \left[1+\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\mu_{3}^{\prime} \frac{t^{3}}{3!}+\ldots+\mu^{\prime} \frac{t^{\prime}}{r!}+\ldots\right]
\end{align*}
$$

where $K_{r}=$ coefficient of $\frac{t^{\prime}}{r!}$ in $K_{x}(t)$ is called the $r$ th cumulant. Hence

$$
\begin{aligned}
& \kappa_{1} t+\kappa_{2} \frac{t^{2}}{2!}+\kappa_{3} \frac{t^{3}}{3!}+\kappa_{4} \frac{t^{4}}{4!}+\ldots \\
& \quad=\left[\left(\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\mu_{3}^{\prime} \frac{t^{3}}{3!}+\mu_{1}^{\prime} \frac{t^{4}}{4!}+\ldots\right)\right. \\
& -\frac{1}{2}\left(\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\mu_{3}^{\prime} \frac{t^{3}}{3!}+\ldots\right)^{2} \\
& \left.+\frac{1}{3}\left(\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\ldots\right)^{3}-\frac{1}{4}\left(\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\ldots\right)^{4}+\ldots\right]
\end{aligned}
$$

Comparing the coefficients of like powers of ' $f$ ' on both sides, we get the relationship between the moments and cumulants. Hence, we have

$$
\begin{aligned}
& \kappa_{1}=\mu_{1}^{\prime}=\text { Mean, } \frac{\kappa_{2}}{2!}=\frac{\mu_{2}^{\prime}}{2!}-\frac{\mu_{1}^{n}}{2!} \quad \Rightarrow \kappa_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\mu_{2} \\
& \frac{\kappa_{3}}{3!}=\frac{\mu_{3}^{\prime}}{3!}-\frac{1}{2} \frac{2 \mu_{1}^{\prime} \mu_{2}^{\prime}}{2!}+\frac{\mu_{1}^{\prime 3}}{3} \quad \Rightarrow \quad \kappa_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3}=\mu_{3}
\end{aligned}
$$

Also

$$
\begin{aligned}
\frac{\kappa_{1}}{4!} & =\frac{\mu_{1}^{\prime}}{4}-\frac{1}{2}\left(\frac{\mu_{2}^{\prime 2}}{4}+\frac{2 \mu_{1}^{\prime} \mu_{3}^{\prime}}{3!}\right)+\frac{1}{3} \frac{3 \mu_{1}^{\prime 2} \mu_{2}^{\prime}}{2}-\frac{\mu_{1}^{\prime \prime}}{4} \\
\Rightarrow \kappa_{4} & =\mu_{4}^{\prime}-3 \mu_{2}^{\prime 2}-4 \mu_{1}^{\prime} \mu_{3}^{\prime}+12 \mu_{1}^{\prime 2} \mu_{2}^{\prime}-6 \mu_{1}^{\prime 4} \\
& =\left(\mu_{1}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{4}\right)-3\left(\mu_{2}^{2}-2 \mu_{2}^{\prime} \mu_{1}^{n}+\mu_{1}^{4}\right) \\
& =\mu_{4}-3\left(\mu_{2}^{\prime}-\mu_{1}^{\prime 2}\right)^{2}=\mu_{4}-3 \mu_{2}^{2}=\mu_{4}-3 \kappa_{2}^{2} \\
\Rightarrow \quad & \quad\left(\because \mu_{2}=\kappa_{2}\right)
\end{aligned}
$$

Hence we have obtained:

$$
\left.\begin{array}{l}
\text { Mean }=\kappa_{1}  \tag{6.62b}\\
\mu_{2}=\kappa_{2}=\text { Variance } \\
\mu_{3}=\kappa_{3} \\
\mu_{4}=\kappa_{4}+3 \kappa_{2}^{2}
\end{array}\right\}
$$

Remarks. 1. These results are of fundamental importance and should be committed to memory.
2. If we differentiate both sides of (6.62a) w.r.L. ' $r$ ' times and then put $t=0$, we get

$$
\begin{equation*}
K_{r}=\left[\frac{d^{r}}{d l} K_{X}(t)\right]_{t=0} \tag{6-62c}
\end{equation*}
$$

6.11-1. Additive Property of Cumulants. The rth cumulant of the sum of independent random variables is equal to the sum of the rth cumulants of the individual variables. Symbolically,

$$
\begin{equation*}
\kappa_{r}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\kappa_{r}\left(X_{1}\right)+\kappa_{r}\left(X_{2}\right)+\ldots+\kappa_{r}\left(X_{n}\right), \tag{6.63}
\end{equation*}
$$

where $X_{i} ; i=1,2, \ldots, n$ are independent random variables.
Proof. We have, since $X_{i}$ ' $s$ are independent.

$$
M_{x_{1}+x_{2}+\ldots+x_{n}}(t)=M_{x_{1}}(t) M_{x_{2}}(t) \ldots M_{x_{n}}(t)
$$

Taking logarithm of both sides, we get

$$
K_{x_{1}+x_{2}+\ldots+x_{n}}(t)=K_{X_{1}}(t)+K_{X_{2}}(t)+\ldots+K_{X_{n}}(t)
$$

Differentiating both sides w.r.t. $t$ ' $r$ ' times and puting $t=0$, we get

$$
\begin{aligned}
& {\left[\frac{d^{\prime}}{d t^{\prime}} K_{\left.x_{1}+X_{2}+\ldots+X_{a}(t)\right]_{t=0}=}=\left[\frac{d^{\prime}}{d t^{\prime}} K_{x_{1}}(t)\right]_{t=0}\right.} \\
&+\left[\frac{d^{\prime}}{d t^{\prime}} K_{x_{2}}(t)\right]_{t=0}+\ldots+\left[\frac{d^{r}}{d t^{\prime}} K_{x_{n}}(t)\right]_{t=0} \\
& \Rightarrow \quad K_{r}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=K_{r}\left(X_{1}\right)+K_{r}\left(X_{2}\right)+\ldots+K_{r}\left(X_{n}\right) .
\end{aligned}
$$

which establishes the resull.
6.11.2. Effect of Change of Origin and Scale on Cumulants. If we take

$$
U=\frac{X-a}{h}, \text { then } M_{v}(t)=\exp (-a t / h) M_{X}(t / h)
$$

$$
\begin{aligned}
& \therefore \quad K_{u}(t)=-\frac{a t}{h}+K_{x}(t / h) \\
& \kappa_{1}^{\prime}+\kappa_{1}^{\prime} t+\kappa_{2}^{\prime} \frac{t^{2}}{2!}+\ldots+\kappa_{r}^{\prime} \frac{t^{\prime}}{r!}+\ldots=-\frac{a t}{h}+\kappa_{1}(t / h) \\
&+\kappa_{2} \frac{(t / h)^{2}}{2!}+\ldots+\kappa_{r} \frac{(i / h)^{r}}{r!}+\ldots
\end{aligned}
$$

where $\kappa_{r}^{\prime}$ and $\kappa_{\text {r }}$ are the $r$ th cumulants of $U$ and $X$ respectively.
Comparing coefficients, we get

$$
\begin{equation*}
\kappa_{1}^{\prime}=\frac{\kappa_{l}-a}{h} \text { and } \kappa_{r}^{\prime}=\frac{\kappa_{r}}{h^{r}} ; r=2,3, \ldots \tag{6.63a}
\end{equation*}
$$

Thus we see that except the first cumulant, all cumulants are independent of change of origin. But the cumulants are not invariant of change of scale as the rth cumulant of $U$ is $\left(1 / h^{\prime}\right)$ times the $r$ th cumulant of the distribiution of $X$.

Example 6:37. Let the random variable $X$ assume the value ' $r$ ' with the probabilitylaw:

$$
P(X=r)=q^{r-1} p ; r=1,2,3, \ldots
$$

Find the $m . g$ f. of $X$ and hence its mean and variance.
[Calicut Univ. B.Sc., Oct. 1992]
Solution. $\quad M_{X}(l)=E\left(e^{\iota x}\right)$

$$
\begin{aligned}
& =\sum_{r=1}^{\infty} e^{i r} q^{r-1} p=\frac{p}{q} \sum_{r=1}^{\infty}\left(q e^{t}\right)^{r} \\
& =\frac{p}{q} q e^{t} \sum_{r=1}^{\infty}\left(q e^{\ell}\right)^{r-1}=p e^{t}\left[1+q e^{t}+\left(q e^{\eta}\right)^{2}+\ldots\right] \\
& =\left(\frac{p e^{i}}{1-q e^{t}}\right)
\end{aligned}
$$

If dash (') denotes the differentiation w.r.t. $t$; then we have

$$
\begin{aligned}
& M_{x}^{\prime}(t)=\frac{p e^{t}}{\left(1-q e^{\prime}\right)^{2}}, M x^{\prime \prime}(t)=p e^{\prime} \frac{\left(1+q e^{t}\right)}{\left(1-q e^{\prime}\right)^{3}} \\
& \therefore \quad \mu_{1}^{\prime} \text { (about origin) }=M_{x}^{\prime}(0)=\frac{p}{(1-q)^{2}}=\frac{1}{p} \\
& \mu_{2}^{\prime}(\text { about origin })=M_{x}^{\prime \prime}(0)=\frac{p(1+q)}{(1-q)^{3}}=\frac{1+q}{p^{2}} \text {. } \\
& \text { Hence } \\
& \text { and } \\
& \text { mean }=\mu_{1}^{\prime}(\text { about origin })=\frac{1}{p} \\
& \text { variance }=\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{1+q}{p^{2}}-\frac{1}{p^{2}}=\frac{q q}{p^{2}}
\end{aligned}
$$

Example 6.38. The probability density function of the random variable $X$ follows the following probability law :

$$
p(x)=\frac{1}{2 \theta} \exp \left(-\frac{|x-\theta|}{\theta}\right),-\infty<x<\infty
$$

Find M.G.F. of X. Hence or otherwise find $E(X)$ and $V(X)$.
[Punjab Univ. M.A.(Eco.), 1991]
Solution. The moment generating function of $X$ is

$$
\begin{aligned}
M_{x}(t)= & E\left(e^{\alpha x}\right)=\int_{-\infty}^{\infty} \frac{1}{2 \theta} \exp \left(-\frac{|x-\theta|}{\theta}\right) e^{\alpha x} d x \\
= & \int_{-\infty}^{\theta} \frac{1}{2 \theta} \exp \left(-\frac{|\theta-x|}{\theta}\right) e^{\alpha x} d x \\
& \quad+\int_{\theta}^{\infty} \frac{1}{2 \theta} \exp \left(-\frac{|x-\theta|}{\theta}\right) e^{\alpha x} d x
\end{aligned}
$$

For $x \in(-\infty, \theta), x-\theta<0 \Rightarrow \theta-x>0$
$\therefore \quad|x-\theta|=\theta-x \quad \forall x \in(-\infty, \infty)$
Similarly, $\quad|x-\theta|=x-\theta \quad \forall x \in(\theta, \infty)$

$$
\begin{aligned}
\therefore M_{x}(t) & =\frac{e^{-1}}{2 \theta} \int_{-\infty}^{\theta} \exp \left[x\left(t+\frac{1}{\theta}\right)\right] d x+\frac{e}{2 \theta} \int_{\theta}^{\infty} \exp \left[-x\left(\frac{1}{\theta}-t\right)\right] d x \\
& =\frac{e^{-1}}{2 \theta} \cdot \frac{1}{\left(t+\frac{1}{\theta}\right)^{2}} \cdot \exp \left[\theta\left(t+\frac{1}{\theta}\right)\right] \\
& +\frac{e}{2 \theta} \cdot \frac{1}{\left(\frac{1}{\theta}-t\right)} \cdot \exp \left[-\theta\left(\frac{1}{\theta}-t\right)\right] \\
& =\frac{e^{\theta^{t}} \cdot}{2(\theta t+1)}+\frac{e^{\theta}}{2(1-\theta t)}=\frac{e^{\theta}}{1-\theta^{2} t^{2}} \\
& =e^{e^{2}\left(1-\theta^{2} t^{2}\right)^{-1}} \\
& =\left[1+\theta t+\frac{\theta^{2} t^{2}}{2!}+\ldots\right]\left[1+\theta^{2} t^{2}+\theta^{4} t^{4}+\ldots\right] \\
& =1+\theta t+\frac{3 \theta^{2} t^{2}}{2!}+\ldots
\end{aligned}
$$

$\therefore \quad E(X)=\mu^{\prime}=$ Coefficient of $t$ in $M_{X}(t)=\theta$

$$
\mu_{2}^{\prime}=\text { Coefficient of } \frac{t^{2}}{2!} \text { in } M_{x}(t)=3 \theta^{2}
$$

Hence $\operatorname{Var}(X)=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=3 \theta^{2}-\theta^{2}=2 \theta^{2}$
Example 6.39. If the moments of a variate X are defined by

$$
E\left(X^{\prime}\right)=0.6 ; r=1,2.3 . \ldots
$$

show that $P(X=0)=0 \cdot 4, P(X=1)=0 \cdot 6, P(X \geq 2)=0$.
[Delhi Univ: B.Sc. (Maths Hons.), 1985]
Solution. The m.g.f. of variate $X$ is :

But

$$
\begin{align*}
M_{X}(t) & =\sum_{r=0}^{\infty} \cdot \frac{t^{r}}{r!} \mu_{r^{r}}=1+\sum_{r=1}^{\infty} \frac{t^{r}}{r!}(0.6) \\
& =0.4+0.6 \sum_{r=0}^{\infty} \frac{t^{r}}{r!}=0.4+0.6 e^{t} \tag{i}
\end{align*}
$$

$$
M_{X}(t)=E\left(e^{\kappa x}\right)=\sum_{x=0}^{\infty} e^{t_{x}} P(X=x)
$$

$$
\begin{equation*}
=P(X=0)+e^{t} \cdot P(X=1)+\sum_{x=2}^{\infty} e^{t_{x}}: P(X=x) \tag{ii}
\end{equation*}
$$

From (i) and (ii), we get :

$$
P(X=0)=0.4 ; P(X=1)=0.6 ; P(X \geq 2)=0 .
$$

Remark. In fact (i) is the m.g.f. of Bernoulli variate $X$ with $P(X=0)=$ $q=0.4$ and $P(X=1)=p=0.6[$ See § 7.1.2] and $P(X \geq 2)=0$.

Example 6.40. Find the moment generating function of the random variable whose moments are

$$
\mu_{r}^{\prime}=(r+1)!2^{\prime}
$$

Solution. The m.g.f. is given by

$$
\begin{aligned}
M_{X}(t) & =\sum_{r=0}^{\infty} \frac{t^{r}}{r!} \mu_{r}^{\prime}=\sum_{r=0}^{\infty} \frac{-t^{r}}{r!}(r+1)!2^{r} \\
& =\sum_{r=0}^{\prime \infty}(r+1)(2 t)^{r} \\
M_{X}(t) & =1+2 \cdot(2 t)+3(2 t)^{2}+4(2 t)^{3}+\ldots \\
& =(1-2 t)^{-2}
\end{aligned}
$$

Aliter. The R.H.S. is an arithmetic-geometric series with ratio $r=(2 t)$
Let

$$
S=1+2 r+3 r^{2}+4 r^{3}+\ldots
$$

Then

$$
r S=\quad r+2 r^{2}+3 r^{3}+\ldots
$$

$$
\begin{array}{llrl}
\therefore & & (1-r) S & =1+r+r^{2}+\ldots=\frac{1}{(1-r)} \\
\Rightarrow & & S=\frac{1}{(1-r)^{2}}=(1-r)^{-2}=(1-2 t)^{-2}
\end{array}
$$

Remark. This is the m.g.f. of Chi-square ( $\chi^{2}$ ) distribution with parameter (degrees of freedom) $n=2$ [c.f. Chapier 13].

Example 6.41. If $\mu_{r}{ }^{\prime}$ is the rth moment about origin, prove that

$$
\mu_{r}^{\prime}=\sum_{j=1}^{r}\binom{r-1}{j-1} \mu_{r-j} \kappa_{j},
$$

where $\kappa_{j}$ is the jth cumulant.
Solution. Differentiating both sides of (6.62a) in § 6.11 , page 6.72 w.r.t. $t$, we get

$$
\begin{gathered}
\kappa_{1}+\kappa_{2} t+\kappa_{3} \frac{t^{2}}{2!}+\ldots+\kappa_{r} \frac{t^{r-1}}{(r-1)!}+\ldots \\
=\frac{\mu_{1}^{\prime}+\mu_{2}^{\prime} t+\mu_{3}^{\prime} \frac{t^{2}}{2!}+\ldots+\mu_{r}^{\prime} \frac{t^{r-1}}{(r-1)!}+\ldots}{1+\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\ldots+\mu_{r}^{\prime} \frac{t^{r}}{r!}+\ldots} \\
\Rightarrow \quad\left[\kappa_{1}+\kappa_{2} t+\kappa_{3} \frac{t^{2}}{2!}+\ldots+\kappa_{r} \frac{t^{r-1}}{(r-1)!}+\ldots\right] \\
\times\left[1+\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\ldots+\mu_{r}^{\prime} \frac{t^{r}}{r!}+\ldots\right]
\end{gathered}
$$

Comparing the coefficient of $\frac{t^{r-1}}{(r-1)!}$ on both sides, we get

$$
\begin{aligned}
\mu_{r}^{\prime}= & \kappa_{1} \cdot \mu_{r-1}^{\prime}+(r-1) \kappa_{2} \cdot \mu_{r-2}^{\prime}+\binom{r-1}{2} \kappa_{3} \cdot \mu_{r-3}^{\prime}+\ldots+\kappa_{r} \\
= & \binom{r-1}{0} \mu_{r-1}^{\prime} \kappa_{1}+\binom{r-1}{1} \mu_{r-2}^{\prime} \kappa_{2}+\binom{r-1}{2} \mu_{r-3}^{\prime} \kappa_{3} \\
& +\ldots+\binom{r-1}{r-1} \mu_{0}^{\prime} \kappa_{r} \\
= & \sum_{j=1}^{r}\binom{r-1}{j-1} \dot{\mu}_{r-j}^{\prime} \kappa_{j},
\end{aligned}
$$

which is the required result.
6.'12. Characteristic Function. In some cases m.g.f. does not exist, since the integral $\int_{-\infty}^{\infty} e^{i x \cdot} f(x) d x$ or the series $\sum_{x} e^{i x} p(x)$ does not converge absolutely for real values of $t$ for some distributions. For example, for the continuous probability distribution

$$
d F(x)=C \frac{1}{\left(1+x^{2}\right)^{m}} d x ; m>1,-\infty<x<\infty,
$$

the m.g.f: does not exist, since the integral

$$
M_{X}(t)=\mathrm{C} \int_{-\infty}^{\infty} e^{i x} \frac{1}{\left(1+x^{2}\right)^{\prime n}} d x
$$

does not converge absolutely for finite positive values of $m$ because the function $e^{k}$ dominates the function $x^{2 m}$ so that $e^{\alpha x} / x^{2 m} \rightarrow \infty$ as $x \rightarrow \infty$.

Again, for the discrete probability distribution

$$
\left.\begin{array}{rl}
f(x) & =\frac{6}{\pi^{2} x^{2}} ; x=1,2,3, \ldots \\
& =0, \text { elsewhere }
\end{array}\right\}
$$

The series is not convergent (by D'Alembert's Ratio Test) for $t>0$. Thus there does not exist a positive number, $h$ such that $M_{x}(t)$ exists for $-h<t<h$. Hence $M_{X}(t)$ does not exist in this case also.

A more serviceable function than the m.g.f. is what is known as characteristic function and isdefined as

$$
\begin{align*}
& \phi_{x}(t)=E\left(e^{i L X}\right)=\int e^{i x x} f(x) d x \\
& \text { (for continuous probability disiributions) } \\
&= \overline{\sum_{x} e^{i x x} f(x)}
\end{align*}
$$

If $F_{X}(x)$ is the distsribution function of a continuous random variable $X$, then

$$
\begin{equation*}
\phi_{x}(t)=\int_{-\infty}^{\infty} e^{i t x} d F(x) \tag{6-64a}
\end{equation*}
$$

Obviously $\phi(t)$ is a complex valued function of real variable $t$. It may be noted that

$$
|\phi(t)|=\left|\int e^{i x x} f(x) d x\right| \leq \int\left|e^{i x x}\right| f(x) d x=\int f(x) d x=1
$$

since $\quad\left|e^{i x x}\right|=|\cos t x+i \sin u x|^{1 / 2}=\left(\cos ^{2} u x+\sin ^{2}, v\right)^{1 / 2}=1$
Since $|\phi(t)| \leq 1$, characteristic function $\phi x(t)$ always exists.
Yet another advantage of characteristic funcuon lies intne fact that it uniquel determines the distribution function, i.e., if the characteristic function of a distribution is given, the distribution can be uniquely determined by the theorem, known as the Uniqueness Theorem of Characteristic Functions [c.f. Theorem 6.27 page 6.90].
6.12.1. Properties of Characteristic Functions. For all real' $t t^{\prime}$, we have
(i) $\phi(0)=\int_{-\infty}^{\infty} d F(x)=1$
(ii) $|\phi(i)| \leq 1=\phi(0)$
(iii) $\phi(t)$ is continuous everywhere, i.e., $\phi(t)$ is a continuous function of $t$ in $(-\infty, \infty)$. Rather $\phi(t)$ is uniformly continuors in ' $t$ '

Proof. For $h \neq 0 .\left|\phi_{x}(t+h)-\phi_{x}^{\prime}(t)\right|=\mid \int_{-\infty}^{\infty}\left[e^{i(t+h)^{i x}}-e^{i t x}\right] d F(x)$

$$
\begin{align*}
& \leq \int_{-\infty}^{\infty}\left|e^{i t x}\left(e^{i h x}-1\right)\right| d F(x) \\
& =\int_{-\infty}^{\infty}\left|e^{i h x}-1\right| d F(x) \tag{}
\end{align*}
$$

The last integral does not depend on $t$. If it tends to zero as $h \rightarrow .0$ then $\phi_{x}(t)$ is uniformly continuous, in ' $t$ '.

$$
\begin{aligned}
& \text { Now } \quad\left|e^{i h x}-1\right| \leq\left|e^{i h x}\right|+1=2 \\
& \therefore \quad \int_{-\infty}^{\infty}\left|e^{i h x}-1\right| d F(x) \leq 2 \int_{-\infty}^{\infty} d F(x)=2
\end{aligned}
$$

Hence by Dominated Convergence Theorem (D.C.T.), taking the limit inside the integral sign in. ${ }^{*}$ ), we get

$$
\begin{aligned}
& \lim _{h \rightarrow 0}\left|\phi_{X}(t+h)-\phi_{X}(t)\right| \leq \int_{-\infty}^{\infty} \lim _{h \rightarrow 0}\left|e^{i h x}-1\right| d F(x)=0 \\
& \Rightarrow \lim _{h \rightarrow 0} \phi_{X}(t+h)=\phi_{X}(t) \forall t .
\end{aligned}
$$

Hence $\phi_{X}(t)$ is uniformly continuous in ' $t$ '.
(iv) $\phi_{X}(-t)$ and $\phi_{X}(t)$ are conjugate functions, i. $e_{i}, \phi_{X}(-t)=\overline{\phi_{X}(t)}$, where $\bar{a}$ is the complex conjugate of $a$.

Proof. $\quad \phi_{X}(t)=E\left(e^{i i X}\right)=E[\cos i X+i \sin t X]$

$$
\begin{aligned}
\Rightarrow \overline{\phi_{X}(t)} & =E[\cos t X-i \sin t X] \\
& =E[\cos (-t) \cdot X+i \sin (-t) X] \\
& =E\left(e^{-i(X)}\right) \div \phi_{X}(-t) .
\end{aligned}
$$

### 6.12-2. Theorems on Characteristic Function.

Theorem 6.20. If the distribution function of a r.v. $X$ is symmetrical about zero, i.e.,

$$
I-F(x)=F(-x) \Rightarrow f(-x)=f(x)
$$

then $\phi_{X}(t)$ is real valued and even function of $t$.
Proof. By definition we have

$$
\begin{array}{rlr}
\phi_{X}(t) & =\int_{-\infty}^{\infty} e^{i t x} f(x) d x=\int_{-\infty}^{\infty} e^{-i t y^{\prime}} f(-y) d y & \left(x=-y^{\prime}\right) \\
& =\int_{-\infty}^{\infty} e^{-i t y}, f(y) . d y & {\left[\because f\left(-y^{\prime}\right)=f(y)\right]} \\
& =\phi_{X}(-t) & \ldots\left(^{*}\right) \tag{*}
\end{array}
$$

$\Rightarrow \phi_{X}(t)$ is an even function of $t$.
Also

$$
\overline{\phi_{X}(t)}=\phi_{X}^{\dot{\prime}(-t)}
$$

[c.f. Property (iv) § 6•12•1]

Hence $\phi_{X}{ }^{\prime}(t)$ is a real valued function of $t$.
Theorem 6.21. If $X$ is some random variable with characteristic function $\phi_{X}(t)$, and if $\mu_{r}^{\prime}=E\left(X^{\prime}\right)$ exists, then

$$
\begin{equation*}
\mu_{r}^{\prime}=(-i)^{\prime}\left[\frac{\partial^{\prime}}{\partial t^{\prime}} \phi(t)\right]_{t=0} \tag{6.65}
\end{equation*}
$$

Proof. $\quad \phi(t)=\int_{-\infty}^{\infty} e^{i t x} f(x) d x$
Differentiating (under the integral sign) ' $r$ ' times w.r.t. $t$, we get.

$$
\begin{aligned}
& \frac{\partial^{r}}{\partial t^{r}} \phi(t)=\int_{-\infty}^{\infty}(i x)^{r} \cdot e^{i t x} f(x) d x=(i)^{r} \int_{-\infty}^{\infty} x^{r} e^{i t x} f(x) d x \\
& \therefore\left[\frac{\partial^{r}}{\partial t^{r}} \phi(t)\right]_{t=0}=(i)^{r}\left[\int_{-\infty}^{\infty} x^{r} e^{i t x} f(x) d x\right]_{t=0} \\
& =(i)^{\prime} \int_{-\infty}^{\infty} x^{\prime} f(x) d x=i^{r} E\left(X^{\prime}\right)=i^{\prime} \mu_{r}^{\prime} \\
& \text { Hence } \mu_{r}^{\prime} \\
& =\left(\frac{1}{i}\right)^{r}\left[\frac{\partial^{\prime}}{\partial t^{r}} \phi(t)\right]_{t=0}=(-i)^{\prime}\left[\frac{\partial^{\prime}}{\partial t^{\prime}} \phi(t)\right]_{t=0}
\end{aligned}
$$

The theorems, viz., $6 \cdot 17,6 \cdot 18$ and $6 \cdot 19$ on m.g.f. can be easily extended to the characteristic functions as given below.

Theorem 6.22. $\phi_{X}(t)=\phi_{X}(c t), c$, being a constant.
Theorem 6.23. If $X_{1}$ and $X_{2}$ are independent random variables, then

$$
\begin{equation*}
\phi_{x_{1}+x_{2}}(t)=\phi_{x_{1}}(t) \phi_{x_{2}}(i) \tag{*}
\end{equation*}
$$

More, generally for independent random variables $\dot{X}_{1} ; i=1,2, \ldots, n$, we have

$$
\phi x_{x_{1}+x_{2}+\ldots+x_{n}}(t)=\phi_{x_{1}}(t) \phi_{x_{2}}^{\prime} .(t) \ldots \phi_{x_{n}}(t)
$$

Important Remark. Converse of (*) is not true, i.e.,
$\phi_{x_{1}+x_{2}}(t)=\phi_{x_{1}}(t) \phi_{x_{2}}(t)$ does not imply that $X_{1}$ and $X_{2}$ are independent.
For cxample, let $X_{1}$ be a standard Cauchy variate with p.d.f.

$$
f(x)=\frac{1}{\pi\left(1+x^{2}\right)},-\infty<x<\infty
$$

Then

$$
\phi x_{1}(t)=e^{-1 t!}
$$

Let $\quad X_{2} \equiv X_{1}$, i.e., $P\left(X_{1}=X_{2}\right)=1$.
Then $\quad \phi x_{2_{2}}(t)=e^{-11}$
Now $\quad \phi_{x_{1}+x_{2}}(t)=\phi_{2 x_{1}}(t)=\phi_{x_{1}}(2 t)=e^{-2|t|}$

$$
=\phi_{x_{1}}(t) \phi_{x_{2}}(t)
$$

i.e. ( ${ }^{\bullet}$ ) is satisfied but obviously $X_{1}$ and $X_{2}$ are not independent, because of (**).

In fact, (*) will hold even if we take $X_{1}=a X$ and $X_{2}=b X, a$ and $b$ being real numbers so that $X_{1}$ and $X_{2}$ are connected by the relation:

$$
\frac{X_{1}}{a}=X=\frac{X_{2}}{b} \quad \Rightarrow \quad a X_{2}=b X_{1} .
$$

As another example let us consider the joint p.d.f. of two random variables $X$ and $Y$ given by

$$
\begin{aligned}
f(x, y) & =\frac{1}{4 a^{2}}\left[1+x y\left(x^{2}-y^{2}\right)\right] ;|x| \leq a,|y| \leq a, a>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Then the marginal p.d.f.'s of $X$ and $Y$ are given by

$$
\begin{aligned}
& g(x)=\int_{-a}^{a} f(x, y) d y=\frac{1}{2 a} ;|x| \leq a \\
& h(y)=\int_{-a}^{a} f(x, y) d x=\frac{1}{2 a} ;|y| \leq a
\end{aligned}
$$

(on simplification)

Then

$$
\begin{aligned}
\phi_{x}(t) & =\int_{-\infty}^{\infty} e^{i x x} g(x) d x=\frac{1}{2 a} \int_{-a}^{a} e^{i t x} d x \\
& =\frac{e^{i a t}-e^{-i a t}}{2 a i t}=\frac{\sin a t}{a t}
\end{aligned}
$$

Similarly

$$
\phi_{r}(t)=\frac{\sin a t}{a t}
$$

$$
\begin{equation*}
\therefore \quad \phi_{x}(t) \phi_{y}(t)=\left(\frac{\sin a t}{a t}\right)^{2} \tag{*}
\end{equation*}
$$

The p.d.f. $k(z)$ of the random variar!e $Z=X+Y$ is given by the convolution of p.d.f.'s of $X$ and $Y$, viz.,

$$
\begin{aligned}
k(z) & =\int f(u, z-u) d u \\
& =\frac{1}{4 a^{2}} \int\left[1+u(z-u)\left\{u^{2}-(z-u)^{2}\right\}\right] d u \\
& =\frac{1}{4 a^{2}} \int\left(1+3 z^{2} u^{2}-2 z u^{3}-z^{3} u\right) d u,
\end{aligned}
$$

the limits of integration for $\mu$ being in terms of $z$ and are given by (left as an excrcise to the reader)

$$
\begin{array}{r}
-a \leq u \leq z+a ; u \leq 0 \\
z-a \leq u \leq a ; u>0
\end{array}
$$

and
Thus

$$
k(z)=\left\{\begin{array}{l}
\frac{1}{4 a^{2}} \int_{-a}^{z+a}\left(1+3 z^{2} u^{2}-2 z u^{3}-z^{3} u\right) d u=\frac{2 a+z}{4 a^{2}} ;-2 a \leq z \leq 0 \\
\frac{1}{4 a^{2}} \int_{z-a}^{a}\left(1+3 z^{2} u^{2}-2 z u^{3}-z^{3} u\right) d u=\frac{2 a-z}{4 a^{2}} ; 0<z \leq 2 a \\
0, \text { elsewhecre }
\end{array}\right.
$$

Now

$$
\begin{aligned}
\phi_{Y+r}(t) & =\phi_{Z}(t)=\int_{-2 a}^{2 a} e^{i t i} k(z) d z \\
& =\int_{-2 a}^{0 .}\left(\frac{2 a+z}{4 a^{2}}\right) e^{i z z} d z+\int_{0}^{2 a}\left(\frac{2 a-z}{4 a^{2}}\right) e^{i z z} d z
\end{aligned}
$$

$$
=\int_{0}^{2 a}\left(e^{-i t z}+e^{i t z}\right)\left(\frac{2 a-z}{4 a^{2}}\right) \cdot d z
$$

[Changing $z$ to $-z$ in the first integral]

$$
\begin{aligned}
& =\frac{1}{2 a^{2}} \int_{0}^{2 a}(2 a-z) \cos t z d z \\
& =\frac{2-2 \cos 2 a t}{4 a^{2} t^{2}}=\frac{1-\cos 2 a t}{2 a^{2} t^{2}} \\
& =\left(\frac{\sin a t}{a t}\right) \\
& =\phi_{x}(t) \cdot \phi_{r}(t)
\end{aligned}
$$

(on simplification)

But

$$
g(x) \cdot h(y) \neq f(x, y)
$$

$\Rightarrow \quad X$ and $Y$ are not independent.
Howcver

$$
\phi x_{1} \cdot x_{2}\left(t_{1}, t_{2}\right)=E\left(e^{i i_{1} x_{1}+i i_{2} x_{2}}\right)=\phi x_{1}(t) \cdot \phi_{x_{2}}(t)
$$

implies that $X_{1}$ and $X_{2}$ are independent.
(Fòr proof see Theorem 6-28)
Theorem 6.24. Effect of Change of Origin and Scale on Characteristic Furction. If $U=\frac{X-a}{h}, a$ and $h$ being constants, then

$$
\phi_{U}(t)=e^{-i a t / h} \phi_{X}(t / h)
$$

In particular if we take $a=E(X)=\mu$ (say) and $h=\sigma_{X}=\sigma$ then the characteristic function of the standard variate

$$
Z=\frac{X-E(X)}{\sigma_{X}}=\frac{X-\mu}{\sigma},
$$

is given by

$$
\begin{equation*}
\phi_{Z}(t)=e^{-i \mu / \sigma} \phi_{X}(t / \sigma) \tag{6.66}
\end{equation*}
$$

Definition. A random variable $X$ is said to be a Lattice variable or be lattice distributed, if for some $\boldsymbol{h}>0$,

$$
P\left[\frac{X}{h} \text { is an integer }\right]=1,
$$

$h$ is called a mesh.
Theorem 6.25. If $\left|\phi_{x}(s)\right|=1$ for some $s \neq 0$, thenfor some real $a, \dot{X}$ - $a$ is a Latrice variable with mesh $h=2 \pi / l s l$.

Proof. Consider any fixed $t$. We can write
$\phi_{x}(t)=\left|\phi_{x}(t)\right| e^{\text {iat }}$, (a dependent on $t$ ), since any complex number $z$ can be written as $z=|z| e^{i \theta}$.

$$
\begin{aligned}
\therefore & \left|\phi_{x}(t)\right| & =e^{-i a t} \phi_{x}(t)=\phi(X-a)(t) \\
& & =E[\cos t(X-a)+i \sin t(X-a)]=E[\cos t(X-a)]
\end{aligned}
$$

since left-hand side being real, we must have $E[$ sin: $t(X-a)]=0$.

$$
\begin{equation*}
\therefore \quad 1-\left|\phi_{x}(t)\right|=E[1-\cos t(x-a)] \tag{*}
\end{equation*}
$$

If $\left|\phi_{x}(s)\right|=1, s \neq 0$ then for some $a$ dependent on $s$, we have from (*)

$$
\begin{equation*}
E[1-\cos s(X-a)]=0 \tag{**}
\end{equation*}
$$

But since $1-\cos s(X-a)$ is a non-negative random variable, (**)
$\Rightarrow P[1-\cos s(X-a)=0]=1$
$\Rightarrow \quad P[\cos s(X-a)=1]=1$
$\Rightarrow \quad P[s(X-a)=2 n \pi]=1$
$\Rightarrow \quad P\left[(X-a)=\frac{2 n \pi}{|s|}\right]=1$, for some $n=0,1,2, \ldots$
Thus $(X-a)$ is a Lattice variable with mesh $h=\frac{2 \pi}{|s|}$.
6.12.3. Necessary and Sufficient Conditions for a Function $\phi(t)$ to be Characteristic Function. Properties (i) to(iv) in § 6.12.1.are merely the necessary conditions for a function $\phi(t)$ to be the characteristic function of an r.v.X. Thus if a function $\phi(t)$ dòes not satisfy any one of these four conditions, it cannot be the characteristic function of an r.v. $X$. For example, the function

$$
\phi(t)=\log (1+t),
$$

cannot be the c.f. of r.v.X since $\phi(0)=\log 1=0 \neq 1$.
These conditions are, however, not sufficient. It has been shown (c.f. Methods of Mathematical Statistics by H:Cramer) that if $\phi(t)$ is near $t=0$ of the form,

$$
\begin{equation*}
\phi(t)=1+0\left(t^{2}+\delta\right), \delta>0 \tag{*}
\end{equation*}
$$

where $0\left(t^{r}\right)$ divided by $t^{\prime}$ tends to zero as $t \rightarrow 0$, then $\phi(t)$ cannot be the characterristic function unless it is identically equal to one. Thus, the functions
(i) $\phi(t)=e^{i^{4}}=1+0\left(t^{4}\right)$
(ii) $\phi(t)=\frac{1}{1+t^{4}}=1+0\left(t^{4}\right)$
being of the form (*) are not characteristic functions, though both satisfy all the necessary conditions:

We give below a set of sufficient but not necesary condiiions, duc to Polya for a function $\phi(t)$ to be the characteristic function :
$\phi(t)$ is a characteristic function if
(1) $\phi(0)=1$,
(2) $\phi(t)=\phi(-t)$
(3) $\phi(t)$ is continuous
(4) $\phi(t)$ is convex for $t>0$, i.e., for $t_{1}, t_{2}>0$;

$$
2 \phi\left[\frac{1}{2}\left(t_{1}+t_{2}\right)\right] \leq \phi^{\prime}\left(t_{1}\right)+\phi\left(t_{2}\right)
$$

(5) $\lim \phi(t)=0$ :
$t \rightarrow \infty$
Hence by Polya's conditions the functions $e^{-|i|}$ and $[1+|t|]^{-1}$ are characteristic functions. However, Polya's conditions are only sufficient and not necessary for a characieristic function. For example, if $X \sim N\left(\mu, \sigma^{2}\right)$,

$$
\phi(t)=e^{i t \mu-i^{2} \sigma^{2} / 2}
$$

and

$$
\phi(-t) \neq \phi(t)
$$

Various necessary and sufficient conditions are known, the simplest seems to be the following, due to Cramer.
"In order that a given, bounded and continuous function $\phi(t)$ ) should be the characteristic function of a distribution, it is necessary and sufficient that $\phi(0)=1$ and that the function

$$
\phi(x, A)=\int_{0}^{A} \int_{0}^{A} \phi(t-u) e^{(t-u) i x} d t d u
$$

is real and non-negative for all real $x$ and all $A>0$.
6.12.4. Multi-variate Characteristic Function. Then

$$
X=\left[\begin{array}{c}
X_{1} \\
X_{2} \\
\vdots \\
X_{n}
\end{array}\right] \text { and } t=\left[\begin{array}{c}
t_{1} \\
t_{2} \\
\vdots \\
t_{n}
\end{array}\right] \text {, ireal }
$$

be $z \times 1$ column vectors. Then characteristic function of $X$ is defined as

$$
\begin{equation*}
\phi_{X}(t)=E\left(e^{i x}\right)=E\left[e^{i\left(l_{1} x_{1}+n x_{2}+\ldots+t_{1} x_{n}\right)}\right] \tag{6.67}
\end{equation*}
$$

We may also write it as

$$
\phi_{x_{1}, x_{2}, \ldots x_{n}}\left(t_{1}, t_{2}, \ldots, t_{n}\right) \text { or } \phi_{x}\left(t_{1}, \dot{t}_{2}, \ldots, t_{n}\right)
$$

Some Properties.
(i) $\phi_{x}(0,0, \ldots 0)=1$
(ii) $\phi_{x}(t)=\overline{\phi_{x}(t)}$
(iii) $\left|\phi_{x}(t)\right| \leq 1$
(iv) . $\phi_{X}(t)$ is uniformly continuous in $n$-dimensional Euclidian space.
(v) If $f_{x}(\cdot)$ is p.d.f. of $X$,

$$
\phi_{x}(t)=\int^{\infty} \ldots \int^{\infty} f_{x}\left(x_{1}, x_{2}, \ldots, x_{n}\right) e^{i \sum t_{j} x_{j}} d x_{1} d x_{2} \ldots d x_{n}
$$

(vi) $\quad \phi_{x}(t)=\phi_{r}(t)$ for all t, then $X$ and $Y$ have the same distribuiton.
(vii) If $\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left|\phi_{x}\left(t_{1}, t_{2}, \ldots t_{n}\right)\right| d t_{1} d t_{2} \ldots d t_{n}<\infty$,
then $X$ is absolutely continuous and has a uniformly continupous p.d.f.

$$
f_{x}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{(2 \pi)^{n}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i L_{1 / j} ;} \phi_{x}\left(t_{1}, t_{2}, \ldots, t_{n}\right) d t_{1} d t_{2} \ldots d t_{n}
$$

(viii) The random variables $X_{1}, X_{2}, \ldots, \dot{X}_{n}$ are (mutually) independent iff

$$
\phi x_{1}, x_{2} \ldots x_{n}\left(t_{1}, t_{2}, \ldots, t_{n}\right)=\phi x_{1}\left(t_{1}\right) \phi_{x_{2}}\left(t_{2}\right) \ldots \phi x_{x_{a}}\left(t_{n}\right)
$$

Remark. Multivariate Moment Generating' Function. Similarly, the m.g.f. of vector $X=\left(X_{1}, X_{2}, \ldots, X_{n}\right)^{\prime}$ is given by :

$$
\begin{equation*}
M_{x}(l)=E\left(e^{i^{\prime} x}\right)=E\left(e^{n x_{1}+12 x_{2}+\ldots l_{n} x_{n}}\right) \tag{6-68}
\end{equation*}
$$

We may also write :

$$
M_{x}(t)=M_{x_{1}, x_{2} \ldots} \ldots x_{n}\left(t_{1}, t_{2}, \ldots, t_{n}\right)=E\left(e^{t_{1} x_{1}+h_{2} x_{2}+\ldots n_{n} x_{n}}\right)
$$

In particular, for two variates $X_{1}$ and $X_{2}$

$$
\begin{equation*}
M_{x}(t)=M_{X_{1}, x_{2}}\left(t_{1}, t_{2}\right)=E\left(e^{\imath x_{1}+n x_{2}}\right)=\sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \frac{t_{1}^{\prime}}{r!} \frac{t_{2}^{\prime}}{s!} E\left(X_{1}^{\prime} X_{2}{ }^{\prime}\right) . \tag{6.69}
\end{equation*}
$$

provided it exists for $-h_{1}<t_{1}<h_{1}$ and $-h_{2}<t_{2}<h_{2}$, where $h_{1}$ and $h_{2}$ are positive.

$$
\begin{align*}
& M_{x_{1}, x_{2}}\left(t_{1}, 0\right)=E\left(e^{t_{1} x_{1}}\right)=M_{x_{1}}\left(t_{1}\right)  \tag{6.69a}\\
& M_{x_{1}, x_{2}}\left(0, t_{2}\right)=E\left(e^{\left(2 x_{2}\right.}\right)=M_{x_{2}}\left(t_{2}\right) \tag{6.69b}
\end{align*}
$$

If $M\left(t_{1}, t_{2}\right)$ exists, the moments of all orders of $X$ and $Y$ exist and are given by:

$$
\begin{align*}
& E\left(X_{2}{ }^{\prime}\right)=\left[\frac{\partial^{r} M\left(t_{1}, t_{2}\right)}{\partial t_{2}^{r}}\right]_{t_{1}=t_{2}}=0=\frac{\partial^{r} M(0,0)}{\partial t_{2}^{r}}  \tag{6•70}\\
& E\left(X_{1}{ }^{r}\right)=\left[\frac{\partial^{r} M\left(t_{1}, t_{2}\right)}{\partial t_{1}^{r}}\right]_{t_{1}=t_{2}=0,}=\frac{\partial^{r} M(0,0)}{\partial t_{1}^{r}}  \tag{6.70a}\\
& E\left(X_{1}^{r} X_{2}\right)=\left[\frac{\partial^{r+\prime} M\left(t_{1}, t_{2}\right)}{\partial t_{1}{ }^{r} \partial t_{2}{ }^{r}}\right]_{t_{1}=t_{2}=0}=\frac{\prime \prime \partial^{r+s} M(0,0)}{\partial t_{1}^{r} \partial t_{2}^{s}}
\end{align*}
$$

Cumulant generating function of $X=\left(X_{1}, X_{2}\right)^{\prime}$ is given by :

$$
\begin{equation*}
K_{x_{1}, x_{2}}\left(t_{1}, t_{2}\right)=\log M_{x_{1}, x_{2}}\left(t_{1}, t_{2}\right) . \tag{6.71}
\end{equation*}
$$

Example 6.42. For a distribution, the cumulants are given by

$$
\kappa_{r}=n[(r-1)!], n>0
$$

Find the characteristic function. (Delhi Univ. B.Sc. (Stat. Hons.), 1990)
Solution. The cumulant generating function $K(t)$, if it exists, is given by

$$
\begin{aligned}
K(t) & =\sum_{r=1}^{\infty} \frac{(i t)^{r}}{r!} K_{r}=\sum_{r=1}^{\infty} \frac{(i i)^{r}}{r!} n\{(r-1)!\}=n \sum_{r=1}^{\infty} \frac{(i t)^{r}}{r} \\
& =n\left[i t+\frac{(i t)^{2}}{2}+\frac{(i t)^{3}}{3}+\ldots\right]=n[\log (1-i t)] \\
& =-n \log (1-i t)=\log (1-i t)^{-n}
\end{aligned}
$$

Also we have

$$
\begin{aligned}
& & K(t)=\log \phi(t) & =\log (1-i t)^{-n} \\
\therefore & & \phi(t) & =(1-i t)^{-n}
\end{aligned}
$$

Remark. This is the characteristic function of the gamma distribution : (c.f. §8.3.1)
$f(x)=\frac{e^{-x} x^{n-1}}{\Gamma(n)} ; n>0,0<x<\infty$.
Example 6.43. The moments about origin of a distribution are given by

$$
\mu_{r}^{\prime}=\frac{\Gamma(v+r)}{\Gamma(v)}
$$

Find the characteristic function.
(Madurai Kamaraj Univ. B.Sc., 1990)

- Solution. We have

$$
\begin{aligned}
& \phi(t)= \sum_{r=0}^{\infty} \frac{(i t)^{r}}{r!} \mu_{r}^{\prime}=\sum_{r=0}^{\infty} \frac{(i t)^{r}}{r!} \cdot \frac{\Gamma(v+r)}{\Gamma(v)} \\
&= \sum_{r=0}^{\infty} \frac{(i t)^{r}}{r!} \cdot \frac{(v+r-1)!}{(v-1)!} \\
&= \sum_{r=0}^{\infty}(i t)^{r} \cdot v+r-1 C_{r}=\sum_{r=0}^{\infty}(-1)^{r} \cdot{ }^{-v} C_{r}(i t)^{r} \\
& \therefore \quad\left[\because .^{-v} C_{r}=(-1)^{r \cdot v+r-1} C_{r} \Rightarrow(-1)^{r} \cdot{ }^{-v} C_{r}=v+r-1 C_{r}\right] \\
& \therefore \quad \phi(t)= \sum_{r=0}^{\infty}-\underline{-v} C_{r}(-i t)^{r}=(1-i t)^{-v}
\end{aligned}
$$

Example 6.44. Show that

$$
e^{i t x}=1+\left(e^{i t}-1\right) x^{(1)}+\left(e^{i t}-1\right)^{2} \cdot \frac{x^{(2)}}{2!}+\ldots+\left(e^{i t}-1\right)^{r} \cdot \frac{x^{(r)}}{r!}+\ldots
$$

where $\quad x^{(r)}=x(x-1)(x-2) \ldots(x-r+1)$. Hence show that

$$
\mu_{(r)}^{\prime}=\left[D^{r} \phi(t)\right]_{t=0}, \text { where } D=\frac{d}{d\left(e^{i t}\right)} \text { and } \mu_{(r)^{\prime}} \text { is the } r^{\prime h} \text { factorial }
$$

moment.
Solution. We have

$$
\begin{aligned}
\text { R.H.S. }= & 1+\left(e^{i t}-1\right) x^{(1)}+\left(e^{i t}-1\right)^{2} \cdot \frac{x^{(2)}}{2!}+\ldots+\left(e^{i t}-1\right)^{r} \cdot \frac{x^{(r)}}{r!}+\ldots \\
= & 1+\left(e^{i t}-1\right)\left({ }^{x} C_{1}\right)+\left(e^{i t}-1\right)^{2}\left({ }^{x} C_{2}\right) \\
& \quad+\left(e^{i t}-1\right)^{3}\left({ }^{x} C_{3}\right)+\ldots+\left(e^{i t}-1\right)^{r}\left({ }^{x} C_{r}\right) \\
= & {\left[1+\left(e^{i t}-1\right)\right]^{x}=e^{i t x}=\text { L.H.S. } }
\end{aligned}
$$

By def.

$$
\phi(t)=\int_{-\infty}^{\infty} e^{i t x} f(x) d x
$$

$$
\begin{aligned}
&=\int_{-\infty}^{\infty}\left[1+\left(e^{i t}-1\right) x^{(1)}+\left(e^{i t}-1\right)^{2} \cdot \frac{x^{(2)}}{2!}+\ldots \cdot\left(e^{i t}-1\right)^{r} \cdot \frac{x^{(r)}}{r!}+\ldots\right] f(x) d x \\
&=1+\left(e^{i t}-1\right) \int_{-\infty}^{\infty} x^{(1)} f(x) d x+\frac{\left(e^{(t)}-1\right)^{2}}{2!} \int_{-\infty}^{\infty} x^{(2)} f(x) d x+\ldots \\
&+\frac{\left(e^{i t}-1\right)^{r}}{r!} \int_{-\infty}^{\infty} x^{(r)} f(x) d x+\ldots \\
& \therefore \quad {\left[D^{r} \phi(t)\right] t=0=\left[\frac{d^{r} \phi(t)}{d\left(e^{i t}\right)^{r}}\right]_{t=0}=\int_{-\infty}^{\infty} x^{(r)} f(x) d x=\mu_{(r)}^{\prime} }
\end{aligned}
$$

where $\mu_{(r)}$ is the rth factorial moment.
Theorem 6.26. (Inversion Theorem). Lemma. If $(a-h, a+i)$ is the continuity interval of the distribution function $F(x)$, then

$$
F(a+h)-F(a-h)=\lim _{T \rightarrow \infty} \frac{1}{\pi} \int_{-T}^{T} \frac{\sin h t}{t} e^{-i \omega} \phi(t) d t
$$

$\phi(t)$ being the characteristic function of the distribution.
Corollary. If $\phi(t)$ is absolutely integrable over $R^{1}$, i.e., if

$$
\int_{-\infty}^{\infty}|\phi(t)| d t<\infty,
$$

then the derivative of $F(x)$ exists; which is bounded, continuous on $R^{1}$ and is given by

$$
\begin{equation*}
f(x)=F^{\prime}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \dot{u x}} \phi(t) d t \tag{6•}
\end{equation*}
$$

for cuery $x \in R^{1}$.
Proof. In the above lemma replacing $a$ by $x$ and on dividing by $2 h$, we have

$$
\begin{aligned}
\frac{F(x+h)-F(x-h)}{2 h} & =\frac{1}{2 \pi} \cdot \lim _{T \rightarrow \infty} \int_{-T}^{T} \frac{\sin h t}{h t} e^{i x} \phi(t) d t \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\sin h t}{h t} e^{-i t x} \phi(t) d t
\end{aligned}
$$

$$
\therefore \lim _{h \rightarrow 0} \frac{F(x+h)-F(x-h)}{2 h}=\frac{1}{2 \pi} \lim _{h \rightarrow 0} \int_{-\infty}^{\infty} \frac{\sin h t}{h t} .^{-i x x} \phi(t) d t
$$

Since

$$
\int_{-\infty}^{\infty}|\phi(t)| d t<\infty,
$$

the integrand on the right hand side is bounded by an integrable function and hence by Dominated Convergence Theorem, we get

$$
\lim _{h \rightarrow 0} \frac{F(x+h)-F(x-h)}{2 h}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \lim _{h \rightarrow 0}\left(\frac{\sin h t}{h t}\right) \cdot e^{-i(x)} \phi(t) d t
$$

By mean value theorem of differential calculus, we have

$$
\lim _{h \rightarrow 0} \frac{F(x+h)-F(x-h)}{2 h}=F^{\prime}(x)=f(x)
$$

where $f($.$) is the p.d.f. corresponding to \phi(t)$. Thus

$$
f(x)=F^{\prime}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \Delta x} \phi(t) d t,
$$

as desired.
Remark. Consider the function $\mathscr{F}_{c}$ defined by

$$
\mathcal{F}_{c}=\int^{c} e^{-i \dot{x}} \phi(t) d t
$$

$$
-c
$$

Now if $F^{\prime}(x)=f(x)$ exists, then

$$
\begin{aligned}
\lim _{c \rightarrow \infty} \frac{\mathcal{F}_{c}}{2 c} & =\lim _{c \rightarrow \infty} \frac{1}{2 c} \int^{c} \phi(t) e^{-i \Delta x} d t \\
& =\lim _{c \rightarrow \infty}\left\{\frac{1}{2 c} \cdot 2 \pi f(x)\right\}=0
\end{aligned}
$$

Hence $\frac{\mathcal{F}_{c}}{2 c} \rightarrow 0$ at all points where $F(x)$ is continuous. In other words, if the prbability distribution is continuous

$$
\frac{\mathcal{F}_{c}}{2 c} \rightarrow 0 \text { as } c \rightarrow \infty
$$

If, however, the frequency function is discontinuous, i.e., distribution is discrete, consider one point of discontinuity say, the frequency $f_{j}$ at $x=x_{j}$. Then the contribution of $x_{j}$ 片 $(t)$ is $f_{j} e^{i x x_{j}}$ and hence its contributions to $\mathscr{F}_{c}$ will be

$$
\begin{aligned}
& \int_{-c}^{c} f_{j} e^{i\left(x_{j}\right.} e^{-i x} d t \\
& \therefore \quad \lim _{c \rightarrow \infty} \frac{\mathcal{F}_{c}}{2 c}=\lim _{c \rightarrow \infty} \frac{1}{2 c} f_{j} \int^{c} e^{i \frac{i j}{}\left(x_{j}-x\right)} d t \\
&=\lim _{c \rightarrow \infty} \frac{1}{2 c} f_{j}\left[\frac{e^{i j\left(x_{j}-x\right)}}{i\left(x_{j}-x\right)}\right]-c \\
&=\left\{\begin{array}{l}
0 \text { for } x \neq x_{j} \\
f_{j} \text { for } x=x_{j}
\end{array}\right.
\end{aligned}
$$

Hence if $\mathcal{F}_{c} R_{c} \rightarrow 0$ at a point, there is no discontinuity in the distribution function at that point, but if it tends to a positive number $f_{j}$, the distribution is discontinuous at that point and the frequency isf. This gives us a criterion whether a given characteristic function represents a continuous distribution or not.

Theorem 6.27. Uniqueness Theorem of Characteristic Eunctions. Characteristic function uniquely determines.the distribution, i.e., a necessary and sufficient condition for two distributions with p.d.f.'s $f_{1}($.$) and f_{2}(\cdot)$ to be identical is that their characieristic functions $\phi_{1}(t)$ and $\phi_{2}(t)$ are ideniical.

Proof. If $f_{1}(\cdot)=f_{2}(\cdot)$, then from the definition of characteristic function, we get

$$
\phi_{1}(t)=\int_{-\infty}^{\infty} e^{i t x} f_{1}(x) d x=\int_{-\infty}^{\infty} e^{i t x} f_{2}(x) d x=\phi_{2}(t)
$$

Conversely if $\phi_{1}(t)=\phi_{2}(t)$; then from corollary to Theorem $6 \cdot 26$, we get

$$
f_{1}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i u x} \phi_{1}(t) d t \doteq \frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i u x} \phi_{2}(t) d t=f_{2}(x)
$$

Remark. This is one of the most fundamental theorems in the distribution theory. It implies that corresponding to a distribution there is only one characteristic function and corresponding to a given characteristic function; there is only one distribution. This one 10 one corresponderce between characteristic functions and the p.d.f.' senables us 10 identify the form of the.p.d.f. from that of characteristic function.

Theorem 6:28. Necessary and sufficient condition for the random variables $X_{1}$ and $X_{2}$ to be independent is that their joint characteristic function is equal to the product of their individual characteristic functions; i.e.,

$$
\begin{equation*}
\phi_{x_{1}, x_{2}}\left(t_{1}, t_{2}\right)=\phi_{x_{1}}\left(t_{1}\right) \phi_{x_{2}}\left(t_{2}\right) \tag{*}
\end{equation*}
$$

Proof. (i) Condition is Necessary. If $X_{1}$ and $X_{2}$ are independent then 'w e have to show that (*) holds. By def:,

$$
\begin{aligned}
\phi_{x_{1} x_{2}}\left(t_{2}, t_{2}\right) & =E\left(e^{i i_{1} x_{1}+i i_{2} \dot{x}_{2}}\right)=E\left(e^{i i_{1} x_{1}} . . e^{i t_{2} x_{2}}\right) \\
& =E\left(e^{i 1_{1} x_{1}}\right) E\left(e^{i t_{2} x_{2}}\right)\left(\because X_{1}, X_{2} \text { are independent }\right) \\
& =\phi_{X_{1}}\left(t_{1}\right) \phi_{X_{2}}\left(t_{2}\right)
\end{aligned}
$$

(ii) Condition is sufficient. We have to show that if (*) holds, then $X_{1}$ and $X_{2}$ are independent.

Lei $f_{x_{1}, x_{2}}\left(x_{1}, \dot{x}_{2}\right)$ be-the joint p:d.f. of $X_{1}$ and $X_{2}$ and $\dot{f}_{i}\left(x_{1}\right)$ and $f_{2}^{\prime}\left(x_{2}^{\prime}\right)$ be the marginal p.d.f.'s of $X_{1}$ and $X_{2}$ respectively. Then by definition (for continuoüs r.v.'s), we get

$$
\begin{align*}
\phi x_{1}\left(t_{1}\right)= & \int_{-\infty}^{\infty} e^{i t_{1} x_{1}} f_{1}\left(x_{1}\right) d x_{1} \\
\phi_{x_{2}}\left(t_{2}\right) & =\int_{-\infty}^{\infty} e^{i_{2} x_{2}} f_{2}\left(x_{2}\right) d x_{2} \\
\therefore \quad \phi_{x_{1}}\left(t_{1}\right) \phi_{x_{2}}\left(t_{2}\right)= & {\left[\int_{-\infty}^{\infty} e^{i_{1} x_{1}} f_{1}\left(x_{1}\right) d x_{1}\right]\left[\int_{-\infty}^{\infty} e^{i i_{2} x_{2}} f_{2}\left(x_{2}\right) d x_{2}\right] } \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\left(t_{1} x_{1}+t_{2} x_{2}\right)} f_{1}^{\prime}\left(x_{1}\right) f_{2}\left(x_{2}\right) d x_{1} d x_{2}
\end{align*}
$$

by Fubini's theorem, since the integrand is bọunded by an integrable function.

$$
\begin{aligned}
& \text { Also by def: } \\
& \phi x_{1}, x_{2}\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\left(l_{1} x_{1}+l_{2} x_{2}\right)} f\left(x_{1}, x_{2}\right) d x_{1} d x_{2}
\end{aligned}
$$

If (*) holds, we get from (**)
$\phi x_{1}, x_{2}\left(t_{1}, t_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\left(l_{1} x_{1}+t_{2} x_{2}\right)} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) d x_{1} d x_{2}$
Hence by uniqueness theorem of characteristic functions, we get

$$
f\left(x_{1}, x_{2}\right)=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right),
$$

which;implies that $X_{1}$ and $X_{2}$ are independent.
Remarks. 1. For discrete r.v.'s, the result is established by using, summation instead of integration.
2. The result can be generalised to the case of more than two variables.

Necessary and sufficient condition for the mutual independence of random variables $X_{i},(i=1,2,3, \ldots, n)$ is that

$$
\phi x_{1}, \dot{x}_{2}, \ldots, x_{n}\left(t_{1}, t_{2}, \ldots, t_{n}\right)=\phi x_{1}\left(t_{1}\right) \phi x_{x_{2}}\left(t_{2}\right) \ldots \phi x_{n}\left(t_{n}\right)
$$

3. In terms of moment generating functions, the necessary and sufficient condition for the r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$ to be mutually independent is that

$$
M_{x_{1}, x_{2}, \ldots, x_{n}}\left(t_{1}, t_{2}, \ldots, t_{n}\right)=M_{x_{1}}\left(t_{1}\right) M_{x_{2}}\left(t_{2}\right) \ldots M_{x_{n}}\left(t_{n}\right)
$$

provided m.g.f.'s exist.
Theorem 6:29. Hally-Bray Theorem. If the sequence of distribution functions $\left\{F_{n}(x)\right\}$ converges to the distribution function $F(x)$ at all the points of continuity of the latter and $g(x)$ is bounded continuous function over the line $R^{\frac{1}{l}}(-\infty, \infty)$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} g(x) d F_{n}(x)=\int_{-\infty}^{\infty} g(x) d F(x) \tag{*}
\end{equation*}
$$

Corollary: If $F_{n}(x) \rightarrow F(x)$, then the corresponding sequence of characteristic functions $\phi_{n}(t)$ of $F_{i}(x)$ converges to the characteristic function $\phi(t)$ of $F$ at every point ' $t$ '.

Proof. $\cos x$ and $\sin x$ are continuous and bounded functions of $x$ for all $t$ and hence from (*), we get

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} \cos t x d F_{n}(x)=\int_{-\infty}^{\infty} \cos t x d F(x)
$$

and

$$
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} \sin t x d F_{n}(x)=\int_{-\infty}^{\infty} \sin x d F(x)
$$

$$
\therefore \lim _{n \rightarrow \infty} \int_{-\infty}^{\infty}\left(\cos 2 x+i \sin (x) d F_{n}(x)=\int_{-\infty}^{\infty}(\cos t x+i \sin (x) .\right.
$$

$$
\begin{aligned}
& \Rightarrow \quad \lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} e^{i t x} d F_{n}(x)=\int_{-\infty}^{\infty} e^{i t x} d F(x) \\
& \Rightarrow \quad \phi_{n}(t) \rightarrow \phi(t) \text { as } n \rightarrow \infty
\end{aligned}
$$

Theorem 6.30. Continuity Theorem for Characteristic Functions. For a sequence of distribution functions $\left\{F_{n}(x)\right\}$ with the corresponding sequence of characteristic functions $\left\{\phi_{n}(t)\right\}$, a necessary and sufficient condition that $F_{n}(x) \rightarrow F(x)$ at all points of continuity of $F$ is that for every real $t$, $\phi_{n}(t) \rightarrow \phi(t)$, which is continuous at $t=0$ and $\phi(t)$ is the characteristic function corresponding to $F$.

Example 6.45. Let $F_{n}(x)$ be the distribution.function defined by

$$
\begin{aligned}
F_{n}(x) & =0 \text { for } x \leq-n \\
& =\frac{x+n}{2 n} \text { for }-n<x<n \\
& =1 \text { for } x \geq n
\end{aligned}
$$

Is the limit $F_{n}(x)$ a distribution function? If not, why?
Solution. $\quad \phi_{n}(t)=\int_{-n}^{n} e^{i d x} \frac{1}{2 n} d x \quad\left(\because f_{n}(x)=F_{n}{ }^{\prime}(x)\right)$

$$
\begin{aligned}
& =\frac{1}{2 n}\left[\frac{e^{i n n}-e^{-i n}}{i t}\right]=\frac{\sin n t}{n t} \\
\phi(t) & =\lim _{n \rightarrow \infty} \phi_{n}(t)=\lim _{n \rightarrow \infty} \frac{\sin n t}{n t} \\
& = \begin{cases}1 & \text { if } t=0 \\
0 & \text { if } t \neq 0\end{cases}
\end{aligned}
$$

i.e., $\phi(t)$ is discontinuous at $t=0$.
and

$$
\lim _{n \rightarrow \infty} F_{n}(x)=\frac{1}{2}
$$

Hence $F(x)$ is not a distribution function.
Example 6.46. Find the distribution for which characteristic function is
(a) $\phi(t)=\left(q+p e^{i t}\right)^{n}$,
(b) $\phi(t)=e^{-t^{2} \sigma^{2} / 2}$

$$
\phi(t)=\left(q+p e^{i}\right)^{n}=\sum_{j=0}^{n}{ }^{n} C_{j} p^{j} q^{-j} e^{i j}
$$

We have

$$
\mathscr{F}_{c}=\int_{-c}^{c} e^{-i t x} \dot{\phi}(t) d t=\int_{-c}^{c}\left\{e^{-i t x} \sum_{j=0}^{n}{ }^{n} C_{j} p^{j} q^{n-j} e^{i j j}\right\} d t
$$

$$
=\sum_{j=0}^{n}\left[{ }^{n} C_{j} p^{j} q^{n-j} \int_{-c}^{c} e^{-i t(x-j)} d t\right]
$$

(i) If $x \neq j$,

$$
\begin{aligned}
& \mathcal{F}_{c}= \\
& \sum_{j=0}^{n}{ }^{n} C_{j} p^{j} q^{n-j} \cdot\left|\frac{e^{-i i(x-j)}}{-i \cdot(x-j)}\right|_{-c}^{c}=\sum_{j=0}^{n}{ }^{n} C_{j} p^{j} q^{n-j}\left[\frac{e^{i c(x-j)}-e^{-i c(x-j)}}{i(x-j)}\right] \\
= & \sum_{j=0}^{n}\left[{ }^{n} C_{j} p^{j} q^{n-j} \cdot \frac{2 i \sin \{c(x-j)\}}{(x-j)}\right] \\
\therefore & \quad \lim _{c \rightarrow \infty} \frac{\mathcal{F}_{c}}{2 c} \rightarrow 0 \forall x .
\end{aligned}
$$

Hence there is no discontinuity in the distribution function when $x \neq j$.
(ii) If $x=j$,

$$
\mathcal{F}_{c}=\sum_{j=0}^{n}\left[{ }_{n} C_{j} p^{j} q^{n-j} \int_{-c}^{c} d t\right]=2 c \sum_{j=0}^{n}{ }^{n} C_{j} p^{j} q^{n-j}=2 c(q+p)^{n}=2 c
$$

Since $\frac{\mathcal{I}_{c}}{2 c} \rightarrow 1$ at $x=j$, the distribution function is discontinuous and its frequency is ${ }^{n} C_{j} p^{j} q^{n-j}$.

$$
\begin{aligned}
& \text { (b) Let } \mathcal{F}_{c}=\int_{-c}^{c} e^{-i t x-\frac{1}{2} \sigma^{2} t} d t \\
& \begin{aligned}
\therefore \quad\left|\mathcal{F}_{c}\right| & \leq \int_{-c}^{c}\left|e^{-i x-\frac{1}{2} \sigma^{2} t^{2}}\right| d t \leq \int_{-c}^{c} e^{-\frac{1}{2} \sigma^{2} r^{2}} d t \\
& \leq \int_{-\infty}^{\infty} e^{-\frac{1}{2} \sigma^{2} t^{2}} d t=\frac{\sqrt{2 \pi}}{\sigma}
\end{aligned} \\
& \therefore \quad \lim _{c \rightarrow \infty} \frac{\mathcal{F}_{c}}{2 c}=0 \forall x \text {. }
\end{aligned}
$$

Hence the distribution function is continuous for all $x$.

$$
\begin{aligned}
f(x) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t r} e^{-t^{2} \sigma^{2} / 2} d t \\
& =\frac{1}{2 \pi} e^{-x^{2} / 2} \sigma^{2} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\left(t \sigma+\frac{i x}{\sigma}\right)^{2}\right\} d t
\end{aligned}
$$

Put $\quad t \sigma+\frac{i x}{\sigma}=\xi$, i.e., $\sigma d t=d \xi$

$$
\therefore f(x)=\frac{1}{2 \pi} \exp \left\{-\frac{x^{2}}{2 \sigma^{2}}\right\} \int_{-\infty}^{\infty} e^{-\xi^{2} / 2} \frac{d \xi}{\sigma}
$$

Hence

$$
f(x)=\frac{1}{2 \pi} \exp \left\{-\frac{x^{2}}{2 \sigma^{2}}\right\} \frac{\sqrt{2 \pi}}{\sigma}=\frac{1}{\sigma \sqrt{2} \pi} \exp \left\{-\frac{x^{2}}{2 \sigma^{2}}\right\},-\infty<x<\infty
$$

which is the p.d.f. of normal distribution.
Example 6.47. Find the density function $f(x)$ corresponding to the characteristic function defined as follows:

$$
\phi(t)=\left\{\begin{array}{r}
1-|t|,|t| \leq 1 \\
0,|t|>1
\end{array}\right.
$$

[Delhi Univ, B.Sc. (Maths Hons.), 1989]
Solution. By Inversion Theorem, the p.d.f. of $X$ is given by :

$$
\begin{aligned}
f(x) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i \Delta x} \phi(t) d t \\
& =\frac{1}{2 \pi} \int_{-1}^{\infty} e^{-i x x}(1+t) d t+\frac{1}{2 \pi} \int_{0}^{1} e^{-i \Delta x}(1-t) \cdot d t *
\end{aligned}
$$

Now

$$
\begin{aligned}
\int_{-1}^{0} e^{-i t x}(1+t) d t & =\left[\frac{e^{-i t x}}{-i x}(1+t)\right]_{-1}^{0}+\frac{1}{i x} \int_{-1}^{0} e^{-i x x} d t \\
& =-\frac{1}{i x}+\frac{1}{i x}\left[\frac{e^{-i t x}}{-i x}\right]_{-1}^{0} \\
& =-\frac{1}{i x}+\frac{1}{(i x)^{2}}\left(e^{i x}-1\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \int_{0}^{1} e^{-i x x}(1-t) d t=\frac{1}{i x}+\frac{1}{(i x)^{2}}\left(e^{-i x}-1\right) \\
& \begin{aligned}
\therefore \quad f(x) & =\frac{1}{2 \pi}\left[\frac{1}{(i x)^{2}}\left\{e^{i x}-1+e^{-i x}-1\right\}\right] \\
& =\frac{1}{\pi x^{2}}\left[1-\frac{e^{i x}+e^{-i x}}{2}\right]=\frac{1}{\pi} \cdot \frac{1-\cos x}{x^{2}},-\infty<x<\infty
\end{aligned}
\end{aligned}
$$

EXERCISE 6 (c)

1. Define m.g.f. of a random variable. Hence or otherwise find the m.g.f. of:

[^2]$$
\text { (i) } Y=a X+b, \quad \text { (ii) } Y=\frac{X-m}{\sigma}
$$
[Sri Venkat Univ. B.Sc., Sept. 1990; Kerala Univ. B.Sc., Sept. 1992]
2. The random variable $X$ takes the value $n$ with probability $1 / 2^{n}, n=$ $1,2,3, \ldots$ Find the moment generating function of $X$ and hence find the mean and variance of $X$.
3. Show that if $\bar{X}$ is mean of $n$ independent random variables, then
$$
M_{\bar{X}}(t)=\left[M_{X}\left(\frac{t}{n}\right)\right]^{n}
$$
4. (a) Define moments and moment generating function (m.g.f.) of a random variable $X$. If $M(t)$ is the m.g.f. of a random variable $X$ about the origin, show that the moment $\mu_{r}^{\prime}$ is given by
$$
\mu_{r}^{\prime}=\left[\frac{d^{r} M(t)}{d t^{r}}\right]_{t=0}
$$
[Baroda Univ. B.Sc., 1992]
(b) If $\mu_{r}^{\prime}$ is the $r$ th order moment about the origin and $\kappa_{j}$ is the cumulant of $j$ th order, prove that
$$
\frac{\delta \mu_{r}^{\prime}}{\delta \kappa_{j}}=\binom{r-1}{j-1} \mu_{r-j}^{\prime}
$$
(c) If $\mu_{r}^{\prime}$ is the $r$ th moment about the origin of a variable $X$ and if $\mu_{r}^{\prime}=r!$, find the m.g.f. of $X$.
5. (a) A random variable ' $X$ ' has probability function
$$
p(x)=\frac{1}{2^{x}} ; x=1,2,3, \ldots
$$

Find the M.G.F., mean and variance.
(b) Show that the m.g.f. of r.v: $X$ having the p.d.f.

$$
\begin{aligned}
f(x) & =\frac{1}{3},-1<x<2 \\
& =0, \text { elsewhere, } \\
M(t) & =\frac{e^{2 t}-e^{-t}}{3 t}, t \neq 0 \\
& =1, t=0 \quad \text { [Gujarat Univ. B.Sc., Oct. 1991] }
\end{aligned}
$$

is
(1) A random variable ' $X$ ' has the density function:

$$
\begin{aligned}
f(x) & =\frac{1}{2 \sqrt{x}}, 0<x<1 \\
& =0 \text {,elsewhere }
\end{aligned}
$$

Obtain the moment generating function and hence the mean and variance.
6. $X$ is a random variable and $p(x)=a b^{x}$, where $a$ and $b$ are positive, $\dot{a}+\bar{b}=1$ and $x$ taking the values $0,1,2, \ldots$ Find the moment generating function of $X$. Hence show that

$$
m_{2}=m_{1}\left(2 m_{1}+1\right)
$$

$m_{1}$ and $m_{2}$ being the first two moments.
7. Find the characteristic function of the following distributions and their variances:

$$
\begin{align*}
& d F(x)=a e^{-a x} d x, \quad(a>0, x>0)  \tag{i}\\
& d F(x)=\frac{1}{2} e^{-|x|} d x, \quad(-\infty<x<\infty) \tag{ii}
\end{align*}
$$

(iii) $P(X=j)$ lineu $=\binom{n}{j} p^{j} q^{n-j},(0<p<1, q=1-p, j=0,1,2, \ldots, n)$.
8. Obtain the m.g.f. of the random variable $X$ having p.d.f.,

$$
f(x)= \begin{cases}x, & \text { for } 0 \leq x<1 \\ 2-x, & \text { for } 1 \leq x<2 \\ 0, & \text { elsewhere }\end{cases}
$$

Determine $\mu_{1}{ }^{\prime}, \mu_{2}, \mu_{3}$ and $\mu_{4}$.
Ans. $\quad\left(\frac{e^{\prime}-1}{t}\right)^{2}, \mu_{1}^{\prime}=1, \mu_{2}^{\prime}=7$.
9. (a) Define cumulants and obtain the first four cumulants in terms of cencral moments.
(b) If $X$ is a variable with zero mean and cumulants $\kappa_{1}$, show that the first iwo cumulants $l_{1}$ and $l_{2}$ of $X^{2}$ are given by $l_{1}=\kappa_{2}$ and $l_{2}=2 \kappa_{2}{ }^{2}+\kappa_{4}$.
10. Show that the rh cumulant for the distribution

$$
\begin{gathered}
f(x)=c e^{-c x}, \text { where } c \text { is positive and } 0 \leq x<\infty \\
\frac{1}{c^{\prime}} \cdot(r-1)!
\end{gathered}
$$

is
11. IC $X$ is a random variable with cumulants $\kappa_{r} ; r=1,2, \ldots$. Find the cumulants of
(i) $c X$, (ii) $c+X$, where $c$ is a constant.
12. (a) Define the characteristic function of a random variable. Show that the, characteristic function of the sum of two independent variables is equal to the product of their characteristic functions.
(b) If $X$ is a random variable having cumulants $k_{r} ; r=1,2, \ldots$ given by

$$
x_{r}=(r-1)!p a^{-r} ; p>0, a>0,
$$

find the characteristic function of $X$.
(c) Prove that the characteristic function of a raniom variable $X$ is real if and only if $X$ has a symmetric distribution about 0 .
13. Define $\phi(t)$, the characteristic function of a random variable. Find the characteristic function of a random variable $X$ defined as follows:

$$
f(x)=\left\{\begin{array}{l}
0, x<0 \\
1,0 \leq x \leq 1 \\
0, x>1
\end{array}\right.
$$

Ans. $e^{(i t-1) / i t}$
14. For the joint distribution of two-dimensional random variable $(X, Y)$ given by

$$
\begin{aligned}
f(x, y) & =\frac{1}{4 a^{2}}\left[1+x y\left(x^{2}-y^{2}\right)\right],|x| \leq a ;|y| \leq a, a>0 \\
& =0, \text { elsewhere, }
\end{aligned}
$$

show that the characteristic function of $X+Y$ is equal to the product of the characteristic functions of $X$ and $Y$. Comment on the result.

Hint. See remark to Theorem 6.22 , page 6.81 .
15. Let $K\left(t_{1}, t_{2}\right)=\log _{i} M\left(t_{1}, t_{2}\right)$ where $M\left(t_{1}, t_{2}\right)$ is the m.g.f. of $X$ and $Y$. Show that:

$$
\frac{\partial K(0,0)}{\partial t_{1}}=E(X) ; \frac{\partial^{2} K(0,0)}{\partial t_{1}^{2}} \doteq \operatorname{Var} X ; \frac{\partial^{2} K(0,0)}{\partial t_{1} \partial t_{2}}=\operatorname{Cov}(X, Y)
$$

[Delhi Univ. B.A.(Stat. Hons.), Spl. Course 1987]

## OBJECTIVE TYPE QUESTIONS

1. Comment on the following, giving examples, if possible :
(i) M.g.f. of a r.v. always exist.
(ii) Characteristic function of a r.v. always exists.
(iii) M.g.f. is not affected by change of origin or/and scale.
(iv) $\phi_{X+r}(t)=\phi_{X}(t) . \phi_{r}(t)$ implies $X$ and $Y$ are independent.
(v) $\phi_{x}(t)=\phi_{r}(t)$ implies $X$ and $Y$ have the same distribution.
(vi) $\phi(0)=1$ and $|\phi(t)| \leq 1$.
(vii) Variance of a r.v. is 5 and its mean does not exist.
(ix) It is possible to find a r.v. whose first $k$ moments exist but $(k+1)^{\text {th }}$ moment does not exist.
(x) If a r.v. $X$ has a symmetrical distribution about origin then
(a) $\phi_{X}(t)$ is even valued function of $t$.
(b) $\phi_{x}(t)$ is complex valued function of $t$.

II: (a) Can the following be the characteristic functions of any distribution? Give reasons.
(i) $\log (1+t)$, (ii) $\exp \left(-t^{4}\right)$, (iii) $1 /\left(1+i^{4}\right)$.
(b) Prove that $\phi(t)=\exp \left(-t^{\alpha}\right)$, cannot be a characteristic function unless $a=2$.
III. State tie relations, if any, between the following :
(i) $E\left(X^{\prime}\right)$ and $\phi_{x}(t)$.
(ii) $M_{X}(t)$ and $M_{X-a}(t)$, a being constant.
(iii) $M_{X}(t)$ and $M_{(x-a)}^{\prime \prime}(t), a$ and $h$ being constants.
(iv) $\phi_{X}(t)$ and p.d.f. of $X$.
(v) $\mu$, and $\mu_{r}^{\prime}$.
(vi) First four cumulants in terms of first four moments about mean.
IV. Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ i.i.d. (independent and identically distributed) r.v.'s with m.g.f. $M(t)$. Then prove that
where

$$
M_{\bar{x}}(t)=[M(t / n)]^{n},
$$

$$
\bar{X}=\sum_{i=1}^{n} X_{i} / n
$$

V. If $X_{1}, X_{2}, \ldots, X_{n}$ are independent r.v.'s then prove that

$$
M_{i=1}^{n} c_{i} X_{i}(t)=\prod_{i=1}^{n} M_{x_{i}}\left(c_{i} t\right) .
$$

VI. Fill in the blanks :
(i) If $\int^{\infty}\left|\phi_{x}(t)\right| d t<\infty$, then p.d.f. of $X$ is given by ...
(ii) $X_{1}$ and $X_{2}$ are independent if and only if ... .
(Give result in terms of characteristic functions.)
(iii) If $\dot{X}_{1}$ and $X_{2}$ are independent then

$$
\phi x_{1}-x_{2}(t)=\ldots
$$

(iv) $\phi(t)$ is ... defined and is ... for all $t$ in $(-\infty, \infty)$.
VII. Examine critically the following statements:
(a) Two distributions having the same set of moments are identical.
(b) The characteristic function of a certain non-degenerate distribution is $e^{-t^{3}}$.
6.13. Chebychev's Inequality. The role of standard deviation as a parameter to characterise variance is precisely interpreted by means of the well known Chebychev's inequality. The theorem discovered in 1853 was later on discussed in 1856 by Bienayme.

Theorem 6.31. If $X$ is a random variable with mean $\mu$ and variance $\sigma^{2}$, inen for any positive number $k$, we have

$$
P\{|X-\mu| \geq k \sigma\} \leq 1^{1} / k^{2}
$$

or $\quad P\{X-\mu \mid<k \sigma\} \geq 1-\left(1 / k^{2}\right)$
Proof. Case (i). $X$ is a continuous r.v. By def.,

$$
\begin{align*}
\sigma^{2}= & \sigma_{x}^{2}=E[X-E(X)]^{2}=E[X-\mu]^{2}  \tag{6.73a}\\
& =\int^{\infty}(x-\mu)^{2} f(x) d x, \text { where } f(x) \text { is p.d.f. of } X .
\end{align*}
$$

$$
\begin{gather*}
=\int_{-\infty}^{\mu-k \sigma}(x-\mu)^{2} f(x) d x+\int_{\mu-k \sigma}^{\mu+k \sigma}(x-\mu)^{2} f(x) d x+\int_{\mu+k \sigma}^{\infty}(x-\mu)^{2} \cdot f(x) d x \\
\geq \int_{-\infty}^{\mu-k \sigma}(x-\mu)^{2} \cdot f(x) d x+\int_{\mu+k \sigma}^{\infty}(x-\mu)^{2} f(x) d x \quad \ldots\left({ }^{*}\right) \tag{}
\end{gather*}
$$

We know that :

$$
\begin{equation*}
x \leq \mu-k \sigma \text { and } x \geq \mu+k \sigma \quad \Leftrightarrow \quad|x-\mu| \geq k \sigma \tag{**}
\end{equation*}
$$

Substituting in (*), we get

$$
\begin{aligned}
\therefore \quad \sigma^{2} & \geq k^{2} \sigma^{2}\left[\int_{-\infty}^{\mu-k \sigma} f(x) d x+\int_{\mu+k \sigma}^{\infty} f(x) d x\right] \\
& =k^{2} \sigma^{2}[P(X \leq \mu-k \sigma)+P(X \geq \mu+k \sigma)] \\
& =\grave{k}^{2} \sigma^{2} . P(|X-\mu| \geq k \sigma)
\end{aligned}
$$

which establishes (6.73)
Also since

$$
P\{|X-\mu| \geq k \sigma\}+P\{|X-\mu|<k \sigma\}=1 \text {, we get }
$$

$$
P\{|X-\mu|<k \sigma\}=1-P\{|X-\mu| \geq k \cdot \sigma\} \geq 1-\left\{1 / k^{2}\right\} \quad[F r o m(* * *)]
$$ which establishes (6.73a).

Case (ii). In case of discrete random variable, the proof follows exactly similarly on replacing integration by summation.

Remark. In particular, if we take $k \sigma=c>0$, then ( $\left.{ }^{( }\right)$and ( ${ }^{* *}$ ) give respectively

$$
\begin{align*}
& P\left\{|X-\mu| \geq c \left\lvert\, \leq \frac{\sigma^{2}}{c^{2}}\right. \text { and } P\{|X-\mu|<c\} \geq 1-\frac{\sigma^{2}}{c^{2}}\right. \\
\Rightarrow & P\{|X-E(X)| \geq c\} \leq \frac{\operatorname{Var}(X)}{c^{2}} \\
\text { and } & \left.P\{|X-E(X)|<c\} \geq 1-\frac{\operatorname{Var}(X)}{c^{2}}\right\} .
\end{align*}
$$

6.13.1. Generalised Form of Bienayme-Chebychev's Inequality. Let $g(X)$ be a non-negative function of a random variable $X$. Then for every $k>0$, we have

$$
P\{g(X) \geq k\} \leq \frac{E\{g(X)\}}{k}
$$

[Bangalore Univ. B.Sc., 1992]
Proof. Here we shall prove the theorem for continuous random variable. The proof can be adapted to the case of discrete random variable on replacing integration by summation over the given range of the variable.

Let $S$ be the set of all $X$ where $g(X) \geq k$, i.e.,

$$
S=\{x: g(x) \geq k\}
$$

then

$$
\begin{equation*}
\int_{S} d F(x)=P(X \in S)=P \cdot[g(X) \geq k] \tag{}
\end{equation*}
$$

where $F(x)$ is the distribution function of $X$.

$$
\text { Now } \begin{aligned}
E[g(X)] & =\int_{-\infty}^{\infty} g(x) d F(x) \geq \int_{S} g(x) d F(x) \\
& \geq k \cdot P[g(X) \geq k]\left[\because \text { on } S, g(X) \geq k \text { and using }\left(^{*}\right)\right] \\
\Rightarrow \quad P[g(X) \geq k] & \leq \frac{E[g(X)]}{k}
\end{aligned}
$$

Remarks 1. If we take $g(X)=\{X-E(X)\}^{2}=\{X-\mu\}^{2}$ and replace $k$ by $k^{2} \sigma^{2}$ in (6.74), we get

$$
\begin{align*}
& P\left\{(X-\mu)^{2} \geq k^{2} \sigma^{2}\right\} \leq \frac{E(X-\mu)^{2}}{\ell^{2} \sigma^{2}}=\frac{\sigma^{2}}{k^{2} \sigma^{2}}=\frac{1}{k^{2}} \\
& \Rightarrow \quad P\{|X-\mu| \geq k \sigma\} \leq 1 / k^{2} \tag{6.74a}
\end{align*}
$$

which is Chebychev's inequality.
2. Markov's Inequality. Taking $g(X)=|X|$ in (6.74) we get, for any $k>0$

$$
\begin{equation*}
P[|X| \geq k] \leq \frac{E|X|}{k} \tag{6.75}
\end{equation*}
$$

which is Markov's inequality.
Rather, taking $g(X)=|X|^{r}$ and replacing $k$ by $k^{r}$ in (6.74), we get a more generalised form of Markov's inequality, viz.,

$$
P\left[|X|^{r} \geq k^{r}\right] \leq \frac{E|X|^{r}}{k^{r}}
$$

3. If we assume the existence of only second-order moments of $X$, then we cannot do better than Chebychev's inequality (6.73). However, we can sometimes improve upon the results of Chebychev's inequality if we assume the existence of higher order moments. We give below (without proof) one such inequality which assumes the existence of moments of 4th order.

Theorem 6.31a. $E|X|^{4}<\infty, E(X)=0$ and $E\left(X^{2}\right)=\sigma^{2}$

$$
\begin{equation*}
P\{|X|>k \sigma\} \geq \frac{\mu_{4}-\sigma^{4}}{\mu_{4}+\sigma^{4} k^{4}-2 k^{2} \sigma^{4}} \tag{6•76}
\end{equation*}
$$

If $X \sim U[0,1],[c . f$. Chapter 8], with p.d.f. $p(x)=1,0<x<1$ and $=0$, otherwise, then

$$
\begin{align*}
E\left(X^{r}\right) & =1 /(r+1) ;(r=1,2,3,4) \\
E(X) & =1 / 2, E\left(X^{2}\right)=1 / 3, E\left(X^{3}\right)=1 / 4, E\left(X^{4}\right)=1 / 5  \tag{*}\\
\operatorname{Var}(X) & =E\left(X^{2}\right)-[E(X)]^{2}=1 / 12 \\
\mu_{4} & =E(X-\mu)^{4}=E\left(X-\frac{1}{2}\right)^{4}=1 / 80
\end{align*}
$$

[On using binomial expansion with ( ${ }^{*}$ )] Chebychev's inequality ( $6 \cdot 73 a$ ) with $k=2$ gives :

$$
P\left[\left|X-\frac{1}{2}\right|<2 \frac{1}{\sqrt{12}}\right] \geq 1-\frac{1}{4}=0.75
$$

With $k=2$, (6.76) gives:

$$
\begin{aligned}
& P\left[\left|X-\frac{1}{2}\right|>2 \frac{1}{\sqrt{12}}\right] \leq \frac{1 / 80-1 / 44}{1 / 80+1 / 9^{-}-1 / 8}=\frac{4}{49} \\
\Rightarrow & P\left[\left|X-\frac{1}{2}\right| \leq 2 \frac{1}{\sqrt{12}}\right] \geq 1-\frac{4}{49}=\frac{45}{49}=0.92,
\end{aligned}
$$

which in a much better lower bound than the lower bound given by Chebychev's inequality.
6.14. Convergence in probability. We shall now introduce a new concept of conyergenee, viz., convergence in probability or stochastic convergence which is defined as follows-

A sequence of random variables $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ is said to converge in probability to a constant a, if for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\left|X_{n}-a\right|<\varepsilon\right)=1 \tag{6•77}
\end{equation*}
$$

or its equivalent

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\left|X_{n}-a\right| \geq \varepsilon\right)=0 \tag{6.77a}
\end{equation*}
$$

and we write

$$
\begin{equation*}
X_{n} \xrightarrow{p} a \text { as } n \rightarrow \infty \tag{6.77b}
\end{equation*}
$$

If there exists a random variable $X$ such that $X_{n}-X \xrightarrow{p} a$ as $n \rightarrow \infty$, then wè say that the given sequence of random variables converges in probability to the random variable $X$.

Remark. 1. If a sequence of constants $a_{n} \rightarrow a$ as $n \rightarrow \infty$, then regarding the constant as a random variable baving a one-point distribution at that point, we can say that as $a_{n} \xrightarrow{p} a$ as $n \rightarrow \infty$.
2. Although the concept of convergence in probability is basically different from that of ordinary convergence of sequence of numbers, it can be easily verified that the following simple rules hold for convergence in probability as well.

If $X_{n} \xrightarrow{p} \alpha$ and $Y_{n} \xrightarrow{p} \beta$ as $n \rightarrow \infty$, then

$$
\begin{equation*}
X_{n} \pm Y_{n} \xrightarrow{p} \alpha \pm \beta \text { as } n \rightarrow \infty \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
X_{n} Y_{n} \xrightarrow{p} \alpha \beta \text { as } n \rightarrow \infty \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\frac{X_{n}}{Y_{n}} \xrightarrow{p} \frac{\alpha}{\beta} \text { as } n \rightarrow \infty, \text { provided } \beta \neq 0 \tag{iii}
\end{equation*}
$$

6•14-1. (Chebychev's Theorem). As an immediate cọnsequence of Cheby -chev's inequality, we have the following theorem and convergence in probability.
"If $X_{1}, X_{2}, \ldots, X_{n}$ is a sequence of random variables and if mean $\mu_{n}$ and standard deviation $\sigma_{n}$ of $X_{n}$ exists for all $n$ and if $\sigma_{n} \rightarrow-$ as $n \rightarrow \infty$, then

$$
X_{n}-\mu_{n} \xrightarrow{p} 0 \text { as } n \rightarrow \infty
$$

Proof. We know, for any $\varepsilon>0$

$$
P\left\{\left|X_{n}-\mu_{n}\right| \geq \varepsilon\right\} \leq \frac{\sigma_{n}^{2}}{\varepsilon^{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Hence

$$
X_{n}-\mu_{n} \xrightarrow{p} 0 \text { as } n \rightarrow \infty
$$

6•15. Weak Law of Large Numbers. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of random variables and $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ be their respective expectations and let

$$
B_{n}=\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)<\infty
$$

Then $P\left\{\left|\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}-\frac{\mu_{1}+\mu_{2}+\ldots+\mu_{n}}{n}\right|<\varepsilon\right\} \geq 1-!$
for all $n>n_{0}$, where $\varepsilon$ and $\eta$ are arbitrary small positive numbers, provided

$$
\lim _{n \rightarrow \infty} \frac{B_{n}}{n^{2}} \rightarrow 0
$$

Proof. Using Chebychev's Inequality (6.73b), to the random variable $\left(X_{1}+X_{2}+\ldots+X_{n}\right) / n$, we get for any $\varepsilon>0$,

$$
\begin{aligned}
& P\left\{\left|\left(\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}\right)-\left(E \frac{X_{1}+X_{2}+\ldots+X_{n}}{n}\right)\right|<\varepsilon\right\} \geq 1-\frac{B_{n}}{n_{2} \varepsilon^{2}}, \\
& \\
& \left.\Rightarrow \text { since } \operatorname{Var}\left(\frac{X_{1}, X_{2}+\ldots+X_{n}}{n}\right)=\frac{1}{n^{2}} \operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\frac{B_{n}}{n^{2}}\right] \\
& \Rightarrow \quad P\left\{\left|\frac{X_{1}, X_{2}+\ldots+X_{n}}{n}-\frac{\mu_{1}+\mu_{2}+\ldots+\mu_{n}}{n}\right|<\varepsilon\right\} \geq 1-\frac{B_{n}}{n^{2} \varepsilon^{2}}
\end{aligned}
$$

So far, nothing is assumed about the behaviour of $B_{n}$ for indefinitely increasing values of $n$. Since $\varepsilon$ is arbitrary, we assume $\frac{E_{n}}{n^{2} \varepsilon^{2}} \rightarrow 0$, as $n$ becomes indefinitely large. Thus, having chosen two arbitary small positive numbers $\varepsilon$ and $\eta$, number $n_{0}$ can be found so that the inequality

$$
\frac{B_{n}}{n^{2} \varepsilon^{2}}<\cdot \eta
$$

will hold for $n>n_{0}$. Consequently, we shall have

$$
P\left\{\left|\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}-\frac{\mu_{1}+\mu_{2}+\ldots+\mu_{n}}{n}\right|<\varepsilon\right\} \geq 1-\eta
$$

$$
\text { for all } n>n_{0}(\varepsilon, \eta) \text {. }
$$

This conclusion leads to the following important result, known as the (Weak) Law of Large Numbers:
"With the probability approaching unity or certainty as near as we please, we may expect that the arithmetic mean of values actually assumed by $n$ random variables will differ from the arithmetic mean of their expectations by less than any given number, however small, provided the number of variables can be taken sufficently large and provided the condition

$$
\frac{B_{n}}{n^{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

is fulfilled".
Remarks. 1. Weak law of large numbers can also be stated as follows:

$$
\bar{X}_{n} \xrightarrow{p} \bar{\mu}_{n}
$$

provided $\frac{B_{n}}{n^{2}} \rightarrow 0$ as $n \rightarrow \infty$, symbols having their usual meanings.
2. For the existence of the law we assume the following conditions:
(i) $\dot{E}\left(X_{i}\right)$ exists for all $i$,
(ii) $B_{n}=\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)$ exists, and
(iii) $B_{n} / n^{2} \rightarrow 0$ as $n \rightarrow \infty$.

Condition (i) is necessary, without it the law itself cannot be stated. But the conditions (ii) and (iii) are not necessary, (iii) is however a sufficient condition.
3. If the variables $X_{1}, X_{n}, \ldots, X_{n}$ are independent and identically distributed, i.e., if $E\left(X_{i}\right)=\mu$ (say), and $\operatorname{Var}\left(X_{i}\right)=\sigma^{2}$ (say) for all $i=1,2, \ldots, n$ then

$$
B_{n}=\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\sum_{i=1}^{n} \operatorname{Var}\left(X_{i}\right)
$$

the convariance terms vanish, since variables are independent.

$$
\therefore \quad B_{n}=n \sigma^{2}
$$

Hence

$$
\lim _{n \rightarrow \infty} \frac{B_{n}}{n^{2}}=\lim _{n \rightarrow \infty}\left(\sigma^{2} / n\right)=0
$$

Thus, the law of large number holds for the sequence $\left\{X_{n}\right\}$ of i.i.d. r.v.'s and we gèt

$$
\begin{array}{ll} 
& P\left\{\left|\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}-\mu\right|<\varepsilon\right\}>1-\eta \vee n>n_{0} \\
\text { i.e., } & P\left\{\left|\bar{X}_{n}-\mu\right|<\varepsilon\right\} \rightarrow 1 \text { as } n \rightarrow \infty \\
\Rightarrow & P\left\{\left|\bar{X}_{n}-\mu\right| \geq \varepsilon\right\} \rightarrow 0 \text { as } n \rightarrow \infty
\end{array}
$$

where $\bar{X}_{n}$ is the mean of the $n$ random variables $X_{1}, X_{2}, \ldots, X_{n}$. This result implies that $\bar{X}_{n}$ converges in probability to $\mu$, i.e.,

$$
X_{n} \xrightarrow{p} \mu
$$

Note. If $\bar{X}_{n}$ is the mean of $n$ i.i.d. r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$ with

$$
\begin{align*}
& E\left(X_{i}\right)=\mu ; \operatorname{Var}\left(X_{i}\right)=\sigma^{2}, \text { then } \\
& E\left(\bar{X}_{n}\right)=\mu ; \text { and } \operatorname{Var}\left(\bar{X}_{n}\right)=\operatorname{Var}\left(\sum_{i=1}^{n} x_{i} / n\right) \tag{6.80}
\end{align*}
$$

[On using (*)]

Theorem 6.32. If the variables are uniformly bounded then the condition,

$$
\lim _{n \rightarrow \infty} \frac{B_{n}}{n^{2}}=0
$$

is necessary as well as sufficient for WLLN to hold. :
Proof. Let $\xi_{i}=X_{i}-a_{i}$, where $E\left(X_{i}\right)=a_{i}$; then $E\left(\xi_{i}\right)=0,(i=1,2, \ldots, n)$.
Since $X_{i}$ 's are uniformly bounded, there exists a positive number $c<\infty$ such that $\left|\xi_{i}\right|<c$.

If

$$
p=P\left[\left|\xi_{1}+\xi_{2}+\ldots+\xi_{n}\right| \leq n \varepsilon\right]
$$

then $\quad 1-p=P\left[\left|\xi_{1}+\xi_{2}+\ldots+\xi_{n}\right|>n \varepsilon\right]$
Let $\quad U_{n}=\xi_{1}+\xi_{2}+\ldots+\xi_{n}$,
then $E\left(U_{n}\right)=\sum_{i=1}^{n} E\left(\xi_{i}\right)=0$
and $\operatorname{Var}\left(U_{n}\right)=E\left(U_{n}^{2}\right)=B_{n}$ (say).

$$
\begin{aligned}
\Rightarrow \quad B_{n} & =\int_{0}^{\infty} U_{n}^{2} d F\left(U_{n}\right), \text { where } F\left(U_{n}\right) \text { is d.f. of } U_{n .} \\
& =\int_{U_{n}^{2} \leq n^{2} \varepsilon^{2}} U_{n}^{2} d F+\int_{U_{n}^{2}>n^{2} \varepsilon^{2}} U_{n}^{2} d F \\
& \leq n^{2} \varepsilon^{2} \int_{\left|U_{n}\right| \leq n \varepsilon} d F+n^{2} c^{2} \int_{U_{n}} d F n \varepsilon \\
& \leq n^{2} \varepsilon^{2} p+n^{2} c^{2}(1-p) \\
\therefore \quad \frac{B_{n}}{n^{2}} & \leq \varepsilon^{2} p+c^{2}(1-p)
\end{aligned}
$$

If the law of large numbers holds,

$$
1-p=P\left[\left|\xi_{1}+\xi_{2}+\ldots+\xi_{n}\right|>n \varepsilon\right] \rightarrow 0 \text { as } n \rightarrow \infty
$$

Hence as $n \rightarrow \infty,(1-p) \rightarrow 0$, and

$$
\frac{B_{n}}{n^{2}}<\varepsilon^{2} p+c^{2} \delta, \varepsilon \text { and } \delta \text { being arbitrarily small positive numbers. }
$$

Hence

$$
\frac{B_{n}}{n^{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

6•15-1. Bernoulli's Law of Large Numbers. Let there be $n$ trials of an event, each trial resulting in a success or failure. If $X$ is the number of successes in $n$ trials with constant probability $p$ of success for each trial, then $E(X)=n p$ and $\operatorname{Var}(X)=n p q, q=1-p$. The variable $X / n$ represents the proportion of successes or the relative frequency of successes, and

$$
E(X / n)=\frac{1}{n} E(X)=p, \text { and } \operatorname{Var}(X / n)=\frac{1}{n^{2}} \operatorname{Var}(X)=\frac{p q}{n}
$$

Then

$$
\begin{align*}
& P\left\{\left|\frac{X}{n}-p\right|<\varepsilon\right\} \rightarrow 1 \text { as } n \rightarrow \infty  \tag{6•81}\\
\Rightarrow & P\left\{\left|\frac{X}{n}-p\right| \geq \varepsilon\right\} \rightarrow 0 \text { as } n \rightarrow \infty
\end{align*}
$$

tor any assigned $\varepsilon>\dot{0}$. This implied that $(X / n)$ converges in probability to $p$ as $n \rightarrow \infty$.

Proof. Applying Chebychev's Inequality [Form (6.73 b)] to the variable $X / n$, we get for any $\varepsilon>0$;

$$
\begin{aligned}
& P\left\{\left|\frac{X}{n}-E\left(\frac{X}{n}\right\}\right| \geq \varepsilon\right\} \frac{\operatorname{Var}(X / n)}{\varepsilon^{2}} \\
\Rightarrow & P\left\{\left|\frac{X}{n}-p\right|<\varepsilon\right\} \rightarrow 1 \text { as } n \rightarrow \infty
\end{aligned}
$$

since the maximum value of $p q$ is at $p=q=1 / 2$ i.e., $\max (p \phi)=1 / 4$ i.e., $p q \leq 1 / 4$.

Since $\varepsilon$ is arbitrary, we get

$$
\begin{aligned}
& P\left\{\left|\frac{X}{n}-p\right| \geq \varepsilon\right\} \rightarrow 0 \text { as } n \rightarrow \infty \\
\Rightarrow & P\left\{\left|\frac{X}{n}-p\right|<\varepsilon\right\} \rightarrow 1 \text { as } n \rightarrow \infty
\end{aligned}
$$

6.15-2. Morkoft's'Theorem. The law of large numbers holds if for some $\delta>0$, all the mathematical expectations

$$
\begin{equation*}
E\left(\left|X_{i}\right|^{1+\delta}\right) ; i=1,2, \ldots \tag{6.82}
\end{equation*}
$$

exist and are bounded.
6•15.3. Khinchin's Theorem. If $X_{i}$ 's are identically and independently distributed random variables, the only condition necessary for the law of large numbers to hold is that $E\left(X_{i}\right) ; i=1,2, \ldots$ should exist.

Theorem 6.33. Let $\left\{X_{n}\right\}$ be any sequence of r.v.'s. Write :

$$
Y_{n}=\left[S_{n}-E\left(S_{n}\right)\right] / n \text { where } S_{n}=X_{1}+X_{2}+\ldots+X_{n} .
$$

A necessary and sufficient condition for the sequence $\left\{X_{n} ;\right.$ to satisfy the W.L.L.N. is that

$$
\begin{equation*}
E\left\{\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right\} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{6•83}
\end{equation*}
$$

Proof. If Part: Let us assume that (6.83) holds. We shall prove $\left\{X_{n}\right\}$ satisfies W.L.L.N.

For real numbers $a, b ; a \geq b>0$ we have:

$$
\begin{equation*}
a \geq b \quad \Rightarrow \quad a+a b \geq b+a b \tag{*}
\end{equation*}
$$

Let us define the event $A=\left\{\left|Y_{n}\right| \geq \varepsilon\right\}$.

$$
w \in A_{X} \quad \Rightarrow \quad\left|Y_{n}\right| \geq \varepsilon \quad \Rightarrow \quad\left|Y_{n}\right|^{2} \geq \varepsilon^{2}>0
$$

$\therefore$ Taking $a=Y_{n}^{2}$ and $b=\varepsilon^{2}$ in ( ${ }^{*}$ ), we define another event $B$ as follows:

$$
B_{n}=\left\{\left(\frac{Y^{n^{2}}}{1+Y_{n}^{2}}\right\}\left(\frac{1+\varepsilon^{2}}{\varepsilon^{2}}\right) \geq 1\right\}=\left\{\frac{Y_{n}^{2}}{1+Y_{n}^{2}} \geq \frac{\varepsilon^{2}}{1+\varepsilon^{2}}\right\}
$$

Since $w \in A \quad \Rightarrow \quad w \in B, A \subseteq B \quad \Rightarrow \quad P(A) \leq P(B)$
$\therefore \quad P\left[\left|Y_{n}\right| \geq \varepsilon\right] \leq P\left[\frac{y_{n}^{2}}{1+Y_{n}^{2}} \frac{\varepsilon^{2}}{1+\varepsilon^{2}}\right]$

$$
\leq \frac{E\left\{Y_{n} /\left(1+Y_{n}^{2}\right)\right\}}{\varepsilon^{2} /\left(1+\varepsilon^{2}\right)}
$$

[By Markov's Inequality (6.75)]

$$
\left.\begin{array}{ll}
\therefore & P\left[\left|Y_{n}\right| \geq \varepsilon\right] \rightarrow 0 \text { as } n \rightarrow \infty \\
\therefore \text { as } n \rightarrow \infty
\end{array}\right] \begin{array}{ll}
\therefore & \lim _{n \rightarrow \infty} P\left[\left|\frac{S_{n}-E\left(S_{n}\right)}{n}\right| \geq \varepsilon\right] \rightarrow 0
\end{array}
$$

[By assumption (6.83)]
$\Rightarrow$ WJ.LN holds for the sequence $\left\{X_{n}\right\}$ of r.v.'s.
Conversely, if $\left\{X_{n} \mid\right.$ satisfies WLLN, we shall establish (6.83). Let us assume that $X_{i}$ 's are continuous and let $Y_{n}$ have p.d.f. $f_{n}(y)$. Then

$$
\begin{aligned}
E\left\{\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right\} & =\int_{-\infty}^{\infty} \frac{y^{2}}{1+y^{2}} \cdot f_{n}(y) d y \\
& =\left(\int_{A}+\int_{A^{c}}\right) \frac{y^{2}}{1+y^{2}} f_{n}(y) d y
\end{aligned}
$$

where

$$
A=\{|Y| \geq \varepsilon\} \text { and } A^{c}=\{|y|<\varepsilon\}
$$

$$
\begin{array}{rlr}
E\left(\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right) \leq & \int_{A} 1 \cdot f_{n}(y) d y+\int_{A^{c}} y^{2} \cdot f_{n}(y) d y \left\lvert\, \because \frac{y^{2}}{1+y^{2}}<1\right. \text { and } \left.\frac{y^{2}}{1+y^{2}}<y^{2} \right\rvert\, \\
& \leq P \cdot(A)+\varepsilon^{2} \int_{A^{c}} f_{n}(y) d y & \left(\because \text { On } A^{c}:|y|<\varepsilon\right) \\
& =P(A)+\varepsilon^{2} \cdot P\left(A^{c}\right) & \left(\because P\left(A^{c}\right)<1\right) \\
& \leq P(A)+\varepsilon^{2} & \ldots\left({ }^{* *)}\right.
\end{array}
$$

But since $\left\{X_{n}\right\}$ satisfies WLLLN, we have :

$$
\lim _{n \rightarrow \infty} P\left[\left|Y_{n}\right| \geq \varepsilon\right] \rightarrow 0
$$

and since $\varepsilon^{2}$ is arbitrarily small positive number, we get on taking limits in (**),

$$
\lim _{n \rightarrow \infty} E\left[\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right] \rightarrow 0
$$

Corollary. Let $X_{1}, X_{2}, \ldots, X_{n}$ be sequence of independent r.v.'s such that $\operatorname{Var}\left(X_{i}\right)<\infty$ for $i=1,2, \ldots$ and

$$
\frac{B_{n}}{n^{2}}=\frac{\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right)}{n^{2}}=\frac{\operatorname{Var}\left(S_{n}\right)}{n^{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Then WLLN holds.
Proof. We have :

$$
\begin{aligned}
& \frac{Y_{n}{ }^{2}}{1+Y_{n}{ }^{2}} \leq Y_{n}^{2}=\left[\frac{S_{n}-E\left(S_{n}\right)}{n}\right]^{2} \\
\Rightarrow \quad & E\left[\frac{Y_{n}{ }^{2}}{1+Y_{n}{ }^{2}}\right] \leq \frac{1}{n^{2}} \cdot E\left[S_{n}-E\left(S_{n}\right)\right]^{2}=\frac{\operatorname{Var} S_{n}}{n^{2}}=\frac{B_{n}}{n^{2}} \\
\therefore \quad & \lim _{n \rightarrow \infty} E\left[\frac{Y_{n}{ }^{2}}{1+Y_{n}{ }^{2}}\right] \leq \lim _{n \rightarrow \infty} \frac{B_{n}}{n^{2}} \rightarrow 0 \quad \text { (By assumption) }
\end{aligned}
$$

Hence by the above theorem WLLN holds for the sequence \{ $\left.X_{n}\right\}$ of r.v.'s.
Remark. The result of Theorem 6.33 holds even if $E\left(X_{i}\right)$ does not exist. In this case we simply define $Y_{n}=\left[S_{S_{n}} i n\right]$ rather than $\left[S_{n}-E\left(S_{n}\right)\right] / n$.

Example 6.48. A symmetric die is thrown 600 times. Find the lower hound for the probability of getting 80 to 120 sixes.

Solution. Let $S$ be total number of successes.

Then

$$
\begin{gathered}
E(S)=n p=600 \times \frac{1}{6}=100 \\
V(S)=n p q=600 \times \frac{1}{6} \times \frac{5}{6}=\frac{500}{6}
\end{gathered}
$$

Using Chebychev's inequality, we get

$$
\begin{array}{cc} 
& P[|S-E(S)|<k \sigma] \geq 1-\frac{1}{k^{2}} \\
\Rightarrow & P\left||S-100|<k \sqrt{500 / 6}!\geq 1-\frac{1}{k^{2}}\right. \\
\Rightarrow & P \mid 100-k \sqrt{500 / 6}<S<100+k \sqrt{5 \mathrm{CG/6}} ; \geq 1-\frac{1}{k^{2}}
\end{array}
$$

Taking

$$
\begin{gathered}
k=-\frac{20}{\sqrt{500 / 6}}, \text { we get } \\
P(80 \leq S \leq 120) \geq 1-\frac{1}{400 \times(6 / 500)}=\frac{19}{24}
\end{gathered}
$$

Example 6.49. Use Chebychev's inequality to determine how many times a fair coin must be tossed in order that the probability will be a! least 0.90 that the ratio of the observed number of heads to the number of tosses will lie between 0.4 and 0.6.
[Madras Univ. B.Sc (Stat.)Oct 1991; Delhi Univ. B.Sc. (Stat Hons.) 1989]
Solution. As in the proof of Bernoulli's Law of Large Numbers, we get for any $\varepsilon>0$,

$$
\begin{aligned}
& P\left\{\left|\frac{X}{n}-p\right| \geq \varepsilon\right\} \leq \frac{1}{4 n \varepsilon^{2}} \\
\Rightarrow \quad & P\left\{\left|\frac{X}{n}-p\right|<\varepsilon\right\} \geq 1-\frac{1}{4 n \varepsilon^{2}}
\end{aligned}
$$

Since $p=0.5$ (as the coin is unbaised) and we want the proportion of successes $X / n$ to lic between 0.4 and 0.6 , we have

$$
\left|\frac{X}{n}-p\right| \leq 0.1
$$

Thus choosing $\varepsilon=0 \cdot 1$, we have

$$
P\left\{\left|\frac{X}{n}-p\right|<0.1\right\} \geq 1-\frac{1}{4 n(0 \cdot 1)^{2}}=1-\frac{1}{0.04 n}
$$

Since we want this probability to be 0.9 , we fix

$$
1-\frac{1}{0.04 n}=0.90
$$

$$
\begin{array}{lc}
\Rightarrow & 0.10=\frac{1}{0.04 n} \\
\Rightarrow & n=\frac{1}{0.10 \times 0.04}=250
\end{array}
$$

Hence the required number of tosses is 250 .
Example 6.50. For geometric distribution $p(x)=2^{-x} ; x=1,2,3, \ldots$ prove that Chebychev's inequality gives

$$
P[|X-2| \leq]>\frac{1}{2}
$$

while the actual probability is $\frac{15}{16}$.
[Nagpur Univ. B.Sc. (Stat.), 1989]
Solution. $\quad E(X)=\sum_{x=1}^{\infty} \frac{x}{2^{x}}=\frac{1}{2}+\frac{2}{2^{2}}+\frac{3}{2^{3}}+\frac{4}{2^{4}}+\ldots$

$$
\begin{aligned}
& =\frac{1}{2}\left(1+2 A+3 A^{2}+4 A^{3}+\ldots\right),(A=1 / 2) \\
& =\frac{1}{2}(1-A)^{-2}=2 \\
E\left(X^{2}\right) & =\sum_{x=1}^{\infty} \frac{x^{2}}{2^{x}}=\frac{1}{2^{2}}+\frac{4}{2^{3}}+\frac{9}{2^{4}}+\ldots \\
& =\frac{1}{4}\left[1+4 A+9 A^{2}+\ldots\right]=\frac{1}{4}(1+A)(1-A)^{-3}=6
\end{aligned}
$$

[See Example 6.17]
$\therefore \quad \operatorname{Var}(X)=E\left(X^{2}\right)-[E(X)]^{2}=6-4=2$
Using Chebychev's inequality, we get

$$
P\{|X-E(X)| \leq k \sigma\}>1-\frac{1}{k^{2}}
$$

With $k=\sqrt{ } 2$, we get

$$
\begin{array}{rc} 
& P\{|X-2| \leq \sqrt{ } 2 \cdot \sqrt{ } 2\}>1-\frac{1}{2}=\frac{1}{2} \\
\Rightarrow & P\{|X-2| \leq 2\}>\frac{1}{2}
\end{array}
$$

And the actual probability is given by

$$
\begin{gathered}
P\{|X-2| \leq 2\}=P\{0 \leq X \leq 4\}=P\{X=1,2,3 \text { or } 4\} \\
=\frac{1}{2}+\left(\frac{1}{2}\right)^{2}+\left(\frac{1}{2}\right)^{3}+\left(\frac{1}{2}\right)^{4}=\frac{15}{16}
\end{gathered}
$$

Example 6.51. Does there exist a variate $X$ for which

$$
\begin{equation*}
P\left[\mu_{x}-2 \sigma \leq X \leq \mu_{x}+2 \sigma\right]=0.6 \tag{*}
\end{equation*}
$$

[Delhi Univ. B.Sc.(Maths Hons.) 1983]
Solestion. We have :

$$
\begin{aligned}
P\left[\mu_{x}-2 \sigma \leq X \leq \mu_{x}+2 \sigma\right] & =P\left[\left|X-\mu_{x}\right| \leq 2 \sigma\right] \\
\varepsilon 1-\frac{1}{4} & =0.75 \quad \text { (Using Chebychev's Inequality) }
\end{aligned}
$$

Since lower bound for the probability is 0.75 , there does not exist a r.v. $X$ for which (*) holds.

Example 6.52. (a) For the discrete yariate with density

$$
f(x)=\frac{1}{8} I_{(-1)}(x)+\frac{6}{8} I_{(0)}(x)+\frac{1}{8} I_{(1)}(x)
$$

evaluate $P\left[\left|X-\mu_{x}\right| \geq 2 \sigma_{x}\right]$.
[Delhi Univ. B.Sc.(Maths Hons.) 1989]
(b) Compare this result with that obtained on using Chebychev's inequality.

Hint. (a) Here $X$ has the probability distribution :

$$
\begin{array}{rlll}
x: & -1 & 0 & 1
\end{array} \quad \therefore E(X)=-1 \times \frac{1}{8}+1 \times \frac{1}{8}=0 .
$$

$$
\begin{equation*}
P\left[\left|X-\mu_{x}\right| \geq 2 \sigma_{x}\right] \leq \frac{1}{4} \tag{b}
\end{equation*}
$$

(By Chebychev's Inequality)
In this case both results are same.
Note. This example shows that, in general, Chebychev's inequality cannot be improved.

Example 6.53. Two unbiased dice are thrown. If $X$ is the sum of the numbers showing up, prove that

$$
P(|X-7| \geq 3) \leq \frac{35}{54} .
$$

Compare this with the actual probability.
(Karnataka Univ. B.Sc., 1988)
Solution. The probability distribution of the r.v. $X$ (the sum of the numbrs on the two dice) is as given below :

| $X$ | Favourable cases (distinct) | Probability <br> $(p)$ |
| ---: | :---: | :---: |
| 2 | $(1,1)$ | $1 / 36$ |
| 3 | $(1,2),(2,1)$ | $2 / 36$ |
| 4 | $(1,3),(3,1),(2,2)$ | $3 / 36$ |
| 5 | $(1,4),(4,1),(2,3),(3,2)$ | $4 / 36$ |
| 6 | $(1,5),(5,1),(2,4),(4,2),(3,3)$ | $5 / 36$ |
| 7 | $(1,6),(6,1),(2,5),(5,2),(3,4),(4,3)$ | $6 / 36$ |
| 8 | $(2,6),(6,2),(3,5),(5,3),(4,4)$ | $5 / 36$ |
| 9 | $(3,6),(6,3),(4,5),(5,4)$ | $4 / 36$ |
| 10 | $(4,6),(6,4),(5,5)$ | $3 / 36$ |
| 11 | $(5,6),(6,5)$ | $2 / 36$ |
| 12 | $(6,6)$ | $1 / 36$ |

$$
\begin{aligned}
E(X) & =\sum_{x} p \cdot x \\
& =\frac{1}{36}(2+6+12+20+30+42+40+36+30+22+12) \\
& =\frac{1}{36}(252)=7 \\
E\left(X^{2}\right) & =\sum_{x} p \cdot x^{2} \\
& =\frac{1}{36}[4+18+48+100+180+294+320+324+300 \\
& =\frac{1}{36}(1974)=\frac{1974}{36}=\frac{329}{6} \\
\operatorname{Var}(X) & =E\left(X^{2}\right)-\left[\left.E(X)\right|^{2}=\frac{329}{6}-(7)^{2}=\frac{35}{6}\right.
\end{aligned}
$$

By Chebychev's inequality, for $k>0$, we have

$$
\begin{align*}
& P^{\prime}(|X-\mu| \geq k) \leq \frac{\operatorname{Var} X}{k^{2}} \\
\Rightarrow \quad & P(|X-7| \geq 3) \leq \frac{35 / 6}{9}=\frac{35}{54}
\end{align*}
$$

Actual Probability :

$$
\begin{aligned}
P(|X-7| \geq 3)= & 1-P(|X-7|<3 \\
= & 1-P(4<X<10) \\
= & 1-[P(X=5)+P(X=6)+P(X=7) \\
& P(X=8)+P(X=9)] \\
= & 1-\frac{1}{36}[4 \quad 5+6+5+4]=1-\frac{24}{36}=\frac{1}{3}
\end{aligned}
$$

Example 6.54. If $X$ is the number scored in a throw of a fair die, show that the Chebychev's inequality gives

$$
P[|X-\mu|>2.5 \mid<0.47
$$

where $\mu$ is the mean of $X$, while the actuet probability is zero.
[Kerala Univ. B.Sc., Oct. 1989]
Solution. Here $X$ is a randon variable which takes the values $1,2, \ldots, 6$, eacb with probability $1 / 6$. Hence

$$
\begin{aligned}
& E(X)=\frac{1}{6}(1+2+\ldots+6)=\frac{1}{9} \cdot \frac{6 \times 7}{2}=\frac{7}{2} \\
& E\left(X^{2}\right)=\frac{1}{6}\left(1^{2}+2^{2}+\ldots+6^{2}\right)=\frac{1}{6} \frac{6 \times 7 \times 13}{6}=\frac{91}{6} \\
\therefore \quad & \operatorname{Var}(X)=E\left(X^{2}\right)-[E \cdot(X)]^{2}=\frac{91}{6}-\frac{49}{4}=\frac{35}{22}=2.9167
\end{aligned}
$$

For $k>0$, Chebychev's inequality gives

$$
P[|X-E(X)|>k]<\frac{\operatorname{Var} X}{k^{2}}
$$

Choosing $k=2 \cdot 5$, we get

$$
P[|\ddot{X}-\mu|>2.5]<\frac{2.9167}{6.25}=0.47
$$

The actual probability is given by

$$
\begin{aligned}
p & =P[|X-3 \cdot 5|>2 \cdot 5] \\
& =P[X \text { lies outside the limits }(3 \cdot 5-2 \cdot 5,3 \cdot 5+2 \cdot 5), \text { i.e., (1,6) }]
\end{aligned}
$$

But since $X$ is the numberon the dice when thrown, it cannot lie outside the limits of 1 and 6 .

$$
\therefore \quad p=p(\varphi)=0
$$

Example 6.55. If the variable $X_{p}$ assumes the value $2^{p-2 \log p}$ with probability $2^{-p} ; p=1,2, \ldots$, examine if the law of large numbers holds in this case.

Solution. Putting $p=1,2,3, \ldots$, we get

$$
2^{1-2 \log 1,2^{2-2 \log 2}, 2^{3-2 \log 3}, . . . . . . . . . . ~}
$$

as the values of the variables $X_{1}, X_{2}, X_{3} \ldots$ respectively, and

$$
\frac{1}{2}, \frac{1}{2^{2}}, \frac{1}{2^{3}}, \ldots
$$

their corresponding probabilities. Therefore,

$$
E\left(X_{k}\right)=2^{1-2 \log 1} \cdot \frac{1}{2}+2^{2-2 \log 2} \cdot \frac{1}{2^{2}}+\ldots=\sum_{\dot{p}=1}^{\infty} 2^{p-2 \log \dot{p} \dot{p}} \cdot 2^{-\dot{p}}
$$

$$
=\sum_{p=1}^{\infty} \frac{1}{2^{\log p}}
$$

Let

$$
U=2^{2 \log p} \text {, then }
$$

$$
\log U=2 \log p \log 2=\log p \cdot \log 2^{2}=\log 4 \cdot \log p=\log p^{\operatorname{sg} 4}
$$

$$
\therefore \quad E\left(X_{k}\right)=\sum_{p=1}^{\infty} \frac{1}{p^{\log 4}}=1+\frac{1}{2^{\log 4}}+\frac{1}{3^{\log 4}}+\ldots
$$

which is a convergent series.

$$
\left[\because \sum_{n=1}^{\infty} \frac{1}{n^{p}} \text { is convergent if and only if } p>1\right]
$$

Therefore, the mathematical expectation of the variables $X_{1}, X_{2}, \ldots$, exists. Thus by Khinchin's theoren, the law of large numbers holds in this case.

Exmaple 6.56. Let $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. variables with mean $\mu$ and variance $\sigma^{2}$ and as $n \rightarrow \infty$,

$$
\left(X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}\right) / n \xrightarrow{p} c,
$$

for some constant c; $(0 \leq c \leq \infty)$. Find $c$. [Delhi Univ. B,Sc. (Stat; Hons.), 1989]

Solution. We are given $E\left(X_{i}\right)^{\prime}=\mu ; \operatorname{Var}\left(X_{i}\right)=\sigma^{2} ; i=1,2, \ldots, n$.
$\therefore E\left(X_{i}^{2}\right)=\operatorname{Var}\left(\bar{X}_{i}\right)+\left[\left.E\left(X_{i}\right)\right|^{2}=\sigma^{2}+\underline{\mu}^{2}(\right.$ finite $) ; i=1,2, \ldots, n$.
Since $E\left(X_{i}^{\sim}\right)$ is finite; by Khinchines's Theorem WLLN holds for tue sequence - $X_{i}^{-}$: of i.i.d. r.v.'s so that

$$
\begin{aligned}
& \left(X_{i}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}\right) / n \xrightarrow{p} \mathrm{E}\left(X_{i}^{2}\right), \text { as. } n \rightarrow \infty \\
\Rightarrow \quad & \left(X_{i}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}\right) / n \xrightarrow{p} \sigma^{2}+\mu^{2}=c, \text { as } n \rightarrow \infty
\end{aligned}
$$

Hence $\quad c=\sigma^{2}+\mu^{2}$.
Example 6.57. How large a sample inust be taken in order that the probability will be at least 0.95 that $\bar{X}_{n}$ will be lie within 0.5 of $\mu . \mu$ is unknown and $\sigma=1$. [Delhi Univ. B.Sc. (Maths Hons.) 1988]
Solution. We have: $E\left(\bar{X}_{n}\right)=\mu$ and $\operatorname{Var}\left(\bar{X}_{n}\right)=\sigma^{2} / n$

$$
[\text { c.f. § } 6 \cdot 15,=n(6 \cdot 80)]
$$

Applying Chebychev's incquality to the r.v. $X_{n}$ we get, for any $c>0$

$$
\begin{align*}
& P\left[\left|\bar{X}_{n}-E\left(\bar{X}_{n}\right)\right|<c \left\lvert\, \geq 1-\frac{\operatorname{Var}\left(\bar{X}_{n}\right)}{c^{2}}\right.\right. \\
\Rightarrow & P \| \bar{X}_{n}-\mu|<c| \geq 1-\frac{\sigma^{2}}{n c^{2}} \tag{}
\end{align*}
$$

We want $n$ so thăt

$$
\begin{equation*}
P]\left|\bar{X}_{n}-\mu\right|<0.5 \mid \geq 0.95 \tag{}
\end{equation*}
$$

Comparing (*) and ( ${ }^{* *}$ ) we get :

$$
\begin{array}{ll} 
& c=0.5=1 / 2 \text { and } 1-\frac{\sigma^{2}}{n c^{2}}=0.95 \text { and } \sigma=1  \tag{Given}\\
\therefore \quad & 1-\frac{4}{n}=0.95 \Rightarrow \frac{4}{n}=0.05=\frac{1}{20} \Rightarrow n=80 .
\end{array}
$$

Hence $n \geq 80$.
Example 6.58. (a) Let $X_{i}$ assume that values $i$ and $-i$ with equal probabilities. Show that the law of large mumbers cannot be applied to the independent variables $X_{1}, X_{2}, \ldots$, i.e., $X_{i}$ 's.
(b) If $X$, can have only two values with equal probabilities $i^{\text {" }}$ and $-i^{a}$, show athat the luw of large numbers can be applied to the independent variables $X, X_{2}, \ldots$, if $\alpha<\frac{1}{2}$.

Solution. (a) We have

$$
\begin{align*}
& P\left(X_{i}=i\right)=\frac{1}{2}, P\left(X_{i}=-i\right)=\frac{1}{2} \\
& E\left(X_{i}\right)=\frac{1}{2}(i)+\frac{1}{2}(-i)=0 ; i=1.2,3, \ldots \\
& K\left(X_{i}\right)=E\left(X_{i}^{2}\right)=\frac{i^{2}}{2}+\frac{i^{\prime}}{2}=i^{-}\left|\because E\left(X_{i}\right)=0\right| \tag{*}
\end{align*}
$$

$$
\begin{aligned}
B_{n} & =V\left(X_{1}+X_{2}+\ldots+X_{n}\right)=V\left(X_{1}\right)+V\left(X_{2}\right)+\ldots+V\left(X_{n}\right) \\
& =\left(1+2^{2}+\ldots+n^{2}\right)=\frac{n(n+1)(2 n+1)}{6} \quad \ldots\left[\text { From }\left(^{*}\right)\right]
\end{aligned}
$$

$\therefore \frac{B_{n}}{n^{2}} \rightarrow \infty$ as $n \rightarrow \infty$. Hence we cannot draw any conclusion whether WLLN holds or not,Here, we need to apply further tests. (See Theorem $\sigma \cdot 33$ page 6.104)
(b) $E\left(X_{i}\right)=\frac{i^{a}}{2}+\left(\frac{-i^{a}}{2}\right)=0$

$$
E\left(X_{i}^{2}\right)=\frac{\left(i^{u}\right)^{2}}{2}+\frac{\left(-i^{\alpha^{2}}\right)}{2}=i^{\alpha 2}
$$

$$
V\left(X_{i}\right)=E\left(X_{i}^{\hat{i}}\right)-\left|E\left(X_{i}\right)\right|^{2}=i^{2 \alpha}
$$

$$
B_{n}=V\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\sum_{i=1}^{n} V\left(X_{i}\right)=\sum_{i=1}^{n} i^{2 \alpha}
$$

$$
=1^{2 u}+2^{2 u}+\ldots+2^{2 u}=\int_{0}^{n} x^{2 a} d x
$$

[From Euler Maclaurin's Forinula]

$$
=\left|\frac{x^{2 a+1}}{2 \alpha+1}\right|_{0}^{n}=\frac{n^{2 a+1}}{2 \alpha+1}
$$

$$
\therefore \quad \frac{B_{n}}{n^{2}}=\frac{n^{2 u-1}}{2 \alpha+1} \rightarrow 0 \text { if } 2 \alpha-1<0 \Rightarrow \alpha<\frac{1}{2}
$$

Hence the result:
Example 6.59. Let $\left\{X_{k}\right\}$ be mutually independent and identically distributed random variables with mean $\mu$ and finite variance. If $S_{n}=X_{1}+X_{2}+\ldots$ $+X_{n}$, prove that the law of large numbers does not hold for the sequence $\left\{S_{n}\right\}$.

Solution. The variables now are $S_{1 ;} S_{2}, \ldots, S_{n}$.

$$
\begin{aligned}
B_{n} & =V\left(S_{1}+X_{2}+\ldots+S_{n}\right) \\
& =V\left\{X_{1}+\left(X_{1}+X_{2}\right)+\left(X_{1}+X_{2}+X_{3}\right)+\ldots+\left(X_{1}+X_{2}+\ldots+X_{n}\right)\right\} \\
& =V\left\{n X_{1}+(n-1) X_{2}+\ldots+2 X_{n-1}+X_{n}\right\} \\
& =n^{2} V\left(X_{1}\right)+(n-1)^{2} V\left(X_{2}\right)+\ldots+2^{2} V\left(X_{n-1}\right)+1^{2} V\left(X_{n}\right)
\end{aligned}
$$

(Covariance terms vanish since variables are independent.)
Let $V\left(X_{i}\right)=\sigma^{2}$ for all $i$.
(Since the variables are identically distributed.)

$$
\begin{aligned}
& \therefore \quad B_{n}=\left(1^{2}+2^{2}+\ldots+n^{2}\right) \sigma^{2}+\frac{n(n+1)(2 n+1)}{6} \sigma^{2} \\
& \therefore \quad \frac{B_{n}}{n^{2}}=\frac{(n+1)(2 n+1)}{6 n} \cdot \sigma^{2} \rightarrow \infty \text { as } n \rightarrow \infty
\end{aligned}
$$

Example 6.60. Examine whether the week law of large numbers holds for the sequence $\left\{X_{k}\right\}$ of independent random variables defined as follows:

$$
\begin{aligned}
& P\left[X_{k}= \pm 2^{k}\right]=2^{-(2 k+1)} \\
& P\left[X_{k}=0\right]=1-2^{-2 k} \quad \text { [Delhi Univ. B.Sc. (Maths Hons.), 1988] }
\end{aligned}
$$

Solution. We have

$$
\begin{aligned}
& E\left(X_{k}^{\prime}\right)=2^{k} 2^{-(2 k+1)}+\left(-2^{k}\right) \cdot 2^{-(2 k+1)}+0 \times\left(1-2^{-2 k}\right) \\
&=2^{-(2 k+1)}\left(2^{k}-2^{k}\right)=0 \\
& E\left(X_{\bar{k}}^{2}\right)=\left(2^{k}\right)^{2} \cdot 2^{-(2 k+1)}+\left(-2^{k}\right)^{2} \cdot 2^{-(2 k+1)}+0^{2} \times\left(1-2^{-2 k}\right) \\
&=2^{2 k} \cdot 2^{-(2 k+1)}+2^{k^{2}} \cdot 2^{-(2 k+1)} \\
&=\frac{1}{2}+\frac{1}{2}=1 \\
& \therefore \quad \operatorname{Var}\left(X_{k}\right)\left.=E\left(X_{k}^{2}\right)-E\left(X_{k}\right)\right)^{2}=1-0=1 \\
& B_{n}=\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right)=\sum_{i=1}^{n} \operatorname{Var}\left(X_{i}\right) \\
& \quad\left[\because X_{i:} \prime S(i=1,2, \ldots, \grave{n}) \text { are independent }\right] \\
&=\sum_{i=1}^{n}(1)=n \\
& \lim _{n} \frac{B_{n}}{n^{2}}=\lim _{n \rightarrow \infty} \frac{1}{n} \rightarrow 0
\end{aligned}
$$

Hence (Weak) Law of large numbers, holds for the sequence of independent. r.v.'s $\left\{X_{k}{ }_{i}^{1}\right.$.

Example 6.61. Let $X_{1}, X_{2}, \ldots X_{n}$ be jointly normal with $E\left(X_{i}\right)=0$ and $E\left(X_{i}^{2}\right)=1$ for all $i$ and $\operatorname{Cov}\left(X_{i}, X_{j}\right)=\rho$ if $|j-i|=1$ and $=0$, otherwise. Ex. amine if WLLN ! !olds for the sequence $\left\{X_{n}\right\}$.

Solution. We have:

$$
\begin{align*}
\operatorname{Var}\left(X_{i}\right) & =\left(X_{i}^{2}\right)-\left[E\left(X_{i}\right)\right]^{2}=1, \quad(i=1,2, \ldots, n) .  \tag{}\\
E\left(S_{n}\right) & =E\left(\sum_{i=1}^{n} X_{i}\right)=0 \\
\text { Var }\left(X_{n}\right) & =\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right) \\
& =\sum_{i=1}^{n} \operatorname{Var} X_{i}+2 \sum_{i<j=1}^{n} \operatorname{Cov}\left(X_{i}, X_{j}\right) \\
& =n+2 \cdot(n-1) \rho
\end{align*}
$$

[On using ( ${ }^{*}$ )]
Since $X, X_{2}, \ldots, X_{n}$ are jointly nommal,

$$
S_{n}=\sum_{i-1}^{n} X_{i} \sim N\left(0 ; \bar{\sigma}^{2}\right) \text { where } \sigma^{2}=n+2(n-1) \rho>0:
$$

Taking $Y_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}=\frac{S_{n}}{n}$, we have.

$$
\begin{aligned}
& E\left[\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right]=E\left[\frac{S_{n}^{2}}{n^{2}+S_{n}^{2}}\right] \\
& =\int_{-\infty}^{\infty}\left(\frac{x^{2}}{n^{2}+x^{2}}\right) \frac{1}{\sqrt{2 \pi} \sigma} e^{-x^{2} / 2 \sigma^{2}} d x \\
& =\frac{2}{\sqrt{2 \pi}} \int_{0}^{\infty} \frac{\sigma^{2} y^{2}}{n^{2}+\sigma^{2} y^{2}} \cdot e^{-y^{2 / 2}} d y ; \quad\left(\frac{x}{\sigma}=y\right) \\
& =\frac{2}{\sqrt{2 \pi}}\{n+2(n-1) \rho\} \cdot \int_{0}^{\infty} \frac{y^{2}}{n^{2}+y^{2}\{n+2(n-1) \rho\}} \cdot e^{-y^{2} / 2} d y \\
& \leq \frac{n+2(n-1) \rho}{n^{2}} \cdot \frac{2}{\sqrt{2 \pi}} \int_{0}^{\infty} y^{2} \cdot e^{-v^{2} / 2} d y \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

$$
\therefore \quad \lim _{n \rightarrow \infty} E\left|\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right| \rightarrow 0
$$

Hence by Theorem 6.33, WLLN holds for $\left\{X_{n}\right\}$, i.e., $\frac{S_{n}}{n} \xrightarrow{p} 0$ as $n \rightarrow \infty$.
6•16. Borel-Cantelli Lemma. (Zero-One Law). Let $A_{1}, A_{2} \ldots$ be a sequence of events. Let $A$ be the eent "that an infinite number of $A_{n}$ occur. That is $\omega \in A$ if $\omega \in A_{n}$ for an infinite number of values of $n$ (but not necessarily every $n$ ). But the set of such $\omega$ is precisely $\lim \sup A_{n}$, i.e., $\overline{\lim } A_{n}$. Thus the event $A$, that an infinite number of $A_{n}$ occur is just $\varlimsup A_{n}$. Sometimes we are interested in the probability that an infinite number of the events $A_{n}$ occur. Often this question is answered by means of the Borel-Cantelli lemma or its converse.

Theorem 6.34. (Borel-Cantelli Lemma). Let $A_{1}, A_{2}, \ldots$ be a sequence of events on the probability space $(S, B, P)$ and let $A=\rceil A_{n}$.
if $\sum_{n=1}^{\infty} P\left(A_{n}\right)<\infty$, then $P(A)=0$.
In other words, this states that if $\sum P\left(A_{n}\right)$ converges then with probability one, only a finite number of $A_{1}, A_{2}, \ldots$ can occur.

Proof. Since $A=\rceil A_{n}=\bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty} A_{m}$
we have $A \subset \bigcup_{m=n}^{\infty} A_{m}$, for cvery $n$.
Thus for each $n$,

$$
P(A) \leq \sum_{m=n}^{\infty} P\left(A_{m}\right)
$$

Since $\sum_{n=1}^{\infty} P\left(A_{n}\right)$ is convergent (given), $\sum_{m=n}^{\infty} P\left(A_{m}\right)$, being the remainder term of a convèrgent series, tends to zero as $n \rightarrow \infty$.

$$
\therefore \quad P(A) \leq \sum_{m=n}^{\infty} P\left(A_{m}\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Thus $P(A)=0$ as required.
The result just proved does not require events $A_{1}, A_{2}, \ldots$ considered to be independent. For the converse result it is necessary to make this further assumption.

Theorem 6.35. Borel-Cantelli Lemma (Converse). Let $A_{1}, A_{2}, \ldots$ be independent events on ( $S, \mathbf{B}, \mathbf{P}$ ), $A$ equal to $\overline{\lim } A_{\eta}$.

$$
\text { If } \sum_{n=1}^{\infty} P\left(A_{n}\right)=\infty, \text { then } P(A)=1 \text {. }
$$

Proof. Writing, in usual notation, $\bar{A}_{n}$ for the complement $S-A_{n}$ of $A_{n}$, we have for any $m, n(m>n)$.

$$
\begin{aligned}
& \bigcap_{k=n}^{\infty} \overline{A_{k}} \subset \bigcap_{k=n}^{\prime \prime} \overline{A_{k}} \\
& P\left(\bigcap_{k=n}^{\infty} \overline{A_{k}}\right) \leq P\left(\bigcap_{k=n}^{n_{n}} \overline{A_{k}}\right) \\
&=\prod_{k=n}^{m} P\left(\overline{A_{k}^{\prime}}\right),
\end{aligned}
$$

because of the fact that if $\left(A_{n}, A_{n+1}, \ldots, A_{m}\right)$ are independent events, so are ( $\overline{A_{n}}$, ${\overline{A_{n}}+1,}, \ldots, \overrightarrow{A_{m}}$ ).

Hence

$$
\begin{aligned}
P\left(\bigcap_{k=n}^{\infty} \overline{A_{k}}\right) & \leq \prod_{k=n}^{m^{t}}\left[1-P\left(A_{k}\right)\right] \\
& \leq \prod_{k=n}^{m} e^{-P\left(A_{k}\right)}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \quad\left[\because 1-x \leq e^{-x} \text { for } x \geq 0\right] \\
&=e^{-\prod_{k=n}^{m} P\left(A_{k}\right)} \quad \forall m \\
& \sum_{k=1}^{\infty} P\left(A_{k}\right)=\infty, \sum_{k=n}^{m} P\left(A_{k}\right) \rightarrow \infty \text { as } m \rightarrow \infty
\end{aligned}
$$



$$
\begin{equation*}
\therefore \quad P\left(\bigcap_{k=n}^{\infty} \overline{A_{k}}\right)=0 \tag{*}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { But } & A=\bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} A_{k} \\
\therefore & \bar{A}=\bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} \overline{A_{k}} \\
\Rightarrow & P(\bar{A}) \leq \sum_{n=1}^{\infty} P\left(\bigcap_{k=n}^{\infty} \overline{A_{k}}\right)=0  \tag{*}\\
\text { Hence } & P(A)=1-P(\bar{A})=1, \text { as required. }
\end{array}
$$

If $A_{1}, A_{2}, \ldots$ are independent events it follows from Theorems 6.34 and 6.35 that the probability that an infinite number of them occur is either zero (when $\sum_{n=1}^{\infty} P\left(A_{n}\right)<\infty$ ) or one [when $\sum_{n=1}^{\infty} P\left(A_{n}\right)=\infty$ ]. This statement is a special case of so-cailed "Zero one law" which we now state.

Theroem 6.36. (Zero One Law): If $A_{1}, A_{2}, \ldots$ are independent and if $E$ belongs to the $\sigma$-field generated by the class $\left(A_{n}, A_{n+1}, \ldots\right)$ for every $n$, then $P(E)$ is zero or one.

Example 6.62. What is the probability that in a sequence of Bernoulli trials with probability of success $p$ for each trial, the pattern SFS appears infinitely often?

Solution. Let $A_{k}$ be the event that the trial number $k, K+1, k+2$ produce the sequence SFS $(k=0,1,2, \ldots)$. The events $A_{k}$ are not mutually independent but the sequence $A_{1}, A_{4}, A_{7}, A_{10}, \ldots$ contains only mutually independent events (since no two depend on the outcome of the same trials).

$$
p_{k}=P\left(A_{k}\right)=P(S F S)=p^{2} q, \quad(q=1-p)
$$

is independent of $k$, and hence the series

$$
p_{1}+p_{4}+p_{7}+\ldots, \text { diverges }
$$

Hence by B.C.T. (converse) the pattern SFS appears infinitely often with probability one.

Example 6.63. A bag contains one black ball and, white balls. A ball is drawn at random. If a white ball is drawn, it is returned to the bag together with an additional white ball. If the blaçk ball is drawn, it alone is returned to the bag.

Let $A_{n}$ denote the event that the black ball is not drawn in the first $n$ trials. Discuss the converse to Borel-Cantelli Lemma with reference to events $A_{n}$.

Solution. $\quad A_{n}=$ The event that blackball is not drawn in the first $n$ trials.
$=$ The event that each of the first $n$ trials resulted: in the draw of a white ball.

$$
\Rightarrow \quad P\left(A_{n}\right)=P\left(E_{1} \cap E_{2} \cap \ldots \cap E_{n}\right),
$$

where $E_{i}$ is the event of drawing a white ball in the ith trial.

$$
\therefore P\left(A_{n}\right)=P\left(E_{1}\right) P\left(E_{2} \mid E_{1}\right) . . P\left(E_{3} \mid E_{1} \cap E_{2}\right) \ldots P\left(E_{n} \mid E_{1} \cap E_{2} \ldots \cap E_{n-1}\right)
$$

$$
=\frac{m}{m+1} \times \frac{m+1}{m+2} \times \ldots \times \frac{m+n-1}{m+n}=\frac{m}{m+n}
$$

(Since if first ball drawn is white it is returned together with an additional .white ball, i.e., for the seconod draw the box contains $1 b, m+1 \mathrm{~W}$ balls and

$$
\begin{align*}
\therefore \quad: \quad P\left(E_{2} \mid E_{1}\right) & =\frac{m+1}{m+2}, \text { and so on. } \\
\sum_{n=1}^{\infty} P A\left(A_{n}\right) & =\sum_{n=1}^{\infty} \frac{m}{m+n}=m \sum_{n=1}^{\infty} \frac{1}{m+n} \\
& =m\left[\frac{1}{m+1}+\frac{1}{m+2}+\frac{1}{m+3}+\ldots\right] \\
& =m\left[\sum_{n=1}^{\infty} \frac{1}{n}-\left(\sum_{n=1}^{m} \frac{1}{n}\right)\right] \tag{}
\end{align*}
$$

But. $\sum_{n=1}^{\infty} \frac{1}{n}$ is divergent, $\left(\because \sum_{n=1}^{\infty} \frac{1}{n^{p}}\right.$ is convergent, iff $\left.p>1\right)$
and

$$
\sum_{n=1}^{m} \frac{1}{n} \text { is finite }
$$

$\therefore \quad$ RiH.S. of (**) is divergent.
Hence

$$
\sum_{n=1}^{\infty} P\left(A_{n}\right)=\infty
$$

From the definition of $A_{n}$ in ( ${ }^{*}$ ) it is obvious that $A_{n} \downarrow$.

$$
\begin{array}{lc}
\therefore & A=\lim _{n} A_{n}=\lim _{n} \sup A_{n}=\varphi \\
\therefore & P(A)=P(\varphi)=0
\end{array}
$$

This result is inconsistent with converse of Borel-Cantelli Lemma, the reason being that the events $A_{n}(n=1,2, \ldots)$ considered here are not independent,
$\because \quad P\left(A_{i} \cap A_{j}\right)=P\left(A_{i}\right)=\frac{m}{m+i} \neq P\left(A_{i}\right) P\left(A_{j}\right)$,
since for

$$
(j>i) A_{j} \subset A_{i} \text { as } A_{n} \downarrow
$$

## EXERCISE 6 (d)

1. 'State and prove Chebychev's inequality.
2. (a) A random variable $X$ has a mean value of 5 and variance of 3 .
(i) What is the least value of $\operatorname{Prob}[|X-5|<3]$ ?
(ii) What value of $h$ guarantees that $\operatorname{Prob}[|X-5|<h] \geq 0.99$ ?
(iii) What is the least value of $\operatorname{Prob}(|X-5|<7.5)$ ?
(b) A random variable $X$ takes the values $-1,1,3,5$ with associated probabilities $1 / 6,1 / 6,1 / 6$ and $1 / 2$. Find by direct computation $P(|X-3| \geq 1)$. Find an upper bound to this probability by applying Chebychev's inequality.
(c) If $\dot{X}$ denote the sum of the numbers obtained when two dice are thrown, use Chebychev's inequality to obtain an upper bound for $P\{|X-7|>4\}$. Compare this with the actualy probability.
3. (a) An unbaised coin is tossed 100 times. Show that the probability that the number of heads will be between 30 and 70 is greater than 0.93 .
(b) Within what limits will the number of heads lie, with 95 p.c. probability, in 1000 tosses of a coin which is practically unbised?
(c) A symmetric die is thrown 720 times. Use Chebychev's inequality to find the lower bound for the probability of getting 100 to 140 sixes.
(d) Use Chebychev's inequality to determine how many times a fair coin must be tossed in order that the probability will be at least 0.95 that the ratio of the number of heads to the number of tosses will be between 0.45 and 0.55 .
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
4. (a) If you wish to estimate the proportion of engineers and scientists who have studied probability theory and you wish your estinate to be correct within $2 \%$ with probability 0.95 or more, how large a sample would you take ( $i$ ) if you have no idea what the true proportion is, (ii) if you are confident that the true proportion is less than 0.2 ?
[Burdwan Univ. (B.Sc..(Hons.), 1992]
Hint. (i) $\varepsilon=2 \%$ or 0.02

$$
\begin{aligned}
& P\left[.\left|f_{n}-p\right|<0.02\right] \geq 1-\frac{1}{4 n(0.02)^{2}}=0.95 \\
\therefore & 0.05=\frac{1}{4 n(0.02)^{2}} \Rightarrow n=12,500
\end{aligned}
$$

(ii) $p<0 \cdot 2, P\left[\left|\cdot f_{i}-p\right| \leq \varepsilon\right] \geq 1-\frac{p(1}{n} \frac{-p)}{2}$

Now $p(1-p)<0.16$, therefore $1-\frac{0.16}{n \varepsilon^{2}}=0.95$
Hence $\quad n=50 \times 50 \times 20 \times 16=8000$
(b) Let the sample mean of a random variable $X$ be $X$ s.d.s. Then if at lease 99 per cent of the values of $X$ fall within $K$ standard deviations from the mean, find $K$.
5. (a) If $X$ is a r.v. such that $E(X) \doteq 3$ and $E\left(X^{2}\right)=13$, use Chebychev's inequality to determine a lower bound for $P(-2<X<8)$.
[Delhị Ụịiv. B.Sc. (Maths Hons.), 1990]
Hint. $\quad \mu_{x}=3, \sigma_{x}^{2}=4 \Rightarrow \sigma_{x}=2$. Chebychev's inequality gives
$P\left[|X-3|<2 k \mid \geq 1-1 / k^{2} \Rightarrow P(3-2 k<\dddot{X}<3+2 k) \geq 1-1 / k^{2}\right.$
Now taking $k \stackrel{=}{=2} 5$, we get $\cdot P(-2<X<8) \geq 21 / 25$.
(b) State and prove Chebychev's inequality. Use it to prove that in 2000 throws with a coin the probability that the number of heads lies between 900 and 1100 is at least $19 / 20$.
[Delhi'Univ. B.Sc. (Maths Hons.). 1989]
6. (a) A random variable $X$ has the density function $e^{-x}$ for $x \geq 0$. Show that Chebychév's inequality gives $P\left[\left|X-I^{\prime}\right|>2\right]<1 / 4$ and show that the qctual probability is $e^{-3}$.
(b) Let $X$ have the p.d.f.:

$$
\begin{aligned}
f(x) & =\frac{1}{2 \sqrt{3}},-\sqrt{3}<x<\sqrt{3} \\
& =0, \text { elsewhere } .
\end{aligned}
$$

Find the ạctual probability $P\left[|X \ddot{-} \mu| \geq \frac{3}{2} \sigma\right]$ and cọmpare, it with the upper bound obtained by Chebychev's inequality'.
7. If $X$ has the distributiont with p.d.f.

$$
f(x)=e^{-x}, 0 \leq x<\infty,
$$

use Chebychev's inequality to obtaín a lower bound to the probability of the inequality $-1 \leq X \leq 3$, and compare it with actual value.
8. Explain the concept of "convergence in probability":

If $X_{1}, X_{2}, \ldots, X_{n}^{2}$ by r.v.s. wvith means $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ and stạndard deyiations $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$-and if $\sigma_{n} \rightarrow 0$ as $n \rightarrow \infty$, show that $\bar{X}_{n}-\bar{\mu}_{n}$ converges tọ zero stochastically.

Hence show that if $m$ is the number of successes in $n$ indeperident trials, the probability of success at ithe $i$ th trial being $p_{i}$ then $m / n$ converges in probability to $\left(p_{1}+p_{2}+\ldots, p_{n}\right) / n$.
9. (a) If $X_{n}$ takes the values 1 and 0 with corresponding probabilities $p_{n}$ and $1-p_{n}$, examine whether the weak law of large numbers can be applied to the sequence : $X_{n}$ ! where the variables $X_{n}, n=1,2,3, \ldots$ are independent.
(b) $\left\{X_{i}\right\} i=1,2, \ldots$ is à sequénce of independent random variables with expected value of $X_{i}$ cqual to $m_{i}$ and varịançe of $X_{i}$, equal to $\sigma_{i}^{2}$. If $\frac{1}{n^{2}} \sum_{i=1}^{n} \sigma_{i}^{2}$ tends to zero as $n$ tends io infinity $y_{q}$ show that the weak law of large numbers holds good to the sequence.
[Bombay Univ..B.Sc.,(Stat.), 1992]
10. $k X_{k}^{\prime}, k=1,2, \ldots$ is a sequence of independent randont variables each taking the values $-1,0,1$. Given that

$$
P\left(X_{k}=1\right)=\frac{1}{k}{ }^{\prime}=P\left(X_{k}^{\prime}=-1\right), P\left(X_{k}=0\right)=1^{\prime}-\frac{2}{k} .
$$

Examine if the law of large number's holds for this sequence.
11. (a) Derive Chebychev's inequality and stiow how it leads to the weak law of large numbers. Mention some important particular cases wherein the weak law of large numbers holds good.
(b) State and prove the weak law of large numbers. Leduce as a corollary Bernoulli theorem and commént on its applications.
(c) Examine whether the weak law of large numbers holds good for the sequence $X_{n}$ of independent random variables where

$$
P\left(X_{n}=\frac{1}{\sqrt{n}}\right)=\frac{2}{3}, P\left(X_{n}=-\frac{1}{\sqrt{\dot{n}}}\right)=\frac{1}{3}
$$

(d) $\left\{X_{n}\right\}$ is a sequence of independent random variables such that

$$
P\left(X_{n}=\frac{1}{\sqrt{n}}\right)=p_{n}, P\left(X_{n}=1+\frac{1}{\sqrt{n}}\right)=1-p_{n}
$$

Examine whether the weak law of large numbers is applicable to the sequence $\left\{X_{n}\right\}$
(e) If $X$ is a random variable and $E\left(X^{2}\right)<\infty$, , then prove that

$$
P\left\{|X|^{\prime} \geq a \left\lvert\, \leq \frac{1}{a^{2}} E\left(X^{2}\right)\right., \text { for all } a>0 .\right.
$$

Use Cbebyshev's inequality to show that for $n>36$, the probability that in $n$ throws of a fair die, the number of sixes lies between $\frac{1}{6} n-\sqrt{n}$ and $\frac{1}{6} n+\sqrt{n}$ is at least $31 / 36$.
[Calcutta Univ. B.Sc. (Maths Hons.), 1991]
12. Let $\left\{X_{n}\right.$ ! be a sequence of mutually independent random variables such that

$$
X_{n}= \pm 1 \text { with probability } \frac{1-2^{-n}}{2}
$$

and $\quad X_{n}= \pm 2^{-n}$ with probability $2^{-n-1}$
Examine whether the weak law of large numbers can be applied to the sequence $\left\{X_{n}\right\}$.
13. Examine whether the law of large numbers holds for the sequence $\left\{X_{k}\right\}$ of independent random variables defined by $P\left(X_{k}= \pm k^{-1 / 2}\right)=\frac{1}{2}$.
14. (a) State Khinchin's theorem.
(b) Let $X_{1}, X_{2}, X_{3}, \ldots$ be a sequence of independent and identically distributed r.v.'s, each uniform on $[0,1]$. For the geometric mean

$$
G_{n}=\left(X_{1} X_{2} \ldots X_{n}\right)^{1 / n}
$$

show that $G_{n} \xrightarrow{p} c$ for some finite number $c$. Find $c$.
Hint. $X \sim U[0,1], \quad$ let $Y=-\log X$;
Then $F_{Y}\left(y^{\prime}\right)=1-e^{-y} ; \Rightarrow \quad f_{Y}(y)=e^{-y} ; y \geq 0$.
$\therefore Y_{i}=-\log X_{i},(i=1,2, \ldots, n)$ are i.i.d. r.v!'s. with $E\left(Y_{i}\right)=1$.
By K'hinchin's theorem
$\sum_{i=1}^{n} Y_{n} / n=-\left(\sum_{i=1}^{n} \log X_{i} / n\right)=-\log G_{n} \xrightarrow{p} E Y_{i}=1 . \Rightarrow G_{n} \xrightarrow{p} e^{-1}=c$.
(c) Let $X_{1} ; X_{2}, \ldots$ be i.i.d. r,v.'s-with common p.d.f.

$$
\begin{aligned}
f(x) & =\frac{1+\delta}{x^{2+\delta}}, x \geq 1, \delta>0 \\
& =0, x<1
\end{aligned}
$$

Discuss if WLLN holds for the sequence $\left\{X_{n}\right\}$.
Hint. $E X_{i}=(1+\delta) / \delta<\infty$ (finite). Hence by Khinchin's theorem

$$
S_{n} / n=\Sigma X_{i} / n \xrightarrow{p}(1+\delta) / \delta \text { as } n \rightarrow \infty .
$$

15. Let $\left\{X_{n}\right\}$ be any sequence of r.v.'s Write $Y_{n}=\frac{1}{n} \sum_{i=1}^{*} X_{i}$.

Prove that a necessary and sufficient condition for the sequence $\left\{X_{n}\right\}$ to satisfy the weak law of la rge numbers is that

$$
E\left[\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right] \rightarrow \text { as } n \rightarrow \infty .
$$

Hint. See Remark to Theorem 6.33.
16. State and prove Weak Làw of Large Numbers: Determine whether it holds for the following sequence of independent random variables:

$$
P\left(X_{n}=+1\right)=\left(1-2^{-n}\right) / 2=P\left(X_{n}=-1\right)
$$

[Delhi Úniv. B.Sc. (Maths Hons.), 1989]
17. Let $\ddot{A}_{1}, X_{2}, \ldots$ be i.i.d. standard Cauchy variates. Show that the WLLN does not hold for the sequence $\left\{X_{n}\right\}$.

Hint. Use Theorem 6.33.

$$
\begin{aligned}
E\left(\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right)=E\left(\frac{S_{n}^{2}}{n^{2}+S_{n}^{2}}\right) & =\Gamma\left(\frac{\left(S_{N} / n\right)^{2}}{1+\left(S_{n} / n\right)^{2}}\right) \\
& =\int_{-\infty}^{\infty} \frac{x^{2}}{1+x^{2}} \cdot \frac{1}{\pi} \frac{1 \ldots}{1+x^{2}} d x
\end{aligned}
$$

$$
\left[\because \frac{S_{n}}{n}=\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}\right. \text { is also a standard Cauchy }
$$ vàriate. See Remark 4, § 8.9•1]

$$
=\frac{2}{\pi} \int_{0}^{\infty} \sin ^{2} \theta d \dot{\theta}=\frac{1}{2} \quad(x=\tan \theta)
$$

$\Rightarrow \lim _{n \rightarrow \infty} E\left[\frac{Y_{n}^{2}}{1+Y_{n}^{2}}\right] \rightarrow 0 \Rightarrow$ WLLN does not hold for $\left\{X_{n}\right\}$.
18. (a) Examine if the WLLN holds for the sequence $\left\{X_{n}\right\}_{j}$ of i.i.d. r.v.'s with

$$
P\left[X_{i}=(-1)^{k-1} \cdot k\right]=\frac{6}{\pi^{2} k^{2}} ; k=1,2,3, \ldots, i=1,2,3, \ldots
$$

[Delhi Univ. B.Sc. (Maths Hons.), 1990]

Hint. $E\left(X_{i}\right)=\sum_{k=1}^{\infty}(-1)^{k-1} \cdot k \cdot \frac{6}{\pi^{2} k^{2}}=\frac{6_{1}}{n^{2}} \sum_{k=1}^{\infty}(-1)^{k-1} \cdot(1 / k)$

$$
\begin{aligned}
& =\frac{6}{\pi^{2}}\left[1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\frac{1}{5}-\cdots\right] \\
& =\frac{6}{\pi^{2}} \cdot \log _{e} 2
\end{aligned}
$$

$[\because$ The series in bracket is convergent by Leibnitz test for alternating series].
Hence by Khinchin's theorem, WLLN holds for the sequence $\left\{X_{i}\right\}$ of i.i.d. r.v.'s.
(b) The r.v.'s $X_{1}, X_{2}, \ldots, X_{n}$ have equal expectations and finite variation. Is the weak law of large numbers applicable to this sequence if all the co-variances $\sigma_{i j}$ are negative?
[Delhi Univ. B.Sc. (Maths Hons.), 1987]

Hint.

$$
\begin{aligned}
& \frac{B_{n}}{n^{2}}=\frac{\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)}{n^{2}}=\frac{1}{n^{2}}\left[\sum_{i=1}^{n} \sigma_{i}^{2}+2 \sum_{i<j=1}^{n} \sigma_{i j}\right] \\
&<\frac{1}{n^{2}}\left(\sum_{i=1}^{n} \sigma_{i}^{2}\right) \rightarrow 0 \text { as } n \rightarrow \infty \\
& \quad\left(\because \sigma_{i}^{2} \text { are finite }\right)
\end{aligned}
$$

Hence WLLN holds.
19. State and prove Borel Cantelli Lemma.

In a sequence of. Bernoullitrials !et $A_{n}$ be the event that a run of $n$ consecutive successes occurs between the $2^{n}$ th and $2^{n+1}$ th trails. Show that if. $p \geq \frac{1}{2}$, there is probability one that infinitely many $A_{n}$ occur; if $p<\frac{1}{2}$, then with probability one only linitely many $A_{n}$ occur.
20. Let $X_{1}, X_{2}, \ldots$ be independent r.v.'s and $S_{n}=\sum_{k=1}^{n} X_{k}$. If $\sum_{n=1}^{\infty} \sigma^{2} X_{n}$ converges, prove that the series $\Sigma\left(X_{n}-E X_{n}\right)$ converges in probability.

If $\frac{1}{b n^{\frac{1}{2}}} \sum_{k=1}^{n} \dot{\sigma}^{2} x_{i} \rightarrow 0$, then prove that

$$
\frac{S_{n}-E S_{n}}{b_{n}} \xrightarrow{p} 0 .
$$

Deduce C̀hcbychev's inequality. 6.17. Probability Generating Function

Definition. If $a_{0}, a_{1}, a_{3}, \ldots$ is a sequience of real numbers and if ${ }^{\prime}$

$$
\begin{equation*}
A(s)=a_{0}+a_{1} s+a_{2} s^{2}+\ldots=\sum_{i=0}^{\infty} a_{i} s^{i} \tag{6.84}
\end{equation*}
$$

converges in some interval $-s_{0}<s<s_{0}$, when the sequence is infinite then the function $A(s)$ is known as the generating function of the sequence $\left\{a_{i}\right\}$.

The variable $s$ has no significance of its own and is introduced to identify $a_{i}$ as the co-efficient of $s^{t}$ in the expansion of $A(s)$. If the sequence $\left\{a_{i}\right\}$ is bounded, then the comparison with the geometric series shows that $A(s)$ converges at least for $|s|<1$.

In the particular case when $a_{i}$ is the probability that an integral valued discrete variable $X$ takes the value $i ;$
i.e., $a_{i}=p_{i}=P(X=i) ; i=0,1,2, \ldots$ with $\Sigma p_{i}=1$, then the probability generating function, abbreviated as p.g.f., of r.v. $X$ is defined as:

$$
\begin{equation*}
P(s)=E\left(s^{x}\right)=\sum_{x=0}^{\infty} s^{x} \cdot p_{x} \tag{6•85}
\end{equation*}
$$

Remarks. 1. Obviously we have $P(1)=\Sigma p_{x}=1$.
Thus a function $P(s)$ defined in (6.85) is a p.g.f. iff $p_{x} \geq 0 \forall x$ and $\Sigma p_{x}=1$
2. Relation between p.g.f. and m.g.f.

Taking $s=e^{t}$ in (6.85), we get

$$
\begin{equation*}
P\left(e^{t}\right)=E\left(e^{t x}\right)=M_{X}(t) . \tag{6•86}
\end{equation*}
$$

i.e., from p.g.f. wè can obtain m.g.f. on replacing $s$.by $e^{t}$.
3. Bivariate probability generating fiunction. The joint p.g.f. of two random variables $X_{1}$ and $X_{2}$ is a function of two variables $s_{1}$ and $s_{2}$ defined by :

$$
\begin{equation*}
P_{X_{1}, X_{2}}\left(s_{1} ; s_{2}\right)=E\left(s_{1}^{x_{1}} \cdot s_{2}^{x_{2}}\right)=\sum_{x_{1}} \sum_{x_{2}} s_{1}^{x_{1}} s_{2}^{x_{2}} \cdot p\left(x_{1}, x_{2}\right) \tag{6•87}
\end{equation*}
$$

Marginal p.g.f.'s can be obtained from (6.87) as given below.
$P_{X_{1}}\left(s_{1}\right)=E\left(s_{1}^{x_{1}}\right)=P_{X_{1}, X_{2}}\left(s_{1}, 1\right) ; D_{X_{2}}\left(s_{2}\right)=E\left(s_{2}^{x_{2}}\right)=P_{X_{1}, X_{2}}\left(1, s_{2}\right)$
4. Two r.v.'s are independent. if and only if :

$$
P_{X_{1}, X_{2}}\left(s_{1}, s_{2}\right)=P_{X_{1}}\left(s_{1}\right) \cdot P_{X_{2}}\left(s_{2}\right)
$$

The above concepts can be generalised to $n$ random variables
Theorem 6.37. If $X$ is a random variable which assumes only integral values with probability distribution

$$
P(X=k)=p_{k} ; \quad:=0,1,2, \ldots \text { and } P(X>k)=q_{k}, k \geq 0
$$

so that $q_{k}=p_{k+1}+p_{k+2}+\ldots=1-\sum_{i=0} p_{i}$ and two generating functions are

$$
\begin{align*}
& P(s)=p_{0}+p_{1} s+p_{2} s^{2}+\ldots \\
& Q(s)=q_{0}+q_{1} s+q_{2} s^{2}+\ldots \tag{6.90}
\end{align*}
$$

then for $-1<s<1, Q(s)=\frac{1-P(s)}{1-s}$
Proof. We have

$$
\begin{array}{ll} 
& q_{k-1}-q_{k}=p_{k}, k \geq 1 \\
& \sum_{k=1}^{\infty} q_{k-1} s^{k}-\sum_{k=1}^{\infty} q_{k} s^{k}=\sum_{k=1}^{\infty} p_{k} s^{k} \\
\Rightarrow & s Q(s)-Q(s)+q_{0}=P(s)-p_{0} \\
\Rightarrow & Q(s)=\frac{\left(p_{0}+q_{0}\right)-P(s)}{(1-s)} \\
\text { But } & p_{0}+q_{0}=p_{0}+p_{1}+p_{2}+\ldots=1
\end{array}
$$

Hence the theorem.
Theorem 6.38. For a random variable $X$, which assumes only integral values, the expectation $E(X)$ can be calculated either from the probability distribution $P(\dot{X}=\dot{i})=p_{i}$ or in terms of

$$
\begin{aligned}
q_{k}= & p_{k+1}+p_{k+2}+\ldots \\
E(X) & =\sum_{i=1}^{\infty} i p_{i}=\sum_{k=0}^{\infty} q_{k}
\end{aligned}
$$

Thus

In terms of the gererating functions

$$
\begin{equation*}
E(X)=P^{\prime}(1)=Q \cdot(1) \tag{6.91}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \hat{P}(s)=\sum_{k=0}^{\infty} p_{k} s^{k} . \text { If } E(X) \text { exists, then } \\
& E(X)=\sum_{k=1}^{\infty} k p_{k} .
\end{aligned}
$$

$$
P^{\prime}(s)=\sum_{k=1}^{\infty} k p_{k} s^{k-1} \Rightarrow P^{\prime}(1)=\sum_{k=1}^{\infty} k p_{k}
$$

$$
\therefore \quad E\left(X^{\prime}\right)=P^{\prime}(1)
$$

We know that

$$
Q(s)[1-s]=1-P(s)
$$

Differencitiating both sides w.r.t. $s$, we.get

$$
\begin{equation*}
Q^{\prime}(s)\left[1^{\prime}-s\right]-Q(s)=-P^{\prime}(s) \tag{*}
\end{equation*}
$$

$\therefore$

$$
Q(1)=P^{\prime}(1)
$$

Hence

$$
E(X)=P^{\prime}(1)=Q(1)
$$

Theorem 6.39. If $E\left(X^{2}\right)=\Sigma k^{2} p_{k}$ exists, then

$$
E\left(X^{2}\right)=P^{\prime \prime}(1)+P^{\prime}(1)=2 Q^{\prime}(1)+Q(1)
$$

and hence $V(X)=2 Q^{\prime}(1)+Q(1)-\{Q(1)\}^{2}=P^{\prime \prime}(1)+P^{\prime}(1)-\left\{P^{\prime}(1)\right\}^{2}$

Proof. $P(s)=\sum_{k=0}^{\infty} p_{k} s^{k}, P^{\prime}(s)=\sum k p_{k} s^{k-1}$

$$
\begin{array}{rlrl} 
& s P^{\prime}(s)=\Sigma k p_{k} \cdot s^{k} \text {. Differentiating again, we get } \\
& P^{\prime}(s)+s P^{\prime \prime}(s) & =\sum_{i} k^{2} p_{k} s^{k-1} \\
& & P^{\prime}(1)+P^{\prime \prime}(1) & =\sum^{k^{2}} k^{2} p_{k}=E\left(X^{2}\right) \quad  \tag{**}\\
\therefore & Q^{\prime \prime}(s)[1-s]-2 Q^{\prime}(s) & =-P^{\prime \prime}(s) \quad \text {...(**) } \quad \text { [Differentiating (*) again] } &
\end{array}
$$

Putting $s=1$, we get

$$
\begin{aligned}
2 Q^{\prime}(1) & =P^{\prime \prime}(1) . \text { Substituting in (**), we get } \\
E\left(X^{2}\right) & =P^{\prime}(1)+P^{\prime \prime}(1)=Q(1)+2 Q^{\prime}(1) \\
\therefore \quad \operatorname{Var}(X) & =E\left(X^{2}\right)-\{E(X)\}^{2}=\dot{P}^{\prime \prime}(1)+P^{\prime}(1)-\left\{P^{\prime}(1)\right\}^{2} \\
& =2 Q^{\prime}(1)+Q(1)-\{Q(1)\}^{2}
\end{aligned}
$$

6•17.1. Probability Generating Function for the sum of independent variables (Convolutions). If $X$ and $Y$ are non-negative independent, integral valued discrete random variables with respective probability generating functions,

$$
\begin{array}{ll}
P(s)=\sum_{k=0}^{\infty} p_{k} s^{k}, & p_{k}=P(X=k) \\
R(s)=\sum_{k=0}^{\infty} r_{k} s^{k}, & r_{k}=P(Y=k),
\end{array}
$$

it is possible to deduce the probability generating function for the variable $Z=X+Y$, which is also clearly integral valued, in terms of $P(s)$ and $Q(s)$.

Let $w_{k}$ denote $P(Z=k)$. The event $Z=k$ is the union of the following mutually exclusive events,

$$
(X=0 \cap Y=k),(X=1 \cap Y=k-1),(X=2 \cap Y=k-2), \ldots,(X=k \cap Y=0)
$$

and
since the variableṣ $X$ aṇd $Y$ are independent, each joint probabilitity is the product of the appropriate individual probabilities. Therefore the distribution $w_{k}=P$ ( $Z=k$ ) is given by

$$
w_{k}=p_{0} r_{k}+p_{1} r_{k-1}+p_{2} r_{k-2}+\ldots+p_{k} r_{0} \text { for'all' integral } k \geq 0
$$

The new sequence of probabilities $\left\{w_{k}\right\}$ defined in terms of the sequences $\left\{p_{k}\right\}$ and $\left\{r_{k}\right\}$ is called the convolution of these sequences and is denoted by

$$
\begin{equation*}
\left\{w_{k}\right\}=\left\{p_{k}\right\}^{*}\left\{r_{k}\right\} \tag{6.93}
\end{equation*}
$$

Theorem 6.40.

$$
\mu^{\prime}(r)=E[X(X-1) \ldots(X-r+1)]=\left[\cdot \frac{\partial^{r}}{\partial s^{r}} P(s)\right]_{s=1}
$$

Proof. Differentiating (6.85) partially $r$ times w.r.t. $s$, we get

$$
\frac{\partial P(s)}{\partial s^{r}}=\sum_{x} x(x-1)(x-2) \ldots(x-r+1) s^{x-r} p_{x}
$$

$$
\left[\frac{\partial^{r} P(s)}{\partial s^{r}}\right]_{s=1}=\sum_{x} x(x-1)(x-2) \ldots(x-r+1) p_{x}=\mu^{\prime}(r)_{i}
$$

Theorem 6.41. If $\left\{p_{k}\right\}$ and $\left\{r_{k}\right\}$ are the sequences with the generating functions $P(s), R(s)$ and $\left\{w_{k}\right\}$ is their convolution, then $W(s)=P(s) R(s)$, where $W(s)=\Sigma w_{k} s^{k}$ is the generating function of the sum $X+Y$.

Proof. Since the co-efficient of $s^{k}$ in the product $P(s) R(\dot{s})$ is

$$
p_{0} r_{k}+p_{1} r_{k-1}+\ldots, p_{k-1} r_{1}+p_{k} r_{0}=w_{k},
$$

it follows that the probability generating function for $Z$, namely, $\tilde{W}^{\prime}(S)=\sum_{k=0}^{\infty} w_{k} s^{k}$ is equal to $P(s) R(s)$.

Cor. If $X_{1}, X_{2}, \ldots, X_{n}$ are independent integral-valued disćrete variables with respective probability generating functions $P_{1}(s), P_{2}(s), \ldots, P_{n}(s)$ and if $Z=X_{1}$ $+X_{2}+\ldots+X_{n}$, the probability generating function for $Z$ is given by

$$
P_{Z}(s)=\prod_{i=1}^{n} P_{i}(s)
$$

In particular, when $X_{1}, X_{2}, \ldots, X_{n}$ all have a common distribution and hence common probability generating function $P(s)$, we have

$$
P_{Z}(\dot{s})={ }^{\prime}[P(\dot{s})]^{n}
$$

Example 6.64. Can $P(s)=2 /(1+s)$ be the p.g.f. of a r.v. $X$ ? Give reasons.
Solution. We have $P(1)=2 / 2=1$.

$$
\text { Also } \begin{align*}
P(s) & =\sum_{r=0}^{\infty} p_{r} r^{r}=2(1+s)^{-1} \\
& =2\left(1-s+s^{2}-s^{3}+\ldots\right) \\
& =2 \sum_{r=0}^{\infty}(-1)^{r} \cdot s^{r} \\
\Rightarrow \quad p_{r} & =2(-1)^{r} \tag{*}
\end{align*}
$$

Hence $p^{2 k+1}<0$, i.e., $p_{1}, p_{3}, p_{5}, \ldots$ are negative.
Since some co-efficient in (*) are negative, $P(s)$ cannot be the p.g.f. of a r.v. $X$.

Example 6.65. If $P(s)$ is the probability generating function for $X$, find the generating function for $(X-a) / b$.

Solution. $\quad P(s)=E\left(s^{x}\right)$
P.G.F. for $\frac{X-a}{b}=E\left(s^{(x-a) / b}\right)=e^{-a / b} \cdot E\left(s^{x / b}\right)$

$$
=s^{-a / b} \cdot E\left[\left(s^{1 / b}\right)^{x}\right]=s^{-a / b} P\left(s^{1 / b}\right)
$$

Exámple 6:66. Let $X$ be a random variable with generating function $P(s)$. Find the genevating function of $(a) X+1 \quad(b) ~ \& X$.

Solution. (a) $\quad P(s)=\sum_{k=0}^{\infty} p_{k} s^{k}=E\left(s^{* X}\right)$
$\therefore \quad$ P.G.H. of $X+1=E\left(s^{X+1}\right)=s \in E\left(s^{X}\right)=s, P(s)$
(b) P.G.F. of $2 X=E\left(s^{2 x}\right)=E \cdot\left\{\left(s^{2}\right)^{X}\right\}=P\left(s^{2}\right)$

Example 6.67. Find the generating 'function of $(a) P(X \leq n),(b) P(X<n)$, and $(c) P(X=2 n)$.
[Dèlhi Univ: M.Sc. (O.R.); 1989]
Solution. (a) Let $X$ b'e an intęgral valued random variable with the probability distribution

$$
P(X=n)=p_{n} \text { and } P(X \leq n)=q_{n}
$$

so that $\quad q_{n}=p_{0}+p_{1}+p_{2}+\ldots+p_{n_{1}} ; n_{1}=0,1,2, \ldots 1$

$$
\begin{array}{ll}
\therefore & q_{n}-q_{n-1}=p_{n}, n \geq 1 \\
\Rightarrow & \sum_{n=1}^{\infty} q_{n} s^{n}-\sum_{n=1}^{\infty} q_{n-1} s^{n}=\sum_{n=1}^{\infty} p_{n} s^{n} \\
\Rightarrow & Q(s)-q_{0}-s Q(s)=P(s)-p_{0} \\
\Rightarrow & Q(s)=\frac{P(s)+q_{0}-p_{0}}{1-s}=\frac{P(s)}{1-s}
\end{array}
$$

$$
\left[\therefore \cdot q_{0}=p_{0}\right]
$$

(b) Let $\underset{\infty}{q_{n}}=P(X<n)=p_{0}+p_{1}+\ldots+p_{n-1}, q_{n}-q_{n-1}=p_{n-1}, n \geq 2$
$\Rightarrow \quad \sum_{n=2}^{\infty} q_{n} s^{n}-\sum_{n=2}^{\infty} q_{n-1} s^{n}=\sum_{n=2}^{\infty} p_{n-1} s^{n}=s \sum_{n=1}^{\infty} p_{n} s^{n}$.
$\Rightarrow \quad Q(s)-q_{1} s-s Q(s)=s \dot{P}(s)-s p_{0} \quad\left\{\because q_{0}=0\right]$
$\Rightarrow \quad Q(s)[1-s]=s P(s)-s p_{0}+q_{1} s \quad . \quad\left[\because q_{1}=p_{0}\right]$
Hence

$$
Q(s)=\frac{s P(s)}{1-s}
$$

(c) Let $P(X=2 n)=p 2 n$

$$
\begin{aligned}
\therefore \quad Q(s) & =\sum_{n=0}^{\infty} p_{2 n} s^{n}=p_{0}+p_{2} s+p_{4} s^{2}+\ldots \\
2 Q(s) & =2 p_{0}+2 p_{2} s+2 p_{4} s^{2}+\ldots \\
& =\left(p_{0}+p_{1} s^{1 / 2}+p_{2} s+p_{3} s^{3 / 2}+p_{4} s^{2}+\ldots\right) \\
& =\sum_{k=0}^{\infty}+p_{k}\left(s^{1 / 2}\right)^{k}+\sum_{k=0}^{\infty} p_{k}\left(-s^{1 / 2}\right)^{k} \\
& =P\left(s^{1 / 2}\right)+P\left(-s^{1 / 2}\right) \\
Q(s) & =\frac{P\left(s^{1 / 2}\right)+P\left(p_{2} s-p_{3} s^{3 / 2}+\ldots\right)}{2}
\end{aligned}
$$

Example 6.68. Liet $\left\{X_{k}\right\}$ be mutually independerit, each àssuming the values $0,1,2, \ldots, a-1$ with probability $\frac{1}{a}$.

Let $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$. Show that the generating function of $S_{n}$ is

$$
P(s)=\left[\frac{1-s^{a}}{a(1-s)}\right]^{n}
$$

and hence

$$
P\left(S_{n}=j\right)=\frac{1}{a^{n}} \sum_{v=0}^{\infty}(-1)^{v+j+a v}\binom{n}{v}\binom{-n}{j-a v}
$$

"(Ràjasthaṇ Univ. M.Sc. 1992)
Solution. As the $\left\{X_{k}\right\}$ are mutually independent vanables and each $X_{i}$ assumes the same valụes $0,1,2, \ldots, a-1$, wịth the probability $\frac{1}{\dot{a}}$, therefore eäch will have the same generating function and the generating function of $S_{n}$ will be the $\dot{n}$ th convolution of generating function of. $X_{1}$. Now

$$
\begin{array}{ll}
\quad P_{X_{1}}(s)=\sum_{k=0}^{a-1} p_{k} s^{k}=\frac{1}{a}\left[s^{0}+s^{1}+\ldots+s^{a-1}\right]=\frac{1-s^{a}}{a(1-s)} \\
\therefore \quad & \quad P_{S_{n}}(s)=\left[\frac{1-s^{a}}{a(1-s)}\right]^{n}
\end{array}
$$

Now the probability $S_{n}=j$ is the co-efficient of $j^{j}$ in

$$
\frac{1}{a^{n}}\left(1-s^{a}\right)^{n}(1-s)^{-n}
$$

If we take $(v+1)$ th term from $\left(1-s^{a}\right)^{n}$, then it will have the power of $s$ equivalent to $s{ }^{\alpha v}$ and hence to get the poweṭ of's as $j$, we must take th; term from $(1-s)^{-n}$ having the power of 's as $j-a v$.
$\therefore$ Required probability

$$
\begin{aligned}
& =\frac{1}{a^{n}} \sum_{v=0}^{\infty}\binom{n}{v}(-1)^{v}\binom{-n}{j-a v}(-1)^{j-a v} \\
& =\frac{1}{a^{n}} \sum_{v=0}^{\infty}(-1)^{j++v-a v}\binom{n}{v}\binom{1-n}{j-a v} \\
& =\frac{1}{a^{n}} \sum_{v=0}^{\infty}(\cdots 1)^{j+v+a v}\binom{n}{\dot{v}}\binom{-n}{j-a v} \\
& \quad\left[\because(-1)^{2 a v}=1 \Rightarrow(-1)^{a v}=(-1)^{-a v}\right]
\end{aligned}
$$

Example 6.69. $A_{1}$ random variable $X$ asssumes the value $\lambda_{1}, \lambda_{2}, \ldots$, with: probabilities $u_{1}, u_{2}, \ldots$, show that

$$
\dot{p}_{k}=\frac{1}{k!} \sum_{j=0}^{\infty} u_{j} e^{-\lambda_{j}}\left(\lambda_{j}\right)^{k} ; \quad \lambda_{j}>0, \sum u_{j}=1
$$

is a probability distribution. Find its generating function and prove that its mean equals $E(X)$ and variance equals $V(X)+E(X)$.

## Solution.

$$
\begin{aligned}
\sum_{k=0}^{\infty} p_{k} & =\sum_{k=0}^{\infty}\left[\frac{1}{k!} \sum_{j=0}^{\infty} u_{j} e^{-\lambda_{j}}\left(\lambda_{j}\right)^{k}\right] \\
& =\sum_{j=0}^{\infty}\left[u_{j} e^{-\lambda_{j}} \sum_{k=0}^{\infty}\left(\lambda_{j}\right)^{k} / k!\right]=\sum_{j=0}^{\infty} u_{j} e^{-\lambda_{j}} e^{\lambda_{i}} \\
& =\sum_{j=0}^{\infty} u_{j}=1_{1}
\end{aligned}
$$

Hence $p_{k}$ represents a prbability'distribution.
Let $P(s)$ be the generating function of $p_{k}$, then

$$
\begin{aligned}
& P(s)=\sum_{k=0}^{\infty} p_{k} s^{k}=\sum_{k=0}^{\infty}\left[\frac{1}{k!} \sum_{j=0}^{\infty} u_{j} e^{-\lambda_{j}}\left(\lambda_{j}\right)^{k} s^{k}\right] \\
&=\sum_{j=0}^{\infty}\left[u_{i} e^{-\lambda_{j}} \sum_{k=0}^{\infty}\left(s \lambda_{j}\right)^{k} / k!\right] \\
&=\sum_{j=0}^{\infty} u_{j} e^{-\lambda_{j}} e^{s \lambda j}=\sum_{j=0}^{\infty} u_{j} e^{\lambda_{j}(s-1)} \\
&\text { Thus } \left.\quad \begin{array}{rl}
P(s) & =\sum_{j=0}^{\infty} u_{j}\left[1+\lambda_{j}(s-1)+\frac{\lambda_{j}^{2}(s-1)^{2}}{2!}+\ldots\right] \\
P^{\prime}(1) & =\sum_{j=0}^{\infty} u_{j} \lambda_{j}=E(X) \\
P^{\prime \prime}(s) & =\sum_{j=0}^{\infty} u_{j}\left[\lambda_{j}^{2}+\lambda_{j}^{3}(s-1)+\ldots\right] \\
P^{\prime \prime}(1) & =\sum_{j=0}^{\infty} \lambda_{j}^{2} u_{j}=E\left(X^{2}\right) \\
& V\left(p_{k}\right)
\end{array}\right) P^{\prime \prime \prime}(1)+P^{\prime}(1)-\left\{P^{\prime}(1)\right\}^{2}=E\left(X^{2}\right)+E(X)-\{E(X)\}^{2} \\
&=E(X)+V(X)
\end{aligned}
$$

## EXERĊISE ${ }^{6}$ (e)

1. (a) Define !he probability generating function (p.g.f.) of a random variable.
(b) $X$ is a positive integral valued variable, such that $P(X=n)=p_{n}$, $n=0,1,2, \ldots$ Define the probability generating function $G(s)$ and the moment gencratiug function $M(t)$ for $X$ and show that, $M(t)=G\left(e^{t}\right)$. Hence or otherwise prove that

$$
E(X)=G^{\prime}(1), \operatorname{var}^{\prime}(X)=G^{\prime \prime}(1)+G^{\prime}(1)-\left[G^{\prime}(1)\right]^{2}
$$

(c) If $X$ and $Y$ are non-negativ̀e integral valued indepèndent random variables with $P(s)$ and $Q(s)$ as their pröbability generating functions, show that their sum $X+Y$ has the p.g.f. $P(s) Q(s)$.
2. A test of the strenigth of a wire consists of bending and unbending until'it breaks. Considering bending and unbending as two operations, let $X$ denote the random vạiable corresponding to the number of operations necessary to break the wire. If $P(X=r)=(1-p) p^{r-1} ; r=1,2,3, \ldots$ and $0<p<1$, find the probability generating function of $X$.
3. Define the generating function $A(s)$ of the sequence $\left\{a_{j}\right\}$. Let $a_{j}$ be the number of ways in which the score $j$ can be obtained by throwing a die any number of times. Show that the g.f. of $\left\{a_{j}\right\}$ is $\left(1-s-s^{2}-s^{3}-s^{4}-s^{5}-s^{6}\right)^{-1}-1$.
4. Four tickets are drawn, one at a time with replacement, from a set of ten tickets numbered respectively $1,2,3, \ldots, 10$, in such a way that at each draw each ticket is equally likely to be selected. What is the probability that the total of the numbers on the four drawn tickets is 20 ?

Hint. If $X_{i}$ denotes the number on the $\boldsymbol{i t h}$ ticket then, for $i=1,2,3,4$, we observe that $X_{i}$ is an integral-valued variate with possible values $1,2,3, \ldots, 10$, each having assòciated probability $1 / 10$. Here each $\tilde{X}_{i}$ has

$$
\text { g.f. }=\frac{1}{10} s+\frac{1}{10} s^{2}+\ldots+\frac{1}{10} s^{10}=\frac{1}{10} s\left(1-s^{10}\right)(1-s)^{-1}
$$

and, since the $X_{i}$ s are independent, it follows that the total of the numbers on the drawn tickets

$$
Z=X_{1}+X_{2}+X_{3}+X_{4}
$$

has probability generating function

$$
\left\{\frac{1}{10} s\left(1-s^{10}\right) \cdot(1-s)^{-1}\right\}^{4}=\frac{1}{10^{4}} s^{4} \cdot\left(1-s^{10}\right)^{4}(1=s)^{-4}
$$

The required probability is the co-efficient of $s^{16}$ in

$$
\frac{1}{10^{4}}\left(1-s^{10}\right)^{4}(1-s)^{-4}=\frac{63}{10 ; 000}
$$

5. Find the generating functions of (a) $P(X \geq n)^{\prime},(b) P(X>n+1)$.
6. (a) Obtain the ge'nerating function of $q_{n}$, the probability that in $n$ tosses of a ideal coin, no run of three heads occurs.
(b) Let $X$ be a non-negative integral-valued random variable with probability generating function $P(s)=\Sigma p_{n} s^{n}$ : Afterobsēèving $X$, conduct $X$ biñómial trials $n=0$
with probability $p$ of success and let $Y^{\prime}$ denote the corresponding resulting number of successes.

Determine (i) the probability generating function of $Y$ and, (ii) probability generating function of $X$ given that $Y=X$.
7. In a sequence of Bernoulli. trials, let $U_{n}$ be the probability that the first combination $S F$ occurs at trials number $(n-1)$ and $\cdot n$.

Find the generating function; meansand variance.
Hint.

$$
\begin{aligned}
& U_{2}=P(S F)=p q, U_{3}=P(S S F)+P(F S F)=p q(p+q) \\
& U_{4}^{\prime}=(S S S F)+P(F S S F)+P(F F S F)=p q\left(p^{2}+\cdots q+q^{2}\right) \\
& U_{n}=p q^{n-2} \sum_{k=0}^{k} p^{k} q^{n-2-k}
\end{aligned}
$$

In general:

$$
=p q^{n-1}\left[1+\frac{p}{q}+\left(\frac{p}{q}\right)^{2}+\ldots+\left(\frac{p}{q}\right)^{n-2}\right]
$$

$$
=p q \cdot \frac{q^{n-1}-p^{n-1}}{q-p}
$$

8. (a) In a sequence of Bernoulli trials, îēt $\dot{U}_{n}$ be the probability of an even númber of successes. Prove the recursion formula

$$
U_{n}=q U_{n-1}+\left(1-U_{n-1}\right) p
$$

From that's derive the generating function and hence the explicit formula for $\dot{U}_{n}$.
(b) A"series of independent Bernoullit trials is performed until anuuninterrupted run of $r$ successes is obtained for the first time where $r$ is a given positive integer. Assuming that the probability of a success in any trial is $p_{1}=1-q$; show that the probability generating function of the nuumber of trials is

$$
F(s)=\frac{p^{r} s^{r}(1-p s)}{1-s+q p^{r} s^{r+1}}
$$

## ADDITIONAL EXERCISES ON CHPATER VI

1. (a) A horizontal line of length ' 5 ' units is divided into two parts.If the first part is ot length $X$, find $E(X)$ and $E[X(5-X)]$ :
(b) Show that

$$
E(X-\mu)^{3}=E\left(X^{3}\right)-3 \mu \sigma^{2}-\mu^{3}
$$

where $\mu$ and $\sigma^{2}$ are the meari and variance, of $X$ respectively.
2. (a) Two players $A$ and $B$ alternately roll a pair of fạir dice. $A$ wins if he gets six points before $B$ gets seven points and $B$ wins if he gets seven points before $A$ gets six points. If $A$ takes the first turn, find the probability that $B$ wins and the expected number of trials, for $A$ to win.
(b) A box contains $2^{n}$ tickets among which ${ }^{n} C_{i}$ tickets bear the numbers $i\left(i=0,1,2, \ldots, n^{\prime}\right)$. A group of $m$ tickets is drawn. Let $S$ denote the sum of their numbers. Find the expectation and variance of $S$.

Ans. $\frac{1}{2} m n, \frac{1}{4} m n-\left\{m n(m-1) / 4\left(2^{n}-1\right)\right\}$
3. In an objective type examination, consisting of 50 questions, for each question there are four answers of which only one is correct. A candidate scores 1 if he picks, up the correct answer and $-1 / 3$ otherwise. If a candidate makes only a randonn choice in respect of each of the 50 questions, find his expected score and the variance of his score.
4. (a) A florist, in order to satisfy the needs of a number of regular and sophisticated customers, stocks a bighly perishable flower. A dozen flowers cost Rs. 3 and sell for Rs. 10. Any flowers not sold the day they are stocked are worthless. Demand in dozens of flowers is as follows :

| Demand | 0 | 1 | 2 | $3^{\prime}$ | $4^{\prime}$ | 5 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Probability | 0.1 | 0.2 | 0.3 | 0.2 | 0.1 | 0.1 |

(i) How many flowers should the florist stock daily in order to maximise the expected value of his net profit ?
(ii) Assuming that failure to satisfy any one customer's request will result in fưure lost profits amounting to Rs. $5 \cdot 10$ (goodwill cost), in: addition to the lost profit on the immediate sale, how many flowers should the florist stock?
(iii) What is the smallest goodwill cost of stocking five dozen flowers?

Hint. For $i=0,1,2,3,4,5$, $\operatorname{let} X_{i}$. be the random variable giving the florist's net profit, when he decidês to stock ' $i$ ' dozen flowers. Determine the probability function for each and the mean of each and pick up that " $i$ ' for which it is.maximum.

Ans. (i) 3 dozen, (ii) 4 dozen and (iii) Rs. 2
5. Consider a sequence of Bernoulli trials with a constant probability $\boldsymbol{p}$ of success in a single trial. Let $X_{\boldsymbol{k}}$ denote the number of failures following the ( $k-1$ )th a ind preceding the $k$ th success, and let $S_{r}=\sum_{k=1}^{r} X_{k}$.

Derive the probability distribution of $\boldsymbol{X}_{\boldsymbol{k}}$. Hence derive the probability distribution of $S_{r .}$ Find $E\left(S_{r}\right)$ and $\operatorname{Var}\left(\dot{S}_{r}\right)$.
6. In the simplest type of weather forecasting - "rain" or"no rain" in the nexi 24 hours - suppose the probability of raining is $\dot{p}\left(>\frac{1}{2}\right)$, and that a forecasterscotes. a point if his forecast proves correct and zero otherwise. In making $n$ independent! forecasts of this type, a forecaster, who has no genuine ability, predicts "ra in" with probability $\lambda$ and "ño rain" with probability ( $1-\lambda$ ). Prove ṭhat the probabiliky of the forecast being correct for any one day is

$$
[1-p+(2 p-1) \lambda]
$$

Hence derive the expectation of the total score ( $S_{n}$ ) of the forecaster for the $n$ days, and show that this attains its maximum value for $\lambda=1$. Also, prove that

$$
\operatorname{Var}\left(S_{n}\right)=n[p-(2 p-1) \lambda][1-p+(2 p-1) \lambda]
$$

and thereby deduce that, for fixed $m$, this variance is maximum for $\lambda=\frac{1}{2}$.
-Hint.

$$
P\left(X_{i}=1\right)=1-P\left(X_{i}=0\right)=p \lambda+q(1-\lambda), S_{n}=\sum_{i=1}^{n} X_{i},
$$

and the $X_{i} s$ being independent, the stated results follow.
7. In the simplest type of weather forecasting - rain or no rain in the next 24 hours - suppose the probability of raining is $p\left(>\frac{1}{2}\right)$, and that a forecaster scores a point if his forecast proves correct and zero othẹrwise. In making $\underset{n}{n}$ indiependent forecasts of this type, a forecaster who has no genuine ability decides to allocate at random $r$ days to a "rain" forecast and the rest to "no rain". Find. the expectation of his total score $\left\{S_{n}\right\}$ for the $n$ days and show that this attains its maximum value for $r=n$. What is the variance, of $S_{n}$ ?

Hint. Let $X_{i}$ be a random variable such that

$$
\begin{aligned}
X_{i} & =1 \text { if forecast is correct for ith day } \\
& =0 \text { if forecast is incorreci for ith day, }(i=1,2, \ldots, n)
\end{aligned}
$$

Then

$$
P\left(X_{i}=1\right)=\frac{r}{n}, P\left(X_{i}=0 j=1-\frac{r}{n}=\frac{n-r}{n}\right.
$$

$$
\therefore \quad E\left(X_{i}\right)=p\left(\frac{r}{n}\right)+q\left(\frac{n-r}{n}\right) \text { and } S_{n}=\sum_{i=1}^{n} X_{i}
$$

Büt the $X_{i}$ ' $s$ are corrielated random variables, so that for $i=j$,
$E\left(X_{i} X_{j}\right)=P\left(X_{i}=i \cap X_{j}=1\right)$

$$
\begin{aligned}
& =p \cdot \frac{r}{n}\left[p\left(\frac{r-1}{n-1}\right)+q\left(\frac{n-r}{n-1}\right)\right] \\
& \quad+q\left(\frac{n-r}{n}\right)\left[p\left(\frac{r}{n-1}\right)+\bar{q}\left(\frac{n-r-1}{n-1}\right)\right]
\end{aligned}
$$

Hence $E\left(S_{n}\right)=n p-(n-r)(p-q)<n p$. for $p>q$ and,$V\left(S_{n}\right)=n p q$.
8. Lét $n_{1}$ letters ' $A$ ' and $n_{2}$ letters ' $B$ ' be arranged at random in a sequence. A run is a succession of like letters preceded and followed by-none or an unlike letter. Let $W$ be the total number of runs of ' $A$ ' $s$ and ' $B$ ' $s$. Obtain expressions for Prob $\{W=r\}$, where $r$ is a given positive even integer and also whẹ $r$ is odd.

Compute the expectation of $W$.
9. An urn contains $K$ varieties of objects in equal numbers. The objects are drawnone at a time and replaced before the nexit drawing. Show that the probability that $n$ and no less drawings will be required to produce objects of all varieties is

$$
\sum_{r=0}^{k-1}(-1)^{r k-1} C_{r}\left(\frac{\breve{k}-1-r}{k}\right)^{n-1}
$$

Hence or otherwise, find the expected number of drawings in a simple form.
10. An urn contains $a$ white and $b$ black balils. After $a$ ball is drawn, it is to be returned to the urn if it is white, but if it is black, it is to be replaced by a white ball from another urn. Show that the probability of drawing a white ball after the foregoing operation has been repeated $x$ times is

$$
1-\frac{b}{a+b}\left(i-\frac{1}{a+b}\right)^{x}
$$

11. A box contains $k$ varieties of objects, the number of objects of each variety being.the same. These objects are drawn one at a time and put back before the next drawing. Denoting by $n$ the smallest number of drawings which produce objects of all varieties, find $E(n)$ and $V(n)$.
12. There is a lot of $N$ objects from which objects a re taken at random one by one with replacement. Prove.that the expected value and variance of the least number of drawings needed to get $\boldsymbol{n}$ different objects are respectively given by

$$
\begin{aligned}
& N\left[\frac{1}{N}+\frac{1}{N-1}+\ldots+\frac{1}{N-n+1}\right] \\
& N\left[\frac{1}{(N-1)^{2}}+\frac{2}{(N-2)^{2}}+\ldots+\frac{n-1}{(N-n+1)^{2}}\right]
\end{aligned}
$$

13. A large population consits of equal number of individuals of $c$ different types. Individuals a re drawn at random one by one until at leasts one individual of each type has been found, whe reupon sampling ceases. Show that the mean number of individuals in the sample is

$$
c^{\prime}\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{c}\right)
$$

and the variance of the number is

$$
c^{2}\left(1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots+\frac{1}{c^{2}}\right)-c\left(1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{c}\right)
$$

14. (a) A poinṭ $P$ is tạken at rànḍom in a line $A B$ of length $2 a$, al! positions of the point being equally likely. Show that the expected value of the area of the rectangle $A \dot{P} . A B$ is $2 a^{2} / 3$ and the probability of the area exceeding $a^{2} / 2$ $1 / \sqrt{2}$.
(b) A point is chosen at random on a circle of radius $a$. Show that the expectation of its distance from another fixed point also on the circle is $4 a / \pi$.
(c) Two points $P$ and $Q$ are selected at random in a square of side $a$. Prove that

$$
E\left(|P Q|^{2}\right)=a^{2} \cdot / 3
$$

15. If the rools $x_{1}, x_{2}$ of the equation $x^{2}-a x+b=0$ are real and $b$ is positive but otherwise unknown, prove that

$$
E\left(x_{i}\right)=\frac{1}{6} a \text { and } E\left(x_{2}\right)=\frac{5}{6} a
$$

16. (Banach's Match-box Problem). A certain mathematician always carries two match boxes (initially containing $N$ match-sides). Each time he wants a match-stick, he selects a box at random, inevitably a moment comes when he finds
a box empty. Show that the probability that there are exactly $r$ match-sticks in one box when the other box becomes empty is

$$
{ }^{2 N-r} C_{N} \times \frac{1}{2^{2 N-r}}
$$

Prove also that the expected number of matches is

$$
{ }^{2 N} C_{N} \times \frac{2 N+1}{2^{2 N}}-1
$$

17. $n$ couples procrete independetnly with no limits on fàmily sizze. Births are single and independent and for the ith couple, the probability of a baby is $p_{i}$. The sex ratio $S$ is defined as

$$
S \equiv \frac{\text { Mean number of all boys }}{\text { Mean number of all children }}
$$

Show that if all couples,
(i) Stop procreating on the birth of a boy, then

$$
S=n / \sum_{i=1}^{n} \frac{1}{p^{i}}
$$

(ii) Stop procreating on birth of a girl, then

$$
-r \quad S=1 .-\left[n / \sum_{i=1}^{n} \frac{1}{q^{i}}\right], \text { where } q_{i}=1-p_{1}
$$

(iii) Stop procreating when they have children of both sexes, then

$$
S=\left[\sum_{i=1}^{n} \frac{1}{q_{i}}-\sum_{i=1}^{n} p_{i}\right] /\left[\sum_{i=1}^{n} \frac{1}{p_{i} q_{i}}-n\right]
$$

18. Show that if $X$ is a random variable such that $P(a \leq X \leq b)=1$, then $E(X)$ and $\operatorname{Var}(X)$ exist, and $a \leq E(X) \leq b$ and $\operatorname{Var}(X) \leq(b-a)^{2} / 4$.
19. $(X, Y)$ is a two-dimensional discrete random variable with the possible values 0 and 1 for $X$, and also 0 and $-1^{-}$for $Y$, and with the joint probabilities given by

|  |  |  |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 1 |
| 1 | $p_{00}$ | $p_{10}$ |

Find the characteristic functions $\psi_{1}(t), \psi_{2}^{\prime}(t)$ and $\xi^{\prime}\left(t_{1}, t_{2}\right)$ for $X, Y$ and $(X, Y)$ respectively and show that $\psi\left(t_{1}, t_{2}\right)=\psi_{1}\left(t_{1}\right) \psi_{2}\left(t_{2}\right)$ when $p_{00} p_{11}=p_{01}$ p. 10 ו.
20. For a given sequence $\left\{X_{n}\right\}$ of r.v.'s,

$$
\varphi_{n}\left(t, X_{n}\right)=(\sin n t) / n t,
$$

determine the distribution function of $X_{n}$. Hence show that even though the sequence of characteristic functions $\varphi_{n}(t)$ converges to a limit $\varphi(t)$, the sequence of distribution functions does not converge to a distribution function. What is the condition that is violated here?
[Indian Civil Services, 1984]
21. Two continuous variates $X$ and $Y$ have a joint p.d.f: with a joint characteristic function $\varphi\left(t_{1}, t_{2}\right)$ : If $g_{X}(x)$. is the marginal density, show that $\mu_{r}^{\prime}(x)$, the $r$ simple moment for the conditional distribution of $Y$ given $X=x$, satisfies the equation

$$
\mu_{r}^{\prime}(x) \cdot g(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\partial^{\prime} \phi\left(t_{1}, 0\right)}{\partial t_{2}^{\prime}} e^{-i t_{1} x} d t_{1}
$$

[Indian CivilServices, 1987]
22. Prove that the real part of a characteristic functioncis again a characteristic function. Prove further that if $\psi_{1}(t)=a_{1}(t)+i b_{1}(t)$ and $\psi_{2} \cdot(t)=a_{2}(t)+$ ib2 $(t)$ are characteristic functions, then $a_{1}(t) a_{2}(t)-b_{1}(t) b_{2}(t)$ is a chàractèristic function.
23. Show that for a ny distribution

$$
\int_{-\infty}^{\infty}\left(1-\frac{x^{2}}{t^{2}}\right) d F(x) \leq \int_{-t}^{1} d F(x)
$$

and hence deduce $P[|X-E(X)|>k \sigma] \leq \frac{1}{k^{2}}$, where $k>0$ and $\operatorname{Var}(X)=\sigma^{2}$.
24. (a) Let $X$ be a random variable with moment generaung tunction $M(t),-h<t<h$. Prove that

$$
P(X \geq a) \leq e^{-a t} M(t), 0<t<h
$$

and that

$$
P(X \leq a) \leq e^{-a t} M(t),-h<t<0 .
$$

(b) Let $f(x, y)=x e^{-x(y+1)} ; x>0, y>0$

$$
=0 \text {, elsewhere }
$$

Fird moment generating function of $Z=X Y$.
Hint. $M_{X Y}(t)=\int_{0}^{\infty} \int_{0}^{\infty} e^{t x y} f(x, y) d x d y$

$$
\begin{aligned}
& =\int_{0}^{\infty}\left[x e^{-x}\left\{\int_{0}^{\infty} e^{-(1-t) x y} d y\right\}\right] d x ; 1-t>0 \\
& =\int_{0}^{\infty} x e^{-x} \frac{1}{(1-t) x} d x-\frac{1}{1-t} ; t<1 .
\end{aligned}
$$

25. The probability of obtaining a 6 with a biased die is $p$, where $(0<p<1)$. Three players $A, B$ and $C$ roll this die in order, $A$ starting. The first
one to throw a 6 wins. Find the probability of winning for $A, B$ and $C$.
If $X$ is; a random variable which takes the value $r$ if the game finishes at the $r$ th throw, determine the probability generating function of $X$ and hence, or otherwise, evluate $E(X)$ and $\operatorname{Var}(X)$.

Hint. Probabilities for the wins of $A, B$ and $C$ are $p /\left(1 \mapsto q^{3}\right)$, $p q\left(1-q^{3}\right)$ and $p q^{2} /\left(1-q^{3}\right)$ respectively.

$$
P(X=r)=p q^{-1}, \text { for } r \geq 1
$$

The probability generating function of $X$ is $P(s)=p s /(1-q s)$,
whence $\quad E(X)=1 / p$ and $\operatorname{Var}(X)=1 / q p^{2}$.
26. Define convergençe in probability. Let $X_{1}, X_{2}, \ldots$ be i.i.d. variates with $f(x)=e^{-(x-1)}, x \geq 1$. Show that $Y_{n} \rightarrow 1$ in probability where $Y_{n}=\operatorname{Min}\left(X_{k}\right) ;$ $1 \leq k \geq n$.
(Indian Civil Services, 1982)
27. Let $\left\{X_{n}, n=1,2, \ldots \mid\right.$ be a sequence of standardised variates and Corr $\left(X_{m}, X_{n}\right)=\exp [-|m-n| \alpha], \alpha>0$ and $m \neq n$. Show that W.L.L.N. holds fọr this sequence. $\quad$ (Indian Cịvil Services, 1988)
28. From the probability generating function (p.g.f.) of two random variables $X$ and $Y$ given by

$$
P(s, t)=\exp [-\lambda-\mu-b+\lambda s+\mu t+b s t]
$$

(i) obtain the marginal p.g.f.'s and identify them,
(ii) obtain the p.g.f. of $X+Y$ and $P(X+Y)=0$, and
(iii) interpret the case $b=0$.

## CHAPTER SEVEN

## Theoretical Discrete Probability

## Distributions

7.0. Introduction. In the previous chapters we have discussed in detail the frequency distributions. In the present chapter we will discuss theoretical discrete distributions in which variables are distributed according to some definite probability law which can be expressed mathematically. The present study will also enable us to fit a mathematical model or a function of the form $y=p(x)$ to the observed data.

We have already defined distribution function, mathematical expectation, m.g.f., characteristic function and moments. This prepares us for a study of theoretical distributions. This chapter is devoted to the study of univariate (except for the multinomial) distributions like Binomial, Poisson, Negative binomial Geometric, Hypergeometric, Multinomial and Power-series distributions.
7.1. Bernoulli Distribution. A random variable $X$ which takes two values 0 and 1 , with probabilities $q$ and $p$ respectively, i.e., $P(X=1)=p$, $P(X=0)=q, q=1-p$ is called a Bernoulli variate and is said to have a Bernoulli distribution.

Remark. Sometimes, the two values are $+1,-1$ instead of 1 and 0
$\mathbf{7 \cdot 1 \cdot 1}$. Moments of Bernoulli distribution. The $r^{\prime / h}$ moment about origin is

$$
\begin{align*}
& \mu_{r}^{\prime}=E\left(X^{r}\right)=0^{r} \cdot q+\mathrm{I}^{r} \cdot p=p ; r=1,2, \ldots \\
& \mu_{1}^{\prime}=E(X)=p, \mu_{2}^{\prime}=E\left(X^{2}\right)=p \\
& \mu_{2}=\operatorname{Var}(X)=p-p^{2}=p q .
\end{align*}
$$

The m.g.f. of Bernoulli variate is given by :

$$
M_{X}(t)=e^{0 \cdot t} \times P(X=0)+e^{1 t} \cdot P(X=1)=q+p e^{t}
$$

Remark. Degenerate Random Variable. Sometimes we may come across a variate $X$ which is degenerate at a point ' $c$ ', say, so that : $\dot{P}(X=c)=1$ and $=0$ otherwise, i.e., the whole mass of the variable is concentrated at a single point ' $c$ '.

$$
\text { Since } P(X=c)=1, \operatorname{Var}(X)=0 \text {; }
$$

Thus a degenerate r.v. $X$ is characterised by $\operatorname{Var}(X)=0$.
M.g.f. of degenerate r.v. is given by
$M_{X}(t)=E\left(e^{t X}\right)=e^{t c} P(X=c)=e^{c t}$
7.2. Binomial Distribution. Binomial distribution waş discopered by James Bernoulli (1654-1705) in the year 1700 and was first published posthumously in 1713, eight years after his death). Let a random experiment be performed repeatedly and let the occurrence of an event in a.trial be called a success and its non-occurrence a failure. Consider a set of $n$ independent Bernoullian trials ( $n$
being finite), in which the probability ' $p$ ' of success in any trial is constant for each trial. Then $q=1-p$, is the probability of failure in any trial.

Tie probability of $x$ successes and consequently ( $n-x$ ) failures in $n$ inde. pendent trials, in a specified order (say) SSFSFFFS..FSF (where $S$ represents success and $F$ failure) is given by the compound probability theorem by the expression:
$P(S S F S F F F S . . . F S F)=P(S) P(S) P(F) P(S) P(F) P(F) P(F) P(S) \times$

$$
\ldots \times P(F) P(S) P(F)
$$

$$
\begin{aligned}
& =p \cdot p \cdot q \cdot p \cdot q \cdot q \cdot q \cdot p \ldots q \cdot p \cdot q \\
& =p, p^{\prime} \ldots \cdot p \quad q \cdot q \cdot q \ldots . q \quad=p^{x} \cdot q^{n-x} \\
& \left.{ }_{1} \boldsymbol{x} \text { factors }\right] \quad[(n-x) \text { factors; }
\end{aligned}
$$

-But $x$ successes in $n$ trials can ocrur in $\binom{n}{x}$ :ways and the probability for each of these ways is $p^{x} q^{n-x}$. Hence the probability of $x$ successess in $n$ trials in any order whatsoèvet is given by the addition theorem of prọbability by the expression:

$$
\binom{n}{x} p^{x} q^{n-x}
$$

The probability distribution of the number of successes, so.oblained is called' the Binomial probability distribution, for the obvious reason that the probabilities. of $0,1,2, \ldots, n$ successes, viz.,
$q^{n},\binom{n}{1} q^{n-1} p,\binom{n}{2} q^{n-2} p^{2}, \ldots, p^{n}$, are the successive terms of the binomial expansion $(q+p)^{n}$.

Definition. A random variable $X$ is said to follow binomial distribution if it assumes only non-negative values and its'probability mass function is given by

$$
P(X=x)=p(x)=\left\{\begin{array}{l}
\binom{n}{x} p^{x} q^{n-x} ; x=0.1,2, \ldots, n ; q=1-p  \tag{7•2}\\
0, \text { otherwise }
\end{array}\right.
$$

- The two independent constants $n$ and $p$ in the: distribution, ape known as the parameiers of the distribution. ' $n$ ' is also, sometimes, known as the degree of the, binomial distribution.

Binomial distribution is a discrete distribution as $X$ can take only the integralf values, viz., $0,1,2, \ldots, n$. Any varjable which follows binomial distribution is known as binomial varzate.

We shall use the notation $X \sim B(n, p)$ to denote that the random variable $X_{d}$ follows binomial distribution with parameters $n$ and $p$,

The probability $p(x)$ in $(7 \cdot 2)$ is also sometimes denoted by $b(x, n, p)$.
Rêmarks 1. This asṣigginnent of probabilities is permissible because

$$
\sum_{x=0}^{n^{\prime}} p(x)=\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x}=(q+p)^{n}=1
$$

2. Let us suppose that $n$ trials constitute an experiment. Then if this experiment is repeated $N$ times, the frequency function of the binomial distribution is given by

$$
\begin{equation*}
f(x)=N p(x)=N\binom{n}{x} p^{x} q^{n-x} ; x=0,1,2, \ldots, n \tag{7.3}
\end{equation*}
$$

and the expected frequencies of $0,1,2, \ldots, n$ successes are the successive terms of the binomial expansion, $N(q+p)^{n}, q+p=1$.
3. Binomial distribution is important not only because of its wide applicability, but because it gives rise to many other probability distributions. Tables for $p(x)$ are available for various v̌alues of $n$. and" $p$.
4. Physical conditions for Binomial Distribution. We get the binomial' distribution under the following experimental-conditions.
(i) Each trial results in two mutually disjoint outcomes, termed as success and failure.
(ii) The number of trials ' $n$ ' is finite.
(iii) The trials are independent of each other.
(iv) The probability of successs ' $p$ ' is constant for each trial.

The problems relating to tossing of a coin or throwing of dice or drawing cards from a pack of cards with replacement lead to binomial probabability distribution.

Example 7-1.. Ter coins are thrown simultaneously. Find the probability of getting at least seven heaus.

Solution. $\quad p=$ Probability of getting a head $=: \frac{1}{2}$

$$
q=\text { Probability of not getting a head }=\frac{1}{2}
$$

The probability of getting $x$ heads in a random throw of 10 coins is

$$
p(x)=\binom{10}{x}\left(\frac{1}{2}\right)^{x}\left(\frac{1}{2}\right)^{10-x}=\binom{10}{x}\left(\frac{1}{2}\right)^{10} ; x=0,, 2, \ldots, 10
$$

$\therefore$ Probability of getting at least seven; heads is given by.

$$
\begin{aligned}
P(X \geq 7) & =p(7)+p(8)+\dot{p}(9)+p(10) \\
& =\left(\frac{1}{2}\right)^{10}\left\{\binom{10}{7}+\binom{10}{8}+\binom{110 ;}{9}+\binom{10}{10}\right\} \\
& =\frac{120+45+10+1}{1024}=\frac{176}{1024} .
\end{aligned}
$$

Example 7.2. A and B play a game in which their chl! ances of winning are in the raitio $3: 2$. Find $A$ 's chance of winning at least three games out of the five games playẹ́d.
[Burdwan Üniv. B.Sc. (Hons.), 1993]
Solution. Let $p$ be the probability that ' $A$ ' wịns the game. Then we are given $p=3 / 5^{\circ} \Rightarrow q=1-p=2 / 5$.
'Hence, by binomial pröbability law, the probability that out of 5 games' played, $A$ wins ' $r$ ' games is given by :

$$
P(X=r)=p(r)=\binom{5}{r} \cdot(3 / 5)^{r}(2 / 5)^{5-r} ; r=0,1,2, \ldots, 5
$$

The required probability that ' $A$ ' wins at least three games is given by :

$$
\begin{aligned}
P(X \geq 3) & =\sum_{r=3}^{5}\binom{5}{r} \frac{3^{r} \cdot 2^{5-r}}{5^{5}} \\
& =\frac{3^{3}}{5^{5}}\left[\binom{5}{3} 2^{2}+\binom{5}{4} \cdot 3 \times 2+1.3^{2} \times 1\right]=\frac{27 \times(40+30+9)}{3125}=0.68
\end{aligned}
$$

Example 7.3. If $m$ things are distributed among ' $a$ ' men and ' $b$ ' women, show that the probability that the number of things received by men is odd, is

$$
\frac{1}{2}\left[\frac{(b+a)^{m}-(b-a)^{m}}{(b+a)^{m}}\right]^{\top}
$$

(Nagpur Univ B.Sc., 1989, '93)
Solution. $\quad p=$ Probability that a thing is received by $\operatorname{man}=\frac{a}{a+b}$, then $q=1-p=1-\frac{a}{a+b}=\frac{b}{a+b}$, is the probability that a thing is received by woman.

The probability that out of $m$ things exactly $x$ are received by men and the rest by women, is given by

$$
p(x)={ }^{m} C_{x} p^{x} q^{m-x} ; x=0,1,2, \ldots, m
$$

The probability $P$ that the number of things received by men is odd is given by
$P=p(1)+p(3)+p(5)+\ldots={ }^{m} C_{1} \cdot q^{m-1} \cdot p+{ }^{m} C_{3} \cdot q^{m-3} \cdot p^{3}+{ }^{m} C_{5} \cdot q^{m-5} \cdot p^{5}+\ldots$
Now
$(q+p)^{m}=q^{m}+{ }^{m} C_{1} \cdot q^{m-1} \cdot p+{ }^{m} C_{2} \cdot q^{m-2} p^{2}+{ }^{m} C_{3} \cdot q^{m-3} \cdot p^{3}+{ }^{m} C_{4} \cdot q^{m-4} \cdot p^{4}+\ldots$ and
$(q-p)^{m}=q^{m}-{ }^{m} C_{1} \cdot q^{m-1} \cdot p+{ }^{m} C_{2} \cdot q^{m-2} \cdot p^{2}-{ }^{m} C_{3} \cdot q^{m-3}: p^{3}+{ }^{m} C_{4} \cdot q^{m-4} \cdot p^{4}-\ldots$
$\therefore \quad(q+p)^{m}-(q-p)^{m}=2\left[^{m} C_{1} \cdot q^{m-1} \cdot p+{ }^{m} C_{3} \cdot q^{m-3} \cdot p^{3}+\ldots\right]=2 p$
But

$$
q+p=1 \text { and } q-p=\frac{b-a}{h+a}
$$

$$
\therefore \quad 1-\left(\frac{b-a}{b+a}\right)^{m}=2 P \Rightarrow P=\frac{1}{2}\left[\frac{(b+a)^{m}-(b-a)^{m}}{(b+a)^{m}}\right]
$$

Example 7.4 An irregular six faced die is thrown and the expectation that in 10 throws it will give five even numbers is twice the expectation that it will; give four even numbers. How many times in 10,000 sets of 10 throws each, would. you expect it to give no even number.
(Gujarat Univ. B.Sc. 1988)
Solution. Let $p$ be the probability of getting an even number in a throw. of a die. Then the probability of getting $x$ even numbers in ten throws of a die is

$$
P(X=x)=\binom{10}{x} p^{x} q^{10-x} ; x=0,1,2 \ldots 10
$$

We are given that

$$
\begin{aligned}
& P(X=5)=2 P(X=4) \\
& \text { i.e., } \quad\binom{10}{5} p^{5} q^{5}=2\binom{10}{4} p^{4} q^{6} \\
& \Rightarrow \quad \frac{10!p}{5!5!}=2 \frac{10!q}{4!6!} \\
& \Rightarrow \quad \frac{p}{5}=\frac{2 q}{6}=\frac{q}{3} \\
& \therefore 3 p=5 q=5(1-p) \Rightarrow 8 p=5 \Rightarrow p=5 / 8 \text { and } q=3 / 8 \\
& \therefore \quad P(X=x)=\binom{10}{x}\left(\frac{5}{8}\right)^{x}\left(\frac{3}{8}\right)^{10-x}
\end{aligned}
$$

Hence.the required number of times that in 10,000 sets of 10 throws each, we get no even number

$$
=10,000 \times P(X=0)=10,000 \times\left(\frac{3}{8}\right)^{10}=1 \text { (approx.) }
$$

Example 7.5 In a precision bombing attack there is a $50 \%$ chance that any one bomb will strike the target. Two direct hits are required to destroy the target completely. How many bombs must be dropped to give a $99 \%$ chance or better of completely destroying the target? [Gauhati Univ. M.A., 1992]

Solution. We have :
$p=$ Probability that the bomb strikes the target $=50 \%=\frac{1}{2}$. Let $n$ be the number of bombs. which should be dropped to ensure $99 \%$ chance or better of completely destroying the target. This implies that "probability that out of $n$ bombs, at least two strike the target, is greater than $0.99^{\prime \prime}$.

Let $X$ be a r.v. representing the number of bombs striking the target. Then $X \sim B_{\backslash}\left(n, p=\frac{1}{2}\right)$ with

$$
\begin{align*}
& p(x)=P(X=x)=\binom{n}{x}\left(\frac{1}{2}\right)^{x}:\left(\frac{1}{2}\right)^{n-x}=\binom{n}{x}\left(\frac{1}{2}\right)^{n} ; x=0,1, \cdots, n \\
& \text { We should have : } \\
& P(X \geq 2) \geq 0.99 \\
& \Rightarrow \quad[1-P(X \leq 1)] \geq 0.99 \\
& \Rightarrow \quad[1-|p(0)+p(1)|] \geq 0.99 \\
& \Rightarrow \quad 1-\left\{\binom{n}{0}+\binom{n}{1}\right\}\left(\frac{1}{2}\right)^{n} \geq 0.99 \\
& \Rightarrow \quad 0.01 \geq \frac{1+n}{2^{n}} \Rightarrow 2^{n} \times(0.01) \geq 1+n \\
& \Rightarrow \quad 2^{n} \geq 100+100 n \tag{}
\end{align*}
$$

By trial method, we find that the inequality, (*) is satisfied by $n=11$. Hence the minimum number of bombs needed to destroy the target completely is 11.
-Example 7. 6. A department in a works has 10 machines which may need adjustment from time to time during the day: Three of these machines are old, each having a probability of $1 / 11$ of needing adjustment during the day, and 7 are new, having corresponding probabilities of $1 / 21$.

Assuming that no machine needs adjustment twice on the same day, deter. mine the probabilits that on a particular day
(i) just 2 old and no new machines need adjustment.
(ii) If just 2 machines need adjustment, they are of the same type.
(Nagpur Univ. B.E., 1989)
Solution. Let $p_{1}=$ Probability that an old machine needs adjustment

$$
=1 / 11
$$

$\therefore \quad q_{1}=1-p_{1}=10 / 11$
and $\quad p_{2}=$ Probability that a new machine needs adjustment $=1 / 21$

$$
q_{2}=1-p_{2}=20 / 21
$$

Then $P_{v} P_{i}(r)=$ Probability that ' $r$ ' old machines need adjustment

$$
={ }^{3} C_{r} p_{1}^{r} q_{1}^{3-r}={ }^{3} C_{r}(10 / 11)^{3-r}(1 / 11)^{r}
$$

and $\dot{P}_{2}(r)=$. Probability that ' $r$ ' new machine need adjustment

$$
={ }^{7} C_{r} p_{2}^{r} q_{2}^{7-r}={ }^{7} C_{r} \cdot(1 / 21)^{r}(20 / 21)^{7-r}
$$

(i) The probability that just two old machines and no new machine need adjustment is given (by the compound probability theorem) by the expression:

$$
P_{1}(2) \cdot P_{2}(0)={ }^{3} C_{2}(1 / 11)^{2} \cdot(10 / 11):(20 / 21)^{7}=0.016
$$

$\because$ (ii) Similarly the probability that just 2 new machines and no old machine nieed adjustment is -

$$
\dot{P}_{1}(0) \cdot P_{2}(2)=(10 / 11)^{3} \cdot{ }^{7} C_{2}(1 / 21)^{2 i} \cdot(20 / 21)^{5}=0: 028
$$

$\because$ The probability that "If just two machines need adjustment, they àre of the same type" is the same as the probability that "either just 2 old and no new or just .2 new and no old machines need adjustment".
$\therefore$ Required probability $=0.016+0.028=0.044$
7.2.1 Moments. The first four moments about origin of binomial disThibution are obtained as follows:

$$
\begin{aligned}
\because \mu_{1}^{\prime} & =E(X)=\sum_{x=0}^{n} x\binom{n}{x} p^{x} q^{n-x}=n p \sum_{x=1}^{n}\binom{n-1}{x-1} p^{x-1} q^{n-x} * \\
& =n p(q+p)^{n-1}=n p
\end{aligned}
$$

Thus the mean of the binomial distribution is. $n p$.

$$
\begin{aligned}
\binom{n}{x} & =\frac{n}{x} \cdot\binom{n-1}{x-1}=\frac{n}{x}: \frac{n-1}{x-1} \cdot\binom{n-2}{x-2} \\
& =\frac{n}{x} \cdot \frac{n-1}{x-1} \cdot \frac{n-2}{x-2}\binom{n-3}{x-3} ; \text { and'so on. }
\end{aligned}
$$

$$
\begin{aligned}
\mu_{2}^{\prime} & =E\left(X^{2}\right)=\sum_{x=0}^{n} x^{2}\binom{n}{x} p^{x} q^{n-x} \\
& =\sum_{x=0}^{n}|x(x-1)+x| \frac{n(n-1)}{x(x-1)} \cdot\binom{n-2}{x-2} p^{x} q^{n-x} \\
& =n(n-1) p^{2}\left[\begin{array}{l}
n \\
x=2
\end{array}\binom{n-2}{x-2} p^{x-2} q^{n-x}\right]+n p \\
& =n(n-1) p^{2}(q+p)^{n-2}+n p=n(n-1) p^{2}+n p \\
\mu_{3}^{\prime} & =E\left(X^{3}\right)=\sum_{x=0}^{n} x^{3}\binom{n}{x} p^{x} q^{n-x} \\
& =\sum_{x=0}^{n}\left\{x\left(x^{\prime}-1\right)(x-2)+3 x(x-1)+x\right\} p^{x} q^{n-x} \\
& =n(n-1)(n-2) p^{3} \sum_{x=3}^{n}\binom{n-3}{x-3} p^{x-3} q^{n-x} \\
& =n(n-1)(n-2) p^{3}(q+p)^{n-3}+3 n(n-1) p^{2}(q+p)^{n-2}+n p \\
& =n(n-1)(n-2) p^{3}+3 n(n-1) p^{2}+n p
\end{aligned}
$$

Similarly

$$
x^{4}=x(x-1)(x-2)(x-3)+6 x(x-1)(x-2)+7 x(x-1)+x
$$

Let $x^{4}=A x(x-1)(x-2)(x-3)+B x(x-1)(x-2)+C x(x-1)+x$
By giving to $x$ the values ${ }^{1} 1,2$ and 3 respectively, we find the values of arbitrary constants $A, B$ and $C$. Therefore,

$$
\begin{aligned}
\mu_{4}^{\prime} & =E\left(X_{1}^{4}\right)=\sum_{x=0}^{n} x^{4}\binom{n}{x} p^{x} p_{1}^{n-x} \\
& =n(n-1)(n-2)(n-3) p^{4}+6 n(n-1)(n-2) p^{3}+7 n(n-1) p^{2}+n p
\end{aligned}
$$

[On simplification]

## Central Moments of Binomial Distribution :

$$
\begin{aligned}
\mu_{2} & =\mu_{2}^{\prime}-\mu_{1}^{\prime}{ }^{2}=n^{2} p^{2}-n p^{2}+n p-n^{2} p^{2}=n p(1-p)=n p q \\
\mu_{3} & =\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2 \mu_{1}^{\prime 3} \\
& =\left\{n(n-1)(n-2) p^{3}+3 n(n-1) p^{2}+n p\right\}-3\left\{n(n-1) p^{2}+n p \mid n p+2(n p)^{3}\right. \\
& =n p\left[-3 n p^{2}+3 n p+2 p^{2}-3 p+1-3 n p q\right] \\
& =n p\left[3 n p(1-p)+2 p^{2}-3 p+1-3 n p q\right]
\end{aligned}
$$

$$
\begin{aligned}
& =n p\left[2 p^{2}-3 p+1\right]=n p\left(2 p^{2}-2 p+q\right)=n p q(1-2 p) \\
& =n p q[q+p-2 p]=n p q(q-p) \\
\mu_{4} & =\mu_{4}^{\prime}-4 \mu_{3^{\prime}} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4}=n p q[1+3(n-2) p q]
\end{aligned}
$$

[On simplification]
Hence

$$
\begin{align*}
\beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{n^{2} p^{2} q^{2}(q-p)^{2}}{n^{3} p^{3} q^{3}}=\frac{(q-p)^{2}}{n p q}=\frac{(1-2 p)^{2}}{n p q} \ldots(7 \cdot 4) \\
\beta_{2}=\frac{\mu_{1}}{\mu_{2}^{2}} & =\frac{n p q\{1+3(n-2) p q\}}{n^{2} p^{2} q^{2}} \doteq \frac{1+3(n-2) p q}{n p q}=3+\frac{1-6 p q}{n p q} \ldots(7 \cdot 5)  \tag{7.5}\\
\gamma_{1} & =\sqrt{\beta_{1}}=\frac{q-p}{\sqrt{n p q}}=\frac{1-2 p}{\sqrt{n p q}}, \gamma_{2}=\beta_{2}-3=\frac{1-6 p q}{n p q} \ldots(7 \cdot 5 a)
\end{align*}
$$

## Example 7.7. Comment on the following:

The mean of a binomial distribution is 3 and variance is 4'.
Solution. If the given binomial distribution bas parameters $n$ and $p$, then we are given
‘and

$$
\begin{align*}
\text { Mean } & =n p=3  \tag{}\\
\text { Vaṛance } & =n p q_{=}^{\prime}=4 \tag{}
\end{align*}
$$

Dividing ( ${ }^{* *}$ ) by ( ${ }^{*}$ ), we get $q=4 / 3$,
which is impossible, since probability cannot exceed unity. Hence the given statement is wrong.

Example 7.8. The mean and variance of binomial distribution are 4 and 4 respectively. Find $P(X \geq i)$.
(Sardar Patel Univ. B.Sc. 1993)
Solution. Let $X \sim B(n, p)$. Then we are given

$$
\begin{equation*}
\text { Mean }=E(X)=n p=4 \tag{*}
\end{equation*}
$$

and

$$
\operatorname{Var}(X)=n p q=\frac{4}{3}
$$

Dividing, we get

$$
q=\frac{1}{3} \quad \Rightarrow \quad p=\frac{2}{3}
$$

Substituting in (*), we get

$$
\begin{aligned}
n & =\frac{4}{p}=\frac{4 \times 3}{2}=6 \\
P(X \geq 1, & =1-P(X=0)=1-q^{n}=1-(1 / 3)^{6}=1-(1 / 729) \\
& =1-0.00137=0.99863
\end{aligned}
$$

Example 7. 9 If $X \sim B(n, p)$, show that :

$$
\left.E\left(\frac{X}{n}-p\right)^{2}=\frac{p q}{n} ; \operatorname{Cov}\left(\frac{X}{n}, \frac{n-X}{n}\right)=-\frac{p q}{n}\right)
$$

Solution. $\quad$ Since $X \sim B(n, p), E(X)=n p$ and $\operatorname{Var}(X)=n p q$
$\therefore \quad E\left(\frac{X}{n}\right)=\frac{1}{n} E(X)=p ; \operatorname{Var}\left(\frac{X}{n}\right)=\frac{1}{n^{2}} \cdot \operatorname{Var}(X)=\frac{p q}{n}$

$$
\begin{equation*}
E\left(\frac{X}{n}-p\right)^{2}=E\left[\frac{X}{n}-E\left(\frac{X}{n}\right)\right]^{2}=\overline{\operatorname{Var}}\left(\frac{X}{n}\right)=\frac{p q}{n} \tag{i}
\end{equation*}
$$

(ii) $\operatorname{Cov}\left(\frac{X}{n}, \frac{n-X}{n}\right)=E\left[\left\{\frac{X}{n}-E\left(\frac{X}{n}\right)\right\}\left\{\frac{n-X}{n}-E\left(\frac{n-X}{n}\right)\right\},\right]$

$$
=E\left[\left(\frac{X}{n}-p\right)\left\{\left(1-\frac{X}{n}\right)-(1-p)\right\}\right]
$$

$$
=E\left[\left(\frac{X}{n}-p\right)\left\{-\left(\frac{X}{n}-p\right)\right\}\right]
$$

$$
=-E\left(\frac{X}{n}-p\right)^{2}=-\operatorname{Var}\left(\frac{X}{n}\right)=-\frac{p q}{n}
$$

7.2.2 Recurrence Relation for the moments of Binomial Distributiori. (Renovsky Formula)

By def.,

$$
\mu_{r}=E \cdot\{X-E(X)\}^{r}=\sum_{x=0}^{n}(x-n p)^{r}\binom{n}{x} \dot{p}^{x} q^{n-x}
$$

Differentiating with respect to $p$, we get

Putting $r=1,2$ and 3 successively in (7.6), we get

$$
\begin{align*}
& \frac{d \mu_{r}}{d p}=\sum_{x=0}^{n}\binom{n}{x}\left[-n r(x-n p)^{r-1} p^{x} q^{n-x} .\right. \\
& \left.+(x-n p)^{r}\left\{x p^{x-1} q^{n-x}-(n-x) p^{x} q^{n-x-1}\right\}\right] \\
& =-n r \sum_{x=0}^{n}\binom{n}{x}(x-n p)^{r-1} p^{x} q^{n-x} \\
& +\sum_{x=0}^{n}\binom{n}{x}(x-n p)^{r} p^{x} q^{n-x}\left\{\frac{x}{p}-\frac{n-x}{q}\right\} \\
& =-n r \sum_{x=0}^{n}(x-n p)^{r-1} p(x)+\sum_{x=0}^{n}(x-n p)^{r} p(x) \frac{(x-n p)}{p q} \text {. } \\
& =-n r \sum_{x=0}^{n}(x-n p)^{r-1} p(x)+\frac{1}{p q} \sum_{x=0}^{n}(x-n p)^{r+1} p(x) \\
& \therefore \quad \frac{d \mu_{r}}{d p}=-n r \mu_{r-1}+\frac{1}{p q} \mu_{r+1} \\
& \Rightarrow \quad \mu_{r+1}=p q \cdot\left[n r \mu_{r-1}+\frac{d \mu_{r}}{d p}\right] \tag{7.6}
\end{align*}
$$

$$
\begin{aligned}
\mu_{2} & =p q\left[n \mu_{0}+\frac{d \mu_{1}}{d p}\right]=n p q . \quad\left(\because \mu_{0}=1 \text { and } \mu_{1}\right. \\
\mu_{3} & =p q \cdot\left[2 n \mu_{1}+\frac{d \mu_{2}}{d p}\right]=p q \cdot \frac{d(n p q)}{d p}=n p q \frac{d}{d p}\{p(1-p)\} \\
& =n p q \frac{d}{d p}\left(p-p^{2}\right)=n p q,(1-2 p)=n p q(q-p)
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{4} & =p q\left[3 n \mu_{2}+\frac{d \mu_{3}}{d p}\right]=/ p q\left[3 n \cdot n p q+\frac{d}{d p}\{n p q(q-p)\}\right] \\
& =p q\left[3 n^{2} p q+n \frac{d}{d p}\{p(1-p)(1-2 p)\}\right] \\
& =p q\left[3 n^{2} p q+n \frac{d}{d p}\left(p-3 p^{2}+2 p^{3}\right)\right] \\
& =p q\left[3 n^{2} p q+n\left(1-6 p+6 p^{2}\right)\right]=p q\left[3 n^{2} p q+n(1-6 p q)\right] \\
& =n p q[3 n p q+1-6 p q]=n p q[1+3 p q(n-2)]
\end{aligned}
$$

Example 7. 10 Show that the rth moment $\mu_{r}^{\prime}$ about the origin of the binomial distribution of degree $n$ is given by :

$$
\begin{equation*}
\mu_{r}^{\prime}=\left(p \frac{\partial}{\partial p}\right)^{r}(q+p)^{n} \tag{*}
\end{equation*}
$$

[Patna Univ. B.Sc. (Hons.), 1993]
Solution. We shall prove this result by using the principle of mathematical induction. We have

$$
\begin{aligned}
(q+p)^{n} & =\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x} \Rightarrow \frac{\partial}{\partial p}(q+p)^{n}=\sum_{x=0}^{n}\binom{n}{x} q^{n-x} x p^{x-1} \\
\because \perp \frac{\partial}{\partial p}(q+p)^{n} & =p \sum_{x=0}^{n}\binom{n}{x} q^{n-x} x p^{x-1}=\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x} x=\mu_{1}^{\prime}
\end{aligned}
$$

Thus the result (*) is true for $r=1$.
Let us now assume that the result (*) is true for $r=k$, so that

$$
\begin{equation*}
\left(p \frac{\partial}{\partial p}\right)^{k}(q+p)^{n}=\mu_{k}^{\prime}=\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x} x^{k} \tag{}
\end{equation*}
$$

Differentiate ( $\left(1_{1}^{*} \boldsymbol{*}\right)$ partially w.r. to $p$ and multiply both sides by $\boldsymbol{p}$ to get :

$$
\begin{aligned}
& p\left(\frac{\partial}{\partial p}\right)\left[\left(p \frac{\partial}{\partial p}\right)^{k}(q+p)^{n}\right]=\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x} x^{k+1}=E\left(X^{k+1}\right) \\
& \Rightarrow \quad\left(p \frac{\partial}{\partial p}\right)^{k+1}(q+p)^{n}=\mu_{k+1}^{\prime}
\end{aligned}
$$

Hence if the result (*) is true for $r=k$, it is also true for $r=k+1$. It is already shown to be true for $k=1$. Hence by the principle of mathematical induction, ( $(*)$ is true for all positive integral values of $r$.
7. 2. 3. Factorial Moments of Binomial Distribution. The rth factorial moment of the Binomial distribution is:

$$
\begin{aligned}
\mu(r)^{\prime} & =E\left\{X^{(r)}\right\}=\sum_{x=0}^{n} x^{(r)} p(x)=\sum_{x=0}^{n} x^{(r)} \frac{n!^{\prime}}{x!(n-x)!} p^{x} q^{n-x} \\
& =n^{(r)} p^{r} \sum_{x=r}^{n} \frac{(n-r)!}{(x-r)!(n-x)!} p^{x-r} q^{n-x}=n^{(r)} p^{r}(q+p)^{n-r} \\
& =n^{(r)} p^{r} \\
\mu(1)^{\prime} & =E\left\{X^{(1)}\right\}=n p=\operatorname{Mean} \\
\mu_{(2)^{\prime}} & =E\left\{X^{(2)}\right\}=n^{(2)} p^{2}=n(n-1) p^{2} \\
\mu(3)^{\prime} & =E\left\{X^{(3)}\right\}=n^{-(3)} p^{3}=n(n-1)(n-2) p^{3}
\end{aligned}
$$

Now $\mu_{(2)}=\mu_{(2)}{ }^{\prime}-\mu_{(1)^{\prime 2}}+\mu_{(1)^{\prime}}=n^{2} p^{2}-n p^{2}-n^{2} p^{2}+n p=n p q$

$$
\mu_{(3)}=\mu_{(3)^{\prime}}-3 \mu_{(2)^{\prime}} \mu_{(1)^{\prime}}+2 \mu_{(1)^{\prime}}{ }^{3}-2 \mu_{(1)^{\prime}}
$$

$$
=n(n-1)(n-2) p^{3}-3 n(n-1) p^{2} n p+2 n^{3} p^{3}-2 n p=-2 n p q(1+p)
$$

[On simplification]

### 7.2.4. Mean Deviation About Mean of Binomial Distribution.

 The mean deviation $\eta$ about the mean $n p$ of the binomial distribution is given by$$
\eta=\sum_{x=0}^{n}|x-n p| p(x)=\sum_{x=0}^{n}|x-n p|\binom{n}{x} p^{x} q^{n-x}
$$

( $x$ being an integer)

$$
\begin{aligned}
& =\sum_{x=0}^{n p}-(x-n p)\binom{n}{x} p^{x} q^{n-x}+\sum_{x=n p}^{n}(x-n p)\binom{n}{x} p^{x} q^{n-x} \\
& =2 \sum_{x=n p}^{n}(x-n p)\binom{n}{x} p^{x} q^{n-x} *
\end{aligned}
$$

$$
=2 \sum_{\mu}^{n}(x-n p)\binom{n}{-x} p^{x} q^{n-x}
$$

where $\mu$ is the greatèst integer contained in $n p+1$.

$$
\begin{aligned}
& =2 \sum_{\mu}^{n} \cdot\left[\{x q-(n-x) p\}\binom{n}{x} p^{x} q^{n-x}\right] \\
& \left.=2 \sum_{\mu}^{n}\left[\frac{n!}{(x-1)!(n-x!} p^{x} q^{n-x+1}-\frac{n!}{x!(n-x-1)!} p^{x+1} q^{n-x}\right]^{n}\right]
\end{aligned}
$$

$$
\begin{array}{lll}
* & \because & \sum_{x=0}^{n} x\binom{n}{x} p^{x} q^{n-x}=n p \\
& \Rightarrow & \sum_{x=0}^{n}(x-n p)\binom{n}{x} p^{x} q^{n-x}=0
\end{array}
$$

$$
\begin{aligned}
& =2 \sum_{x=\mu}^{n}\left[t_{x-1}-t_{x}\right], \text { where } t_{x}=\frac{n!}{x!(n-x-1)!} p^{x+1} q^{n-x} \\
& =2\left[t_{\mu-1}-t_{n}\right]^{-}=2 t_{\mu-1}
\end{aligned}
$$

This is obtained by summing over $x$ and using $t_{n}=0$

$$
\begin{align*}
\therefore \eta & =2 t_{\mu-1}=2 \frac{n!}{(\mu-1)!(n-\mu)!} \cdot p^{\mu} q^{\mu-\mu+1} \\
& =2 n p q\binom{n-1}{\mu-1} p^{\mu-1} q^{n-\mu} \tag{7...}
\end{align*}
$$

7.2.5. Mode of the Binomial Distribution. We have

$$
\begin{align*}
\frac{p(x)}{p(x-1)} & =\binom{n}{x} p^{x} q^{n-x} /\binom{n}{x-1} p^{x-1} q^{n-x+1} \\
& =\frac{n!}{(n-x)!x!} p^{x} q^{n-x} / \frac{n!}{(x-1)!(n-x+1)!} p^{x-1} q^{n-x+1} \\
& =\frac{(n-x+1) p}{x q}=\frac{x q+(n-x+1) p-x q}{x q} \\
& =1+\frac{(n+1) p-x(p+q)}{x q}=1+\frac{(n+1) p-x}{x q} \ldots(7
\end{align*}
$$

Mode is the value of $x$ for which $p(x)$ is maximum.
We discuss the following two cases :
Case 1. When $(n+1) p$ is not an integer
Let $(n+1) p=m+f$, where $m$ is an integer and $f$ is fractional such that $0^{\circ}<f<1$. Substituting in (7.9), we get

$$
\begin{equation*}
\frac{p(x)}{p(x-1)}=1+\frac{(m+f)-x}{x q} \tag{*}
\end{equation*}
$$

From ( ${ }^{*}$ ), it is obvious that

$$
\frac{p(x)}{p(x-1)}>1 \text { for } x=0,1,2, \ldots, m
$$

and $\quad \frac{p(x)}{p(x-1)}<1$ for $x=m+1, m+2, \ldots, n^{\prime}$
$\Rightarrow \quad \frac{p(1)}{p(0)}>1, \frac{p(2)}{p(1)}>1, \ldots, \frac{p(m)}{p(m-1)}>1$,

$$
\frac{p(m+1)}{p(m)}<1, \frac{p(m+2)}{p(m+1)}<1, \ldots, \frac{p(n)}{p(n-1)}<1,
$$

$\therefore p(0)<p(1)<p(2)<\ldots<p(m-1)<p(m)>p(m+1)>p(m+2)$

$$
>p(m+3) \ldots>p(n),
$$

Thus in this case there exists unique modal value for binomial distribution and it is. $m$, the integral part of $(n+1) p$.

Case II. When $(n+1) p$ is an integer.
Let $(n+1) p=m$ (an integer).
Substituting in (7.9), we get

$$
\begin{equation*}
\frac{p(x)}{p(x-1)}=1+\frac{m-x}{x q} \tag{**}
\end{equation*}
$$

From (**) it is obvious that

$$
\left.\frac{p(x)}{p(x-1)}\right\} \begin{aligned}
& >1 \text { for } x=1,2, \ldots, m-1 \\
& =1 \text { for } x=m \\
& <1 \text { for } x=m+1, m+2, \ldots, n
\end{aligned}
$$

Now proceeding as in case 1 , we have :
$p(0)<p(1)<\ldots<p(m-1)=p(m)>p(m+1)>p(m+2)>\ldots>p(n)$
Thus in this case the distribution is bimodal and the two modal values are $m$ and $m-1$.

Example 7.11. Determine the binomial distribution for which the mean is 4 and variance 3 and find its mode. (Madurai Kamraj Univ B.Sc. 1993)

Solution, Let $X \sim B(n, p)$, then we are given that

$$
\begin{equation*}
E(X)=n p=4 \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}(X)=n p q=3 \tag{**}
\end{equation*}
$$

Dividing (**) by (*), we get

$$
q=\frac{3}{4} \Rightarrow p=1-q=\frac{1}{4}
$$

Hence from (*),

$$
n=\frac{4}{p}=16
$$

Thus the given binomial distribution has parameters $n=16$ and $p=1 / 4$.
Mode. We have $(n+1) p=4 \cdot 25$, which is not an integer. Hence the unique mode of the binomial distribution is 4 , the integral part of $(n+1) p$.

Example 7.12. Show that for $\boldsymbol{p}=0 \cdot 50$, the binomial distribution has a maximum probability at $X=\frac{1}{2} n$, if $n$ is even, and at $X=\frac{1}{2}(n-1)$ as well as $X=\frac{1}{2}(n+1)$, if $n$ is odd.
(Mysore Univ, B. Sc. 1991)
Solution. Here we have to find the mode of the binomial distribution.
(i) Let $n$ be even $=2 m$, (say), $m=1,2, \ldots$

$$
\therefore \text { If } p=0.5 \text {, then }(n+1) p=(2 m+1) \times\left(\frac{1}{2}\right)=m+0.5
$$

Hence in this case, the distribution is unimodal, the unique mode being at $X=m=n / 2$.
(ii) Let $n$ be odd $=(2 m+1)$, say. Then

$$
\begin{aligned}
(n+1) p & =(2 m+2) \times \frac{1}{2}=m+1 \text { (Integer) } \\
& =\frac{n-1}{2}+1=\frac{n+1}{2}
\end{aligned}
$$

Since $(n+1) p$ is an integer, the distribution is bimodal, the two modes being $\frac{1}{2}(n+1)$ and $\frac{1}{2}(n+1)-1=\frac{1}{2}(n-1)$.
7.2.6. Moment Generating Function of Binomial Distribution. Let $X$.be a variable following binomial distribution; then

$$
\begin{equation*}
M_{X}(t)=E\left(e^{t X}\right)=\sum_{x=0}^{n} e^{t x}\binom{n}{x} p^{x} q^{n-x}=\sum_{x=0}^{n}\left(p e^{i}\right)^{x} q^{n-x}\binom{n}{x}=\left(q+p e^{t}\right)^{n} \tag{7•10}
\end{equation*}
$$

M.G.F. about Mean of Binomial Distribution :

$$
E\left\{e^{t(X-n p)}\right\}=E\left(\cdot e^{x} e^{-t n p}\right)=e^{-t n p} \cdot E\left(e^{t X}\right)=e^{-t n p} \cdot M_{X}(t)
$$

$$
=e^{-m p .}\left(q+p e^{t}\right)^{n}=\left(q e^{-p t}+p e^{t q}\right)^{n}
$$

$$
=\left[q\left\{1-p t+\frac{p^{2} i^{2}}{2!}-\frac{p^{3} t^{3}}{3!}+\frac{p^{4} t^{4}}{4!}-\cdots\right\}\right.
$$

$$
\left.+p\left\{1+t q+\frac{t^{2} q^{2}}{2!}+\frac{t^{3} q^{3}}{3!}-\cdots\right\}\right]^{n}
$$

$$
=\left[1+\frac{t^{2}}{2!} p q+\frac{t^{3}}{3!} p q \cdot\left(q^{2}-p^{2}\right)+\frac{t^{4}}{4!} p q\left(q^{3}+p^{3}\right)+\ldots i\right]^{n}
$$

$$
=\left\{1+\left\{\frac{t^{2}}{2!} \cdot p q+\frac{t^{3}}{3!} \cdot p q(q-p)+\frac{t^{4}}{4!} p q(1-3 p q)+\ldots\right\}\right]^{n}
$$

$$
=\left[1+\binom{n}{1}\left\{\frac{t^{2}}{2!} \cdot p q+\frac{t^{3}}{3!} p q(q-p)+\frac{t^{4}}{4!} p q(1-3 p q)+\ldots\right\}\right.
$$

Now

$$
\begin{aligned}
& \quad+\binom{n}{2}\left\{\frac{t^{2}}{2!} p q+\frac{t^{3}}{3!} p q\left(q_{i}-p\right)+\ldots\right\}^{2}+\ldots \\
\mu_{2} & =\text { Coefficient of } \frac{t^{2}}{2!}=n p q \\
\mu_{3} & =\text { Coefficient of } \frac{t^{3}}{3!}=n p q(q-p) \\
\mu_{4} & =\text { Coefficient of } \frac{t^{4}}{4!}=n p q(1-3 p q)+3 n(n-1) p^{2} q^{2} \\
& =n p q(1-3 p q)+3 n^{2} p^{2} q^{2}-3 n p^{2} q^{2} \\
& =3 n^{2} p^{2} q^{2}+n p q(1-6 p q)
\end{aligned}
$$

Example $7 \cdot 13 X$ is binomially distributed with parameters $n$ and $p$. What is the distrbution of $Y=n-X$ ? $\quad$ [Delhi Univ. B.Sc. (Maths Hons.), 1990] Solution. $X \sim B(n, p)$, represents the number of successes in $n$ independent trials with constant probability $p$ of success for each trial.
$\therefore Y=n-X$, represents the number of failures in $n$ independent trial with constant probability ' $q$ ' of failute for each trial. Hence $Y=n-X \sim B(n, q)$

Aliter Since $X \sim B(n, p) ; M_{X}(t)=E\left(e^{t X}\right)=\left(q+p e^{t}\right)^{n}$
$\therefore \quad M_{Y}(t)=E\left(e^{t Y}\right)=E\left(e^{t(n-X)}\right)$
$=e^{n t} \cdot E\left(e^{-L t}\right)=e^{n t} M_{X}(-t)$
$=e^{n t} \cdot\left(q+p e^{-t}\right)^{n}$

$$
=\left[e^{t}\left(q+p e^{-\eta}\right)\right]^{n}=\left(p+q e^{t}\right)^{n}
$$

Hence by uniqueness theorem of m.g.f., $Y=n-X \sim B(n, \dot{q})$
Example 7.14. The m.g.f. of a r.v. $X$ is $\left(\frac{2}{3}+\frac{1}{3} e^{t}\right)^{9}$. Show that :

$$
P(\mu-2 \sigma<X<\mu+2 \sigma)=\sum_{x=1}^{5}\binom{9}{x}\left(\frac{1}{3}\right)^{x}\left(\frac{2}{3}\right)^{9-x}
$$

(DDelhi Univ. B.Sc. (Maths Hons.), 1989]
Solution. Since $M_{X}(t)=\left(\frac{2}{3}+\frac{1}{3} e^{t}\right)^{9}=\left(q+p e^{t}\right)^{n}$,
by uniqueness theorem of m.g.f. $X \sim B \quad\left(n=9, p=\frac{1}{3}\right)$
Hence $E(X)=\mu_{x}=n p=3 ; \quad \sigma_{X}^{2}=n p q=9 \times \frac{1}{3} \times \frac{2}{3}=2$

$$
\begin{aligned}
\mu \pm 2 \sigma=3 \pm 2 \times \sqrt{2}=3 & \pm 2 \times 1 \cdot 4=(0 \cdot 2,5 \cdot 8) \\
\therefore P(\mu-2 \sigma<\dot{X}<\mu+2 \sigma) & =P(0 \cdot 2<X<5 \cdot 8)-P(1 \leq X \leq 5) \\
& =\sum_{x=1}^{5} p(x)=\sum_{x=1}^{5}{ }^{n} C_{x} p^{x} q^{n-x} \\
& =\sum_{x=1}^{5}{ }^{9} C_{x}(1 / \dot{3})^{x}(2 / 3)^{9-x}
\end{aligned}
$$

7.2.7. Additive Property of Binomial Distribution. Let $X \sim B\left(n_{1}, p_{1}\right)$ and $Y \sim B\left(n_{2}, p_{2}\right)$ be independent random variables. Then

$$
\begin{equation*}
M_{X}(t)=\left(q_{1}+p_{1} e^{\prime}\right)^{n_{1}}, M_{Y}(t)=\left(q_{2}+p_{2} e^{\prime}\right)^{n_{2}} \tag{}
\end{equation*}
$$

What is the distribution of $X+Y$ ?
We have

$$
\begin{align*}
M_{X+Y}(t) & =M_{X}(t) \cdot M_{Y}(t)[\because X \text { and } Y \text { are independent }] \\
& =\left(q_{1}+p_{1} e^{\prime}\right)^{n_{1}} \cdot\left(q_{2}+p_{2} e^{t}\right)^{n_{2}} \tag{}
\end{align*}
$$

Since ( ${ }^{* *}$ ) cannot be expressed in the form $\left(q+p e^{t}\right)^{n}$, from uniqueness theorem of m.g.f.'s it follows that $X+Y$ is not a binomial variate. Hence, in general the sum of two independent binomial variates is not a binomial variate.

In other words, binomial distribution does pot possess the additive or reproductive property.

However, if we take $p_{1}=p_{2}=p$ (say), then from (**), we get

$$
M_{X+Y}(t)=\left(q+\dot{p} e^{n^{n_{1}+n_{2}}},\right.
$$

which is the m.g.f. of a binomial variate with parameters ( $\boldsymbol{n}_{1}+\boldsymbol{n}_{2}, \boldsymbol{p}$ ). Hence, by uniqueness theorem of m.g.f.'s $X+Y \sim B\left(n_{1}+n_{2}, p\right)$. Thus the binomial distribution possesses the additive or reproductive property if $p_{1}=p_{2}$.

Generalisation. If $X_{i},(i=1,2, \ldots, k)$ are independent binomial variates with parameters $\left(n_{i}, p\right),(i=1,2, \ldots, k)$ then their sum $\sum_{i=1}^{k} X_{i} \sim B\left(\sum_{i=1}^{k} n_{i}, p\right)$.

The proof is left as an exercise to the reader.
Example 7•15. If the independent random variables $X, Y$ are binomially distributed, respectivelywith $n=3, p=1 / 3$, and $n=5, p=1 / 3$, write down the probability that $X+Y \geq 1$.

Solution. We are given

$$
X \sim B\left(3, \frac{1}{3}\right) \text { and } Y \sim B\left(5, \frac{1}{3}\right) .
$$

Since $X$ and $Y$ are independent binomial random variables, with $p_{1}=p_{2}=\frac{1}{3}$, by the additive property of binomial distribution, we get

$$
\begin{align*}
& X+Y \sim B\left(3+5, \frac{1}{3}\right) \text {, i.e., } X+Y \sim B\left(8, \frac{1}{3}\right) \\
& \therefore \quad P(X+Y=r)={ }^{8} C_{r}\left(\frac{1}{3}\right)^{r}\left(\frac{2}{3}\right)^{8-r}  \tag{*}\\
& \text { Hence } P(X+Y \geq 1)=1-P(X+Y<1) \\
& =1-P(X+Y=0) \\
& =1-\left(\frac{2}{3}\right)^{8}
\end{align*}
$$

### 7.2.8. Characteristic Function of Binomial Distribution.

$$
\begin{align*}
\varphi_{X}(t) & =E\left(e^{i x X}\right)=\sum_{x=0}^{n} e^{i x x} p(x)=\sum_{x=0}^{n} e^{i x}\binom{n}{-x} p^{x} q^{n-x} \\
& =\sum_{x=0}^{n} e^{i x}\binom{n}{x}\left(p e^{i t}\right)^{x} q^{n-x}=\left(q+p e^{i l}\right)^{n}
\end{align*}
$$

7.2.9. Cunımulants of the Binomial Distribution. Cumulant generating function is

$$
\begin{aligned}
K_{X}(t) & =\log M_{X}(t)=\log \left(q+p e^{t}\right)^{n}=n \log \left(q+p e^{\prime}\right) \\
& =n \log \left[q+p\left(1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\frac{t^{4}}{4!}+\ldots\right)\right] \\
& =n \log \left[1+p\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\frac{t^{4}}{4!}+\ldots\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
= & n\left[p\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\frac{t^{4}}{4!}+\ldots\right)-\frac{p^{2}}{2}\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots\right)^{2}\right. \\
& \left.+\frac{p^{3}}{3}\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots\right)-\frac{p^{4}}{4}\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots\right)^{4}+\ldots\right]
\end{aligned}
$$

Mean $=\kappa_{1}=$ Coefficient of $t$ in $K_{X}(t)=n p$

$$
\mu_{2}=\kappa_{2}=\text { Coefficient of } \frac{t^{2}}{2!} \text { in } K_{X}(t)=n\left(p-p^{2}\right)=n p(1-p)=n p q
$$

The coefficient of ${ }^{3}$ int $K_{X}(t)$

$$
\begin{aligned}
&=n\left[\frac{p}{3!}-\frac{p^{2}}{2!} \cdot 2 \cdot \frac{1}{2!}+\frac{p^{3}}{3}\right]=\frac{n p}{3!}\left(1-3 p+2 p^{2}\right) \\
& \therefore \kappa_{3}=\text { Coefficient of } \frac{t^{3}}{3!} \text { in } K_{X}(t)=n p\left(1-3 p+2 p^{2}\right) \\
&=n p(1-p)(1-2 p)=n p q(1-p-p)=n p q(q-p) \\
& \therefore \quad \mu_{3}=K_{3}=n p q(q-p)
\end{aligned}
$$

The Coefficient of $t^{4}$ in $K_{X}(t)$

$$
\begin{aligned}
& =n\left[\frac{p}{4!}-\frac{p^{2}}{2!}\left(\frac{2}{3!}+\frac{1}{4}\right)+\frac{p^{3}}{3} \cdot \frac{3}{2!}-\frac{p^{4}}{4}\right] \\
& =\frac{n p}{4!}\left[1-7 p+12 p^{2}-6 p^{3}\right] \\
\therefore \kappa_{4} & =\text { Co efficient of } \frac{t^{4}}{4!} \text { in } K_{X}(t)=n p(1-p)\left(1-6 p+6 p^{2}\right) \\
& =n p q[1-6 p(1-p)]=n p q(1-6 p q) \\
\therefore \mu_{4} & =\kappa_{4}+3 \kappa_{2}^{2}=n p q(1-6 p q)+3 n^{2} p^{2} q^{2} \\
& =n p q(1-6 p q+3 n p q)=n p q[1+3 p q(n-2)]
\end{aligned}
$$

7.2-10. Recurrence Relation for Cumulants of Binomial Distribution. By def.,

$$
\begin{aligned}
\kappa_{r} & =\left[\frac{d^{r}}{d l^{\prime}} \log M_{X}(t)\right]_{t=0}=n\left[\frac{d^{r}}{d l^{\prime}} \log \left(q+p e^{\prime}\right)\right] \\
\frac{d \kappa_{r}}{d p} & =n\left[\frac{d^{r}}{d l^{\prime}} \cdot \frac{d}{d p} \log \left(q^{\prime}+p e^{\prime}\right)\right]_{t=0}=n\left[\frac{d^{r}}{d l^{r}} \cdot \frac{\left(-1+e^{\prime}\right)}{q+p e^{t}}\right]_{t=0} \\
\kappa_{r+1} & =n\left[\frac{d^{r+1}}{d l^{+1}} \log \left(q+p e^{\prime}\right)\right]_{t-0} \\
& =n\left[\frac{d^{r}}{d t^{r}} \cdot \frac{d}{d t} \log \left(q+p e^{\prime}\right)\right]_{t=0}=n\left[\frac{d^{r}}{d l^{r}}\left(\frac{p e^{t}}{q+\dot{p e^{t}}}\right)\right]_{t=0} .
\end{aligned}
$$

$$
=n\left[\frac{d^{r}}{d t^{r}}\left(1-\frac{q}{q+p e^{l}}\right)\right]_{t=0}=-n q\left[\frac{d^{r}}{d t^{r}}\left(\frac{1}{q+p e^{t}}\right)\right]_{t=0}
$$

Hence

$$
\begin{align*}
& \kappa_{r+1}-p q \frac{d \kappa_{r}}{d p}=-n q \cdot\left[\frac{d^{r}}{d l^{r}}\left(\frac{1}{q+p e^{t}}\right)\right]_{t=0}-n p q\left[\frac{d^{r}}{d l^{r}}\left(\frac{e^{t}-1}{q+p e^{l}}\right)\right]_{t=0} \\
& =-n q\left[\frac{d^{r}}{d l^{r}}\left\{\frac{1+p e^{t}-p}{q+p e^{l}}\right\}\right]_{t=0} \\
& =-n q\left[\frac{d^{r}}{d l^{r}}\left\{\frac{q+p e^{l}}{q+p e^{t}}\right\}\right]_{t=0}=-n q\left[\frac{d^{r}}{d l^{\prime}}(1)\right]_{t=0}=0 \\
& \therefore \quad \kappa_{r+1}=p q \frac{d \kappa_{r}}{d p}
\end{align*}
$$

In particular,

$$
\begin{aligned}
\kappa_{2} & =p q \cdot \frac{d \kappa_{1}}{d p}=p q \cdot \frac{d}{d \dot{p}}(n p)=n p q . \quad\left(\because \kappa_{1}=\operatorname{mean}=n p\right) \\
\kappa_{3} & =p q \cdot \frac{d \kappa_{2}}{d p}=p q \cdot \frac{d(n p q)}{d p}=n p q(q-p) \\
\kappa_{4} & =p q \cdot \frac{d \kappa_{3}}{d p}=p q \cdot \frac{d}{d p}\{n p q(q-p)\} \\
& =n p q \frac{d}{d p}\{p(1-p)(1-2 p)\} \\
& =n p q \cdot \frac{d}{d \dot{p}}\left(p-3 p^{2}+2 p^{3}\right)=n p q\left(1-6 p+6 p^{2}\right) \\
& =n p q[1-6 p(1-p)]=n p q(1-6 p q)
\end{aligned}
$$

7.2.11. Probability Generating Function of Binomial Distribution

$$
P(s)=\sum_{k=0}^{n} P(X=k) s^{k}=\sum_{k=0}^{n}\binom{n}{k}(p s)^{k} q^{n-k}=(p s+q)^{n} \ldots(7 \cdot 13 a)
$$

The fact that this generating function is $n$th power of $(q+p s)$ shows that $p(x)=\mid b(x ; n, p)$,$\} is the distribution of the sum S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ of $n$ random variables with the common generating function $(q+p s)$. Each variable $X$, assumes the value' 0 with probability $q$ and 1 with probability $p$.
Thus

$$
\{b(k ; n, p)\}=\left\{\left.b(k ; 1, p)\right|^{n^{\bullet}}\right.
$$

Let $X$ and $Y$ be two independent random variables having $b(k ; m, p)$ and $b(k ; n, p)$ as their distributions, then

$$
\begin{array}{rlrl} 
& & P_{X}(s) & =(q+-p s)^{m} \\
& \text { and } P_{Y}(s)=(q+p s)^{n} \\
\therefore & P_{X}+Y(s) & =(q+p s)^{m}(q+p s)^{n}=(q+p s)^{m+n} \\
& \left.\therefore \quad b(k ; m, p)_{i}\right\} . & \left.* b^{4}(k ; n, p)\right\}=\{b(k ; m+n, p)
\end{array}
$$

Also $\quad \mu_{(1)^{\prime}}=\left[n(q+p s)^{n-1} p\right]_{s=1}=n p$
$\mu_{(2)}^{\prime}=\left[n(n-1)(q+p s)^{n-2} p^{2}\right]_{s-1}=n(n-1) p^{2}$ and so on.
$\mu(r)^{\prime}=\left[n(n-1) \ldots(n-r+1)(q+p s)^{n-r} p^{r}\right]_{s=1}$
$=n(n-1) \ldots(n-r+1) p^{r}$
Example 7.16 Show that

$$
\begin{equation*}
E\left(\frac{1}{X+a}\right)=\int_{0}^{1} t^{-1} G(t) d t, \quad a>0 \tag{*}
\end{equation*}
$$

where $G(t)$ is the probability generating function of $-X$.
Find it when $X \sim B(n, p)$, and $a=1$
[Delhi Univ. (Stat Hons.) Spl Course, 1988]
Solution. R.H.S. $=\int_{0}^{1} t^{a-1} \cdot G(t) d t=\int_{0}^{1} t^{a-1}\left(E t^{X}\right) d t$
$=\int_{0}^{1}\left\{t^{a-1}\left(\sum_{x} p_{x} t^{x}\right)\right\} d t=\sum_{x}\left[p_{x} \int_{0}^{1} t^{x+a-1} d t\right]$
$=\sum_{x} p_{x} \cdot \frac{1}{(x+a)}=E\left(\frac{1}{X+a}\right)$
If $X B(n, p)$, then $G(t)=\Sigma t^{x} p_{x}=(q+p t)^{n}$
Hence taking $a=1$ in ( ${ }^{*}$ ) and using ( ${ }^{* *}$ ), we get :
$\dot{E}\left[\frac{1}{(X+a)}\right]=\int_{0}^{1}(q+p t)^{n} d t=\left|\frac{(q+p t)^{n+1}}{(n+1) p}\right|_{0}^{1}=\frac{1-q^{n+1}}{(n+1) p}$
7.2.12. Recurrence Relation for the Probabilities of Binomial Distribution. (Fitting of Binomial Distribution).

We have

$$
\begin{aligned}
\frac{p(x+1)}{p(x)} & =\frac{\binom{n}{x+1} p^{x+1} q^{n-x-1}}{\binom{n}{x} \dot{p}^{x} q^{n-x}} \\
& =\frac{n-x}{x+1} \cdot \frac{p}{q} \\
p(x-1) & =\left\{\frac{n-x}{x+1} \cdot \frac{p}{q}\right\} p(x)
\end{aligned}
$$

(Un simplification)
which is the required recurrence formula.
This formula provides us a very convenient method of graduating the given data by a binomial distribution. The only probability we need to calculate is $p(0)$
which is given by $p(0)=q^{n}$, where $q$ is estimated from the given data by equating the mean $\bar{x}$ of the distribution to $n p$, the mean of the binomial distribution. Thus $\hat{p}=\bar{x} / n$.

The remaining probabilities, viz., $p(1), p(2), \ldots$ can now be easily obtained from (7.14) as explained below :

$$
\begin{aligned}
& p(1)=[p(x+1)]_{x=0}=\left(\frac{n-x}{x+1} \cdot \frac{p}{q}\right)_{x=0} p(0) \\
& p(2)=[p(x+1)]_{x=1}=\left(\frac{n-x}{x+1} \cdot \frac{p}{q}\right)_{x=1} p(1) \\
& p(3)=[p(x+1)]_{x=2}=\left(\frac{n-x}{x+1} \cdot \frac{p}{q}\right)_{x=2} p(2)
\end{aligned}
$$

and so on.
Example 7.17. Seven coins are tossed and number of heads noted. The experiment is repeated 128 times and the following distribution is obtained:

| No. of heads | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | Total |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequencies | 7 | 6 | 19 | 35 | 30 | 23 | 7 | 1 | 128 |

Fit a Binomial distribution ássuming
(i) The coin is unbaised,
(ii) The nature of the coin is not known.
(iii) Probability of a head for four coins is 0.5 and for the remaining three coins is 0.45 .

Solution. In fitting Binomial distribution, first of all. the mean and variance of the data are equated to $n p$ and $n p q$ respectively. Then the expected frequencies are calculated from these values of $n$ and $p$. Here $n=7$ and $N=128$.

Case I. When the coin is unbaised

$$
p=q=\frac{1}{2},(p / q=1)
$$

Now

$$
\begin{aligned}
& p(0)=q^{n}=\left(\frac{1}{2}\right)^{7}=(1 / 128) \\
& f(0)=N q^{n}=128\left(\frac{1}{2}\right)^{7}=1
\end{aligned}
$$

Using the recurrence formula, the various probabilities, viz., $p$ (1), $p(2), \ldots$ can be easíly calculated as shown below.

| $x$ | $\frac{n-x}{x+1}$ | $\frac{n-x}{-x+1} \cdot \frac{p}{q}$ | Expected frequency <br> $f(x)=N p(x)$ |
| :---: | :---: | :---: | :---: |
| 0 | 7 | 7 | $f(0)=N p(0)=1$ |
| 1 | 3 | 3 | $f(1)=1 \times 7=7$ |


| 2 | $\frac{5}{3}$ | $\frac{5}{3}$ | $f(2)=7 \times 3=21$ |
| :---: | :---: | :---: | :---: |
| 3 | 1 | 1 | $f(3)=21 \times \frac{5}{3}=35$ |
| 4 | $\frac{3}{5}$ | $\frac{3}{5}$ | $f(4)=35 \times 1=35$ |
| 5 | $\frac{1}{3}$ | $\frac{1}{3}$ | $f(5)=35 \times \frac{3}{5}=21$ |
| 7 | $\frac{1}{7}$ | $f(6)=21 \times \frac{1}{3}=7$ |  |
| 7 |  | $f(7)=7 \times \frac{1}{7}=1$ |  |

Case II. Wheni the nature of the coin is not known, then

$$
\left.\begin{array}{rl}
n p & =\frac{1}{N} \sum_{i=1}^{n} f_{i} x_{i}=\frac{433}{128}=3.3828 ; n=7 \\
\therefore \quad p & =0 \cdot 48326 \text { and } q=0.51674,(p / q=0 \cdot 93521) \\
& f(0)
\end{array}\right)=N q^{7} \Rightarrow 128(0.5167)^{7}=1 \cdot 2593 \text { (using logarithms) }
$$

| x | $\frac{n-x}{x+1}$ | $\frac{n-1}{x+1} \cdot \frac{p}{q}$ | Expected frequency $f(x)=N p(x)$ |
| :---: | :---: | :---: | :---: |
| 0 | 7 | $6 \cdot 54647$ | $f(0)=N p(0)=1 \cdot 2593 \simeq 1$ |
| 1 | 3 | 2. 80563 | $f(1)=1.2593 \times 6.54647=8 \cdot \Omega .438 \simeq 8$ |
| 2 | $\frac{5}{3}$ | 1. 55868 | $f(2)=2 \cdot 80563 \times 8.2438{ }^{\prime} \times 23 \cdot 129 \simeq 23$ |
| 3 | 1 | $0 \cdot 93521$ | $f(3)=1.55868 \times 23 \cdot 129=36 \cdot 05 \simeq 36$ |
| 4 | $\frac{3}{5}$ | 0. 5.6113 | $f(4)=0.93521 \times 36.05^{1-}=33 \cdot 715 \simeq 34$ |
| 5 | $\frac{1}{3}$ | $0.3117{ }^{\text {' }}$ | $f(5)=0.56 \dot{1}^{\prime} 13 \times 33.715=18.918 \simeq 19$ |
| 6 | $\frac{1}{7}$ | $0 \cdot 13360$ | $f(6)=.0 \cdot 31174 \times 18 \cdot 918=5 \cdot 897 \simeq 6$ |
| 7 |  |  | $f(7)=0.13360 \times 5.897=0.788 \simeq 1$ |

The probability generating functions-(p.g.f.), say $P_{X}(s)$ for the 4 coins and $P_{Y}(S)$ for the remaining 3 coins are given;by:

$$
P_{X}(s)=(0.50+0.50 s)^{4}, P_{Y}(s)=(0.55+0.45 s)^{3} \quad \ldots .[c . f: 7 \cdot 13(a)]
$$

Since all the throws a rè independent, the p.g.f. $P_{X+Y}(s)$ for the whole experiment is given by

$$
\begin{aligned}
P_{X+Y}(s) & =P_{X}(s) P_{Y}(s) \quad \ldots[c . f .7 \cdot 13(b)] \\
& =(0.50+0.50 s)^{4}(0.55+0.45 s)^{3} \\
& =\left(0.0625+0.25 s+0.375 s^{2}+0.25 s^{3}+0.0625 s^{4}\right) \\
& \times\left(0.166375+0.408375 s+0.334125 s^{2}+0.091125 s^{3}\right)
\end{aligned}
$$

Now $f(x)=N \times$ coefficient of $t^{x}$ in $P_{X+Y}(t)$
$\therefore \quad f(0)=128 \times \cdot 0625 \times \cdot 16637=1 \cdot 13310$
$f(1)=128\{\cdot 25+\cdot 166375+\cdot 408375 \times \cdot 0625\}=8 \cdot 5910$
$\left.\left.\begin{array}{l}f(2)=128 \\ f(3)=128\end{array} \right\rvert\, \cdot 28396\right\}=36 \cdot 3470 \quad f(5)=128\{\cdot 14602\}=18 \cdot 6934$
$f(4)=128\{\cdot 260570\}=33 \cdot 3529 f(7)=128\{\cdot 005695\}=\cdot 72896$
Example 7.18. Let $X$ and $Y$ be independent binomial variates, each with parameters $n$ and p. Find $P(X=Y=k)$. (Calcutta Univ. B.Sc., 1993)
Solution. Since each of the variables $X$ and $Y$ takes the values $0,1,2, \ldots, n$, $Z=X-Y$ takes on the values $-n,-(n-1), \ldots,-1,0,1 \ldots, n$

$$
\begin{align*}
P(Z=k) & =\sum_{r=0}^{n} P(X=k+r \cap Y=r) \\
& =\sum_{r=0}^{n} P(X=k+r) \cdot P(Y=r)^{-}(\because X \text { and } Y \text { are independent }) . \\
& =\sum_{r=0}^{n}\binom{n}{k+r} p^{k+r} \cdot q^{n-k-r}\binom{n}{r} p^{r} q^{n-r} \\
& =\sum_{r=0}^{n}\binom{n}{k+r}\binom{n}{r} p^{2 r+k} q^{2 r-2 r-k} \tag{*}
\end{align*}
$$

where $k=-n,-(n-1), \ldots,-2,-1,0,1,2, \ldots, n$; and $q=1-p$. In particular, we have :

$$
\begin{aligned}
& P(Z=0)=\sum_{r=0}^{n}\binom{n}{r}^{2} \cdot p^{2 r} q^{2 n-2 r} \\
& P(Z=-n)=\sum_{r=0}^{n}\binom{n}{-n+r}\binom{n}{r} p^{2 r-n \cdot} q^{3 n-2 r}=p^{n} q^{n},
\end{aligned}
$$

because we get the result when $r=n$ and for other values of $r<n$, $\binom{n}{-n+r}$ is not defined and hence taken as 0 .
Example 7.19. Find the m.g.f. of standard binomial variate $(X-n p) / \sqrt{n p q}$ and obtain its limiting form as $n \rightarrow \infty$. Also interpret the result.
[Delhi Univ. B.Sc. (Stat. Hons.) 1990, 85]
Solation. We know that if $X \sim B_{-}(n, p)$, then

$$
M_{X}(t)=\left(q+p e^{t}\right)^{n}
$$

The m.g.f. of standàrd binomial variate.

$$
Z=\frac{X-n p}{\sqrt{n p q}}=\frac{X-\mu}{\sigma},(\text { say })
$$

where $\mu=n p$ and $\sigma^{2}=n p q$, is given by

$$
\begin{aligned}
& M_{z}(t)=e^{-\mu t / \sigma} M_{X}(t / \sigma) \\
&=e^{-n p t / \sqrt{n p q}} \cdot\left(q+p e^{t / \sqrt{n p q})^{n}}\right. \\
&=\left[e^{-p t / \sqrt{n p q}}\left(q+p e^{t / \sqrt{n p q}}\right)\right]^{n} \\
&=\left[q e^{-p t / \sqrt{n p q}}+p e^{q / \sqrt{n p q}}\right]^{n} \\
&=\left[q\left\{1-\frac{p t}{\sqrt{n p q}}+\frac{p^{2} t^{2}}{2 n p q}+0^{\prime}\left(n^{-3 / 2}\right)\right\}\right. \\
&\left.\left.+p\left\{1+\frac{q t}{\sqrt{n p q}}+\frac{q^{2} t^{2}}{2 n p q}+0^{\prime \prime}\left(n^{-3 / 2}\right\}\right]^{*}\right)\right]
\end{aligned}
$$

where $0^{\prime}\left(n^{-3 / 2}\right)$ and $0^{\prime \prime}\left(n^{-3 / 2}\right)$ involve terms containing $n^{3 / 2}$ and higher powers of $n$ in the denominator.

$$
\begin{aligned}
\therefore M_{Z}(t) & =\left[(q+p)+\frac{t^{2} p q}{2 n p q}(p+q)+0\left(n^{-3 / 2}\right)\right]^{n} \\
& =\left[1+\frac{t^{2}}{2 n}+0\left(n^{-3 / 2}\right)\right]^{n}
\end{aligned}
$$

where $0\left(n^{-3 / 2}\right)$ involves terms with $n^{3 / 2}$ and higher powers of $n$ in the denominator.
$\therefore \log M_{Z}(t)=n \log \left[1+\frac{t^{2}}{2 n}+0\left(n^{-3 / 2}\right)\right]$

$$
\begin{aligned}
& =n\left[\left\{\frac{r^{2}}{2 n}+0\left(n^{-3 / 2}\right)\right\}-\frac{1}{2}\left\{\frac{t^{2}}{2 n}+0\left(n^{-3 / 2}\right)\right\}^{2}+\ldots . \cdot\right] \\
& =\frac{t^{2}}{2}+0^{\prime \prime \prime}\left(n^{-1 / 2}\right)
\end{aligned}
$$

wherc $0^{\prime \prime \prime}\left(n^{-1 / 2}\right)$ involve terms with $n^{1 / 2}$ and higher powers of $n$ in the denominator. Proceeding to the limit as $n \rightarrow \infty$, we get

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \log M Z(t) \\
& \Rightarrow \quad \lim _{n \rightarrow \infty} M z(t)=\operatorname{txp}\left(t^{2} / 2\right) \tag{}
\end{align*}
$$

Interpretation. (**) is the m.g.f. of standard normal variate [c.f. Remark to $\$ 8 \cdot 2 \cdot 5$ ]. Hence by uniqueness theorem of moment generating functions,
standard binomial variate tends to standard normal variate as $\boldsymbol{n} \rightarrow \infty$. In other -words, binomial distribution tends to normal distribution as $n \rightarrow \infty$.

Example 7•20. A drunk performs a random walk over positions 0, $\pm 1$, $\pm 2, \ldots$, as follows. He starts at 0 . He takes successive one unit steps, going to the right with probability $p$ and to the left with probability $(1-p)$. His steps are independent. Let $X$ denote his position after $n$ steps. Find the distribution of $(X+n) / 2$ and find $E(X)$.
(I.I.T. B.Tech., Dec. 1991)

Solution. With the ith step of the drunk, let us associate a variable $X_{i}$ defined as follows:
$X_{i}=1$, if he takes the step to the right
$=-1$ if he takes the step to the left
Then $X=X_{1}+X_{2}+\ldots+X_{n}$, gives the position of the drunkard after $n$ steps.

Define $\quad Y_{i}=\left(X_{i}+1\right) / 2$
Then $\quad Y_{i}=(1+1) / 2=1$, with probability $p$
$=(-1+1) / 2=0$, with probability $1-p=q$, (say).
Since the $n$ steps of drunkard are independent, $Y_{i} ' s,(i=1,2, \ldots n)$ are i.i.d. Bernonlli variates with parameter $p$.

Hence $\sum_{i=1}^{n} Y_{i} \sim B(n, p)$
$\Rightarrow \sum_{i=1}^{n} Y_{i}=\sum_{i=1}^{n}\left(\frac{X_{i}+1}{2}\right)=\frac{1}{2}\left[\sum_{i=1}^{n} X_{i}+n\right]=\frac{X+n}{2} \sim B(n, p)$
where $X=\sum_{i=1} X_{i}$, is the position of the drunkard after $n$ steps.
Since $(X+n) / 2 \sim B(n, p)$, we have

$$
\begin{aligned}
& \quad E\left[\frac{X+n}{2}\right]=n p \Rightarrow \frac{1}{2} E(X+n)=n p \\
& \Rightarrow E(X)+n=2 n p \Rightarrow E(X)=n(2 p-1)
\end{aligned}
$$

Example 7.21. Suppose that the r.v. X is uniformly distributed on $(0,1)$

$$
\begin{equation*}
\text { i.e., } f_{X}(x)=1 ; 0 \leq x \leq 1 \tag{}
\end{equation*}
$$

Assume that the conditional distributional $Y \mid X=x$ has a binomial distributiön with pàrameters $n$ and $p=x$, i.e.,

$$
\begin{equation*}
P(Y=y \mid X=x)=\binom{n}{y} x^{y}(1-x)^{n-y} ; y=0,1,2, \ldots, n \tag{**}
\end{equation*}
$$

Find (a) $E(Y)$
(b) Find the disiribution of $Y$.
(Punjab P.C.S., 1990)
Solution. (a) We are given that the conditional distribution of

$$
\begin{equation*}
Y \mid X=x \sim B(n, x) \tag{i}
\end{equation*}
$$

$\because E(\bar{Y} \mid X=x)=n x$

We have :

$$
E(Y)=E[E(Y \mid \tilde{X})]=E[n X]=n E(X) \quad[\text { On using (ii) }]
$$

$$
\text { Now } E(X)=\int_{0}^{1} x f(x) d x=\int_{0}^{1} x d x=\frac{1}{2}
$$

$$
\therefore E(Y)=n \times\left(\frac{1}{2}\right)=\frac{1}{2} \cdot n
$$

(b) , We bave: $f_{X, Y}(x, y)=f_{X}(x) \cdot f_{Y \mid X}(y \mid x)$

Since $X$ has (continuous) uniform distribution on $(0,1)$ marginal distribution of $Y$ is given by.

$$
\begin{aligned}
& f_{Y}(y)=\int_{-\infty}^{\infty} f(x, y) d x=\int_{0}^{1} f_{Y \mid X}(y \mid x) \cdot f_{X}(x) d x \\
&=\int_{0}^{1} C_{y} C_{y} \cdot x^{y}(1-x)^{n-y} \cdot 1 \cdot d x \quad \quad \text { [using (*) and (**)] } \\
&={ }^{n} C_{y} \int_{0}^{1} x^{y}(1-x)^{n-y} d x \\
&={ }^{n} C_{y} \cdot \beta(y+1, n-y+1)=\frac{n!}{y!(n-y)!} \frac{\Gamma(y+1) \Gamma(n-y+1)}{\Gamma(n+2)} \\
&=\frac{n!}{y!(n-y)!} \times \frac{y!(n-y)!}{(n+1)!} \\
&=\frac{1}{n+1} \quad ; \quad y=0,1,2, \ldots, n
\end{aligned}
$$

Since $Y$ takes the values $0,1,2, \ldots, n$ each with equal probability $1 /(n+1), Y$ has discrete uniform distribution.

Remark We could find $E(Y)$ on using the distribution of $Y$ in $(b)$.

$$
\begin{aligned}
E(Y) & =\sum_{y=0}^{n} y p(y)=\frac{1}{n+1} \sum_{y=0}^{n} y \\
& =\frac{1}{n+1}[0+1+2+\ldots+n]=\frac{n}{2},
\end{aligned}
$$

as in Part (a).
Example 7.22. If $K(t)$ is the cumulative function about the origir of the Binomial Distribution of size $n$, show that

$$
\frac{d}{d t} K(t) \equiv n\left\{1+e^{-(z+t)}\right\}^{-1} \text {, where } z=\log _{e}(p / q)
$$

(b) By expanding the R.H.S. in powers of $t$ by Taylor's Theorem, show that $k_{r}=n \frac{d^{r-1} p}{d z^{r-1}}$, where $k_{r}$ is the rth cumulant.
(c) Hence or otherwise obtain the recurrence relation

$$
\kappa_{r+1}=p q \cdot \frac{d \kappa_{r}}{d p}, r>1
$$

[Baroda Univ. B.Sc. 1993; Delhi Univ. B.Sc. (Stat. Hons.) 1992]
(d) Prove that $\kappa_{r+1}=\frac{d \kappa_{r}}{d z}$, where $z=\log _{e}(p / q)$

Solution. For binomial distribution with parameters $n$ and $p$, we have

$$
K(t)=\log M(t)=n \log \left(q+p e^{t}\right)
$$

(a) $\frac{d}{d t} K(t)=\frac{n p e^{t}}{q+p e^{t}}=n\left(1+\frac{q}{p} e^{-t}\right)^{-1}$

$$
\text { if } z=\log _{e}(p / q) \Rightarrow(p / q)=e^{z} \Rightarrow(q / p)=e^{-z}, \text { then }
$$

$$
\begin{equation*}
\frac{d}{d t} K(t)=n\left[1+e^{-(z+t)}\right]^{-1} \tag{}
\end{equation*}
$$

(b)

$$
\kappa_{r}=\left[\frac{d^{r}}{d t^{r}} \kappa(t)\right]_{t=0}=\left[\frac{d^{r-1}}{d r^{-1}} \cdot \frac{d}{d t} \kappa(t)\right]_{t=0}
$$

$=n\left[\frac{d^{r-1}}{d r^{r-1}}\left\{1+e^{-(z+t)}\right\}^{-1}\right]_{t=0}=n\left[\frac{d^{r-1}}{d t^{r-1}}\left(\frac{e^{z+t}}{1+e^{z+t}}\right)\right]_{t=0} .$.
By summetry of the function $e^{z+t},\left(1+e^{z+\eta}\right)$ in $t$ and $z$ we have

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{e^{z+t}}{1+e^{z+t}}\right) & =\frac{d}{d z}\left(\frac{e^{z+t}}{1+e^{z+t}}\right) \\
\Rightarrow \quad \frac{d^{r-1}}{d t^{r-1}}\left(\frac{e^{z+t}}{1+e^{z+t}}\right) & =\frac{d^{r-1}}{d z^{r-1}}\left(\frac{e^{z+t}}{1+e^{z+t}}\right)
\end{aligned}
$$

Substituting in (**), we get

$$
\begin{aligned}
\kappa_{r} & =n\left[\frac{d^{r-1}}{d z^{-1}}\left(\frac{e^{z+1}}{1+e^{z+1}}\right)\right]_{r=0}=n \frac{d^{r-1}}{d z^{r-1}}\left(\frac{e^{z}}{1+e^{z}}\right) \\
& =n \frac{d^{r-1}}{d z^{-1}}\left(1+e^{-z}\right)^{-1}=n \frac{d^{r-1}}{d z^{r-1}}\left(1+\frac{q}{p}\right)^{-1} \\
& =\dot{n} \frac{d^{r-1} p}{d z^{r-1}}
\end{aligned}
$$

(c) $\frac{d \kappa_{r}}{d p}=n \frac{d}{d p}\left(\frac{d^{r-1} p}{d z^{r-1}}\right)=n \frac{d}{d z}\left(\frac{d^{r-1} p}{d z^{r-1}}\right) \frac{d z}{d p}$

$$
\begin{aligned}
& =n \frac{d^{r} p}{d z^{r}} \cdot \frac{1}{p q} \\
& =\frac{1}{p q} \cdot K_{r+1}
\end{aligned}
$$

$$
\begin{aligned}
& \text { (d) } \frac{d \kappa_{r}}{d z}=\frac{d \kappa_{r}}{d p} \cdot \frac{d p}{d z}=\frac{d \kappa_{r}}{d p} / \frac{d z}{d p}=\frac{d \kappa_{r}}{d p} / \frac{1}{p q}=p q \cdot \frac{d \kappa_{r}}{d p} \\
& \therefore \quad \quad \frac{d \kappa_{r}}{d z} \\
&=\kappa_{r+1}
\end{aligned}
$$

Example 7.23. If $b(r ; n, p)=\binom{n}{r} p^{r} q^{n-r}$ is the binomial probability in the usual notation and if

$$
B(k ; n, p)=P(X \leq k)=\sum_{r=0}^{k} b(r ; n, p),
$$

then prove that

$$
\begin{aligned}
& B(k ; n, p)=(n-k)\binom{n}{k} \int_{0}^{q} t^{n-k-1^{1}}(I-t)^{k} d t ; q=1-p \\
& \text { Solution. } B(k ; n, p)=\sum_{r=0}^{k} b(r ; n, p)=\sum_{r=0}^{k}\binom{n}{r} p^{r} \dot{q}^{n-r}
\end{aligned}
$$

Differentiating w.r. to $q$ and noting that $q=1-p \Rightarrow \frac{d q}{d p}=-1$, we get:

$$
\begin{align*}
& \frac{d}{d q} \cdot B(k ; n, p)=\sum_{r=0}^{k}\left[\binom{n}{r}\left(r p^{r-1}(-1) \cdot q^{n-r}+p^{r} \cdot(n-r) q^{n-r-1}\right\}\right] \\
&=\sum_{r=0}^{k}\left[\frac{n!(-r)}{r!(n-r)!} p^{r-1} q^{n-r}+\frac{n!(n-r)}{r!(n-r)!} p^{r} q^{n-r-1}\right] \\
&=\sum_{r=0}^{k}\left[-\frac{n(n-1)!}{\left.(r-1)!(n-r)!p^{r-1} q^{n-r}+\frac{n(n-1)!}{r!(n-r-1)!} p^{\prime} q^{n-r-1}\right]}\right. \\
&=\sum_{r=0}^{k}\left[n \cdot\binom{n-1}{r} p^{r} q^{n-r-1}\left\llcorner n\binom{n-1}{r-1} p^{r-1} q^{n-r}\right]\right. \\
&=\sum_{r=0}^{k}\left[n\left\{t_{r}-t_{r-1}\right\}\right]  \tag{}\\
&=n\left[\left(t_{0}-t_{1}\right)+\left(t_{1}-t_{0}\right)+\left(t_{2}-t_{1}\right)+\ldots+\left(t_{k}+t_{k-1}\right)\right]  \tag{}\\
&=n t_{k} \quad \ldots\left({ }^{* *}\right) \\
& \therefore \therefore \frac{d}{d q} \cdot B(k, n, p)=n\binom{n-1=0, \text { Frome }(* * *)]}{k} p^{k} \cdot q^{n-k-1}, \quad p=1-q
\end{align*}
$$

On integration, we get

$$
\begin{aligned}
& \quad B \cdot(k ; n, p)=n \cdot\binom{n-1}{\dot{k}} \cdot \int_{0}^{q}(1-u)^{k} \cdot u^{n-k-1} d u . \\
& \text { But } n \cdot\binom{n-1}{k}=\frac{n \cdot(n-1)!}{k!(n-1-k)!}=\frac{n!(n-k)}{k!(n-k)!}=(n-k)\binom{n}{k} \\
& \therefore \quad B(k ; n, p)=(n-\dot{k})\binom{n}{k} \int_{0}^{q}(1-u)^{k} \cdot u^{n-k-1} d u
\end{aligned}
$$

as desired.
Remarks. 1. We furthér gêt :

$$
\begin{aligned}
& \beta(k+1, n-k)=\frac{\Gamma(k+1) \Gamma(n-k)}{\Gamma(n+1)}=\frac{k!(n-k-1)!}{n!} \\
& \quad \Rightarrow \frac{1}{\beta(k+1, n-k)}=\frac{n!}{k!(n-k-1)!}=(n-k) \cdot\binom{n}{k}
\end{aligned}
$$

Hence the result may be written as :

$$
B(k ; n, p)=P(X \leq k)=\frac{1}{\beta\left(k^{n}+1, n-k\right)} \int_{0}^{q}(1-u)^{k} u^{n-k-1} d u
$$

This result is of greal practical utility. It enables us to represent the cumulative Binomial 'Probabilities (which are gene rally quite tedious and time consuming to compute) in terms of Incomplete Beta Functions whhich are tabulated in Karl Pearson's'Tables of the Incomplete Beta Functions.

2 Let us now work out the probability:

$$
P(X \geq k)=\sum_{r=k}^{n}\binom{n}{r} p^{r} q^{n-r}
$$

Differentiating w.r. to $p$, and proceeding similarly, we shall get :

$$
\begin{equation*}
\frac{d}{d p} \dot{P}(X \geq k)=-n \sum_{r=k}^{n}\left(T_{r}-T_{r-1}\right) \tag{Tryit}
\end{equation*}
$$

where $\quad T_{r}=\binom{n-1}{r} p^{r} q^{n^{-r i-1}}, \quad\left(T_{n}=0\right)$
$\therefore \frac{d}{d p} P(X \geq k)=n T_{k-1}=n\binom{n-1}{k-1} p^{k-1}(1-p)^{n-k}(\because q=1-p)$
Ön integration, we shall get :

$$
\begin{aligned}
& P(X \geq k)=n\binom{n-1}{k-1} \int_{0}^{p} u^{k-1}(1-u)^{n-k} d u \\
& P(X \geq k)=\frac{1}{\beta(k, n-k+1)} \int_{0}^{p} u^{k-1}(1-u)^{n-k} d u
\end{aligned}
$$

This is quite an important result and shoụld be committed to memory. We shall use it in 'Order Statistics'.

This result can be stated as follows :

If $X \sim B(n, p)$ and $Y$ has Beta distribution with parameters $k$ and $n-k+1$ (c.f. Chapter 8), then

$$
\begin{aligned}
& P(Y \leq p)=P(X<k)=1-P(X \leq k-1) \\
& \Rightarrow \quad F_{Y}(p)=1-F_{X}(k-1)
\end{aligned}
$$

EXERCISE 7 (a)

1. (a) Describe the probability model from which the binomial distribution can be generated. Hence find the first four central moments.
(b) If $p$ is the probability of 'success' at a single trial, obtainthe probability of $r$ 'successes' out of $n$ independent trails. Determine the mode of the resulting distribution.
2. (a) Define the binomial distribution with parameters $p$ and $n$, and give a situation in real life where the distribution is likely to be realized. Obtain the moment generating function of the binomial distribution and hence or otherwise obtain the mean, variance, skewness and kurtosis of the distribution.
(b) Obtain the Moment Generating Function of the Binomial Distribution. Derive from it the result that the sum of two binomial variates is a binomial variate if the variates are independent and have the same probability of success.
3. The mean and variance of a binomial variate $X$ with parameters $n$ and $p$ are 16 and 8 . Find
(i) $\quad P(X=0)$, (ii) $P(X=1)$, (iii) $P(X \geq 2)$.
4. For a Binomial distribution the mean is 6 and the standard deviation is $\sqrt{2}$. Write out all the terms of the distribution.

Ans. $\quad n=9, p=2 / 3, q=1 / 3 ; p(r)=(1 / 3)^{9} \cdot\binom{9}{r} 2^{r} ; r=0,1,2, \ldots, 9$
5. (a) A perfect cube is thrown a large number of times in sets of 8 . The occurrence of a 2 or $\mathbf{4}$ is called a success. In what proportion of the sets would you expect 3 successes.

Ans $\quad 27.31 \%$
(b) In eight throws of a die, 5 or 6 is considered a success. Find the mean number of successes and the slandard deviation. (Ans..2.66, 1.33)
(c) A man tosses a fair coin 10 times. Find the próbability that he will have
(i) beads on the first five tosses and tails on the next five tosses
(ii) heads on tosses 1, 3, 5, 7, 9 and tails on tosses 2, 4, 6, 8, 10 .
(iii) 5 heads and 5 tails
(iv) at least 5 heads
(v) not more than 5 heads. [Madras Univ.B.Sc.'(Main Stat) Nov. 1991]
Ans.
(i) $(1 / 2)^{1^{0}}$,
(ii) $(1 / 2)^{10}$,
(iii) ${ }^{10} C_{5}(1 / 2)^{10}$
(iv) $\sum_{x=5}^{10}{ }^{10} C_{x}\left(\frac{1}{2}\right)^{10}$
(v) $\sum_{x=0}^{5}{ }^{10} C_{x}\left(\frac{1}{2}\right)^{10}$
6. (a) In 256 sets of twelve tosses of a fair coin, in how many casses may one expect eight heads and four tails ?
(Ans. 31)
(Delhi Univ. B.Sc. Oct. 1992)
(b) In 100 sets of ten tosses of an unbaised coin, in how màny cases should we expect
(i) Seven heads and three tails,
(ii) at least seven heads?

Ans. (i) 12, (ii) 17
7. (a) During war 1 ship out of 9 was sunk on an average in making a certain voyage. What was the probability that exactly 3 out of a conyoy of 6 ships would arrive safely?
(Madras Univ. B.Sc̣; 1992)
Ans. ${ }^{6} C_{3}(8 / 9)^{3}(1 / 9)^{3}$
(b) Inthe long run 3 vessels out of every 100 are sunk: If 10 vessels-are out, what is the probability that
(i) exactly 6 will arrive safely, and
(ii). at least 6 will arrive safely?

Hint. The probability ' $p$ ' that a vessel will arrive safely is

$$
P=97 / 100=0.97 \text { and } q=0.03
$$

The probability that out of 10 vessels, $x$ vessels will arrive safely is

$$
p(x)={ }^{10} C_{x} p^{x} q^{10-x}={ }^{10} C_{x}(0.97)^{x}(0.03)^{10-x}
$$

(i) Required probability $=p(6)={ }^{10} C_{6}(0.97)^{6}(0.03)^{x}$.
(ii) Required probability $=P(X \geq 6)$
8. (a) A student takes a trie-fa lse examination consisting of 10 questions. He is completely unprepared so he plans to guess each answer. The guesses are to be made at random. For example, he may toss a fair coin and use the outcome to determine his guess.
(i) Compute the probability that he guesses correctly at least five times.
(ii) Compute the probability that he guesses correctly at least 9 times.
(iii) What is the smallest $n$ that the probability of guessing at-least $n$ correct answers is less than $1 / 2$.
(Dibrugart:Univ. M.A., 1993)
Ans. (i) 319/512; (ii) $11 / 1024$; (iii) 6.
(b) A multiple choice test consists of 8 questions and 3 -answers to each question, of which only one is correct. If a student answers each question by rolling a balanced die and checking the first answer if he gets 1 or 2, the second answer if he gets 3 or 4 , and the third answer if he gets 5 or 6 , find the probability of getting:
(i) exactly 3 correct answers;
(ii) no correct answer,
(iii) at least 6 correct answers.
[Gauhati Univ. M.A. (Econ.), 1993]
9. (a) The incidence of occupational disease in an industry is suich that the workers have a $20 \%$ chance of suffering from it. What is the probability that out of six workers chosen at random, four or more will suffer from the disease.

Ans. 52/3125
(b). (a) In a binomial distribution consisting of 5 independent trails, probabilities of 1 and 2 successes are 0.4096 and 0.2048 respectively. Find the parameter $p$ of the distribution. (Ans. $0 \cdot 2$ )
10. (a) With the usual notations, find $p$ for a binomial random variable $X$ if $n=6$ and if $9 P(X=4)=P(X=2)$. (Ans. $0 \cdot 25$ )
(Mysore Univ, B.Sc. April 1992)
(b) $X$ is a random variable following binomial distribution with, mean 2.4 and variance 1.44 . Find $P(X \geq 5), P(1<X \leq 4)$.
11. (a) In a certain town $20 \%$ of the population is literate, and assume that 200 investigators take a sample of ten individuals each to see whether they are literate. How many investigatọṣ would you expect to report that three people or less are literates in the sample?
(Shivaji Univ. B.Sc., Oct. 1992)
(b) A lot contains 1 per cent of defective items. What should be the number ( $n$ ) of items in a random sample so that the probability of finding at least one defective in it, is at least 0.95 ? (Ans. 68)
12. (a) If on the average rain falls on ten days in every thinty days, find the probability
(i) that rain falls on at least three days of a given week,
(ii) that first three days of a given week will be dry and the remaining wet.

Ans. (i) $\sum_{x=3}{ }^{7} C_{x}(1 / 3)^{x}(2 / 3)^{7-x}, \quad$ (ii) $(2 / 3)^{3} \cdot(1 / 3)^{4}$.
(b) Suppose that weather records show that on the average 5 out of 31 days in October are rainy days. Assuming a binomial distribution with each day of October as an independent trial, find the probability that the next October will have at most three rainy days.

Ans. 0. 2403
13. The probability of a man hitting a target is $1 / 4$. ( $i$ ) If he fires 7 times, what is the probability $p$ of his hitting the target at least twice? (ii) How many times must he fire so that the probability of his hitting the target at least once is greater than $2 / 3$ ? Ans. (i) $4547 / 8192$, (ii) 4 ]

Hint. (ii) $p=\frac{1}{4}, q=\frac{3}{4}$. We want $n$ such that

$$
1-q^{\prime \prime}>\frac{2}{3} \Rightarrow q^{\prime \prime}<\frac{1}{3} \Rightarrow\left(\frac{3}{4}\right)^{n}<\frac{1}{3} \Rightarrow n^{\prime}=4
$$

14. (a) The probability of a man hitting a target is $1 / 3$. How many times must be fire so that the probability of hitting the target at least once is more than 90\%. Ans. 6.
(Shivaji Univ. B.Sc., 1991)
(b) Eight mice are selected at random and they are divided into two groups of 4 each. Each mouse in group $A$ is given a dose of certain poison ' $a$ ' which is expected to kill one in four; each mouse in group $B$ is given a dose of certain poison ' $b$ ' which is expected to kill one or two. Show that nevertheless, there may be fewer deaths in group $A$ and find the probability of this happening.

Ans. 525/4096
15 (a) A card is drawn and replaced in an ordinary deck of 52 cards. How many times must a card be drawn so that ( $i$ ) there is at least an even chance of drawing a heart, (ii) the probability of drawing a beart is greater than 3/4 ?

Ans. (i) 3, (ii). 5
(b) Five coins are tossed. What is the variance of the number of heads per toss of the five coins:
(i) if each coins is unbiased,
(ii) if the probability of a head appearing is 0.75 for each coin, and
(iii) if four coins are unbaised and for the fifth the probability of a head appearing is 0.75 ?

Hint (iii) Use generating function. [See Ex. 7•17 (iii)]
16. An owner of a small hotel with five rooms is considering buying television sets to rent to room occupants. He expects that about half of his customers would be willing to rent sets, and finally he buys three sets. Assuming $100 \%$ occupancy at all times :
(i). What fraction of the evenings will there be more request than T.V. sets?
(ii) What is the probability that a customer who requests a television set will receive one?
(iii) If the owner's cost per set per day is $C$, what rent $R$ must he charge in order to break even (neither gain nor lose) in the long run?

Hint. (i) Let the random variable $\boldsymbol{X}$ denote the daily number of requests. Then required probability is

$$
P(X \geq 4)=P(X=4)+P(X=5)=\binom{5}{4}\left(\frac{1}{2}\right)^{5}+\binom{5}{5}\left(\frac{1}{2}\right)^{5}
$$

(ii) The customer can get a T.V. in the following mutually exclusive ways,
(a) There are no other requests that night.
(b) There is one other request.
(c) There are two other requests.
(d) There are three other requests and his request precedes at least one of them.
(e) There are four other requests, and his request preceedes at least two of them.

The probability of the desired event

$$
=(0 \cdot 5)^{4}\left\{1+{ }^{4} C_{1}+{ }^{4} C_{2}+\frac{3}{4} \cdot{ }^{4} C_{3}+\frac{3}{5}{ }^{4} C_{4}\right\}
$$

(iii) Mean revenue
$=(0.5)^{5} \cdot 0+{ }^{5} C_{1}(0.5)^{5} R+{ }^{5} C_{2}(0.5)^{5} 2 R+\left\{{ }^{5} C_{3}(0.5)^{5}+{ }^{5} C_{4}(0.5)^{5}+{ }^{5} C_{5}(0.5)^{5}\right\} 3 R$
$=\frac{73}{32} R$
The break-even rental is the value of $R$ for which

$$
\frac{73}{32} R=3 C \Rightarrow R=1.315 \dot{C}
$$

17. A manufacturer claims that at most 10 per cent of his product is defective. Tó test this claim, 18 units are inspected and his claim is accepted if among these 18 units, at most 2 are defective. Find the probability that the manufacturer's claim will be accepted if the actual probability that a unit is defective is
(a) 0.05
(b) $0 \cdot 10$
(c) 0.15 and
(d) 0.20.
Ans.
(a) 0.9410
(b) 0.9326
(c) 0.4445
(d) 0.2715
18. (a) A set of 8 symmetrical coins was tossed 256 times and the frequencies of throws observed were as follows :

| Number of heads : | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency of throws: | 2 | 6 | 24 | 63 | 64 | 50 | 36 | 10 | 1 |

Fit a binomial distribution and find mean and standard deviation of fitted distribution.
(b) A set of 6 similar coins is tossed 640 times with the following results:

| Number of heads : | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency: | 7 | 64 | 140 | 210 | 132 | 75 | 12 |

Calculate the binomial frequencies on the assumption that the coins are symmetrical.
19. (a) The following data due to Weldon shows the results of throwing 12 dice 4096 times, a throw of 4,5 or 6 being called a success ( $x$ ).

| $x:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | Total |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $f:$ | - | 7 | 60 | 198 | 430 | $73 i$ | 948 | 847 | 536 | 257 | 71 | 11 | - | 4096 |

Fit the binomial distribution and ca!culate the expected frequencies. Compare the actual mean and S.D. with those of the expected ones for the distribution.

Ans. Expected freq. : 1, 12, 66, 220495 792, 924, 792, 495, 220, 66, 12, 0 ; mean $=6$, variance $=1 \cdot 71$.
(b) In 103 litters of 4 mice, the number of litters which contained $0,1,2,3$, 4 females are recorded below :

| Number of female mice | 0 | 1 | 2 | 3 | 4 | Tótal |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of litters | 8 | 32 | 34 | 24 | 5 | 103 |

(i) If the chance of obtaining a female in a single trial is assumed constant, estimate the constant but unknown probability.
(ii) If the size of the litter 4 had not been given, how could it be estimated from the dạta?
20. $X$ is random variable distributed according to the Binomial law :

$$
b(x ; n, p)=\binom{n}{x} p^{x} q^{n-x} ; x=0,1,2 ; \ldots, n
$$

Obtain the recurrence formula :

$$
b(x+1 ; n, p)=\frac{n-x}{x+1} \cdot \frac{p}{q} \cdot b(x ; n, p)
$$

Use this as a reduction formula and get the theoretical frequencies when an unbaised coin'is tossed 8 times and the experiment is repeated 256 times.
(Madras Univ. B. Sc. April 1992)
21. (a) By differentiating the following identity with respect to $p$ and then multiplying by $p$,

$$
\sum_{x=0}^{n}\binom{n}{x} p^{x} q^{n-x}=(q+p)^{n}, q=1-p
$$

prove that $\mu_{1}^{\prime}=n p$ and $\mu_{2}=n p q$.
22. (a) Let $X \sim b(x ; n, p)$ and $r$ be a non-negative integer. If the $r$ th moment about the origin is denoted by. $\mu_{r}^{\prime}=E\left(X^{r}\right)$, prove that

$$
\mu_{r+1}^{\prime}=n p \mu_{r}^{\prime}+p(1-p) \frac{d \mu_{r}^{\prime}}{d p}
$$

[Delhi Univ. B.Sc. (Hons. Subs.), 1993, '88]
(b) Show that for the binomial distribution $B(n, p)$,

$$
\mu_{r+1}=p q\left(n r \mu_{r-1}+\frac{d}{d p} \mu_{r}\right), \quad p+q=1,
$$

where symbols have their usual meanings.
[Delhi Univ. B.Sc. (Stat. Hons), 1989]
(c) If $X \sim B(n, p)$, obtain the recurrence relation for its central moments and hence find values of $\boldsymbol{\beta}_{1}$ and $\beta_{2}$.
[Calcutta Univ. B.Sc. (Hons.), 1992]
23. (a) The following results were obtained when 100 batches of seeds were allowed to germinate on damp filter paper in a laboratory :

$$
\beta_{1}=\frac{1}{15} \text { and } \beta_{2}=\frac{89}{30}
$$

Determine the binomial'distribution and calculate the frequency for $X=8$, considering $p>q$.

Hint. We have $\beta_{1}=\frac{(q-p)^{2}}{n p q}=\frac{1}{15}$
and

$$
\begin{equation*}
\beta_{2}=3+\frac{1-6 p q}{n p q}=\frac{89}{30} \tag{i}
\end{equation*}
$$

From ( $i$ ) and (ii), we can find the value of $n, p$ and $q$
(b) Between $a$ Binomial distribution with $n=5$ and $p=\frac{1}{2}$ and a distribution with frequency function

$$
f(x)=6 x(1-x), 0 \leq x \leq 1 ;
$$

determine which is nore skewed.
24. (a) $x=r$ is the unique mode of Binomial Distribution having mean $n p$ and variance $n p(1-p)$. Show that

$$
(n+1) p-1<r<(n+1) p
$$

Find the mode of the binomial distribution with $p=\frac{1}{2}$ and $n=7$.
[Delhi Univ. B.Sc. (Stat. Hons.) 1991, '84]
Ans. 4, 3 (Bimodal).
(b) Show that if $n p$ be a whole number, the mean of the binomial distribution coincides with the greatest term.
(c) Compute the mode of a binomial distribution $b\left(7, \frac{1}{2}\right)$.
[Delhi Univ. B.Sc. (Maths. Hons.), 1989]
Ans. 1, 2 (Bimodal).
(d) Dèfine Bernoulli trials and state the binomial law of probability. Find the bounds for the most probable number of successes in a sequence of $n$ Bernoulli triạls.
One workers can manufacture 120 articles during a shift, another worker 140 articles, the probabilities of the articles being of a high quality are 0.94 and 0.80 respectively. Determine the most probable number of high quality articles manufactured by each worker. [Calcutta Univ. B.Sc. (Maths. Hons.), 1988]
25. Show that if two symmetrical binomial distributions ( $p=q=\frac{1}{2}$ ) of degree $n$ (and of the same number of observations) are so supcrimposed that the $r$ th term of one coincides with the $(r+1)$ th term of the other, the distribution formed by adding superimposed terms is a symmetrical binomial of degree $(n+1)$.
[Bhagalpur Univ. B.Sc., 1993]
26. (a) Let $X$ denote a binomially distributed random variable. Show that

$$
\begin{gathered}
E\left(\frac{X-n p}{\sqrt{n p q}}\right)=0, E\left(\frac{X-n p}{\sqrt{n p q}}\right)^{2}=1, \text { and } \\
\left.E\left[\exp .\left\{t\left(\frac{X-n p}{\sqrt{n p q}}\right)\right\}\right]=\left[(1-p) \exp \left\{-t \sqrt{\left(\frac{p}{n q}\right)}\right\}+p \exp \left\{t \sqrt{\left(\frac{q}{n p}\right)}\right)\right\}\right]
\end{gathered}
$$

(b) Obtain the characteristic function of the standard binomial variate $(X-n p) / \sqrt{n p q}$, where $X$ is the number of successes obtained in $n$ independent trials. each with constant probability $p$ of success, $q=1-p$. Obtain the limit of this function as $n \rightarrow \infty$.
[Delhi Univ. B.Sc.(Maths. Hons.), 1991]
( $c$ ) If $X \sim B(n, p)$, prove that

$$
\kappa_{r+1}=p q \cdot \frac{d}{d p}\left(\kappa_{r}\right),
$$

where $\kappa_{r}$ is the ith cumulant.
Hence deduëe the values of $\kappa_{2}$ and $\kappa_{3}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1991, '87]
27. (a) If $X$ and $Y$ are two independent identically distributed binomial variates, obtain the probability that the absolute difference $|X-Y|$ equals a given value, say $r$.
(b) (i) If $X$ and $Y$ are independent binomial variates, with parameters $p_{1}$ and $p_{2}$ and indices $n_{1}$ and $n_{2}$ respectively, obtain the probability that $X+Y$ equals ' $r$ '.
(ii) In the above if $p_{1}=p_{2}$, what is the distribution of $X+Y$ ?
(c) If $X$ and $Y$ are two independent binomial variates with parameters $n_{1}=6, p=1 / 2$ and $n_{2}=4, p=1 / 2$ respectively, evaluate,
(i) $P(X+Y=r)$,
(ii) $P(X+Y \geq 3)$
(Gujarat Univ. B. Sc. Oct. 1992)
Hint $\quad X+Y \sim B(6+4,1 / 2)=B(10,1 / 2)$
Ans. (i) $P(X+Y=r)=p(r)={ }^{10} C_{r}(1 / 2)^{r} ; r=0,1, \ldots, 10$
(ii) $P(X+Y \geq 3)=1-[p(0)+p(1)+p(2)]=0.945$
(d) If $X$ and $Y$ are two independent binomial variates with parameters ( $n_{1}=3, p=0.4$ ) and ( $n_{2}=4, p=0.4$ ) respectively, find:
(i) $P(X=Y), \quad$ (ii) $P(X+Y \leq 2)$, (iii) $P(X=3 \mid X+Y=4)$

Hint. $X+Y \sim B(3+4,0 \cdot 4) \cdot B(7,0.4)$
(i) $P(X=Y)=\sum_{r=0}^{3} P(X=r \cap Y=r)=\sum_{r=0}^{3} P(X=r) P(Y=r)=0.2871$
(ii) $P(X+Y \leq 2)=\sum_{r=0}^{2}\binom{7}{r}(0.4)^{r}(0.6)^{7-r}=0.420$
(iii) $P(X-3 \mid X+Y-4)=\frac{P(X-3 \cap X+Y-4)}{P(X+Y-4)}-\frac{P(X-3 \cap Y-1)}{P(X+Y-4)}=0.1141$
28. (a) Obtain the moment generating function of Binomial distribulion with $n=7$ and $p=0.6$. Find the first three moments of the distribution.
[Poona Univ.IB. Sc. 1992)
Ans. $\quad\left(0.4+0.6 e^{t}\right)^{7}:$ mean $=4 \cdot 2, \mu_{2}=1 \cdot 68, \mu_{3}=-0 \cdot 336$.
(b) Suppose that the m.g.f. of a random variable $X$ is of the form

$$
M_{X}(t)=\left(0.4 e^{t}+0.6\right)^{8} .
$$

What is the m.g.f. of the random variable $Y=3 X+2$ ? Evaluate $E(X)$.
Ans. $E(X)=3.2, \quad M_{Y}(t)=e^{2 t}\left(0.6+0.4 e^{3 t}\right)^{8}$
(c) Obtain the moment generating function of the binomial distribuion. Hence or otherwise obtain the mean, variance and skewness of the distribution.
29. Show that the factorial moment generating function $w(t)$ of the binomial distribution $b(x ; n, p)$ is $(1+p t)^{n}$. Hence or otherwise show that

$$
\mu_{(r)}=n^{(r)} p^{r}
$$

Yint. Factorial moment generating function $\omega(t)$ is defined as
$\omega(t)=E(1+t)^{x}=\sum_{x}(1+t)^{x} p(x)_{1}=\sum_{x}^{n} C_{x}\{p(1+t)\}^{\dot{x}} q^{n-x}$
$\mu_{(r)^{\prime}}=$ co efficient of $\frac{t^{r}}{r!}$ in $\omega(t)={ }^{n} C_{r} r!p^{r}=n^{(r)} p^{r}$
30. Show that
(i)

$$
b(n, p ; k)=b(n, 1-p ; n-k)
$$

(ii) $\sum_{k=r}^{n} b(n, p ; k)=1-\sum_{k=n-r+1}^{n} b(n, 1-p ; k)$
(iii)

$$
b(n+1, p ; k)=p \cdot b(n, p ; k-1)+q \cdot b(n, p ; k)
$$

Hint. (i) $b(n, 1-p ; n-k)=\binom{n}{n-k}(1-p)^{n-k} p^{n-(n-k)}$
(ii) $\sum_{k=r}^{n} b(n, p ; k)=\sum_{k=r}^{n} b(n, 1-p ; n-k)=\sum_{k=0}^{n-r} b(n, 1-p ; k)$
31. For a binomial distribution, let

$$
F_{n}(y)=\sum_{x=0}^{v}\binom{n}{x} p^{x} q^{n-x},
$$

where $q=1-p$,
prove that
(i) $F_{n+1}(y)=p F_{n}(y-1)+q F_{n}(y)$
(ii) $\operatorname{Cov}(X, n-X)=-n p q$
(Bombay Univ. B.Sc., April 1990)
32. (a) Random variable $X$ follows binomial distribution with parameters $n=40$ and $p=\frac{1}{4}$. Use Chebychev's inequality to find bounds for
(i) $P[|X-10|<8]$;.(ii) $P[|X-10|>10]$

Compare these values with the actual values (Hint : Use Normal approximation for the Binomial). (Madras Univ. B.Sc. (Main Stat.), 1988)

Ans. (i) 11:3/128 (lower bound), (ii) 0.075 (upper bound).
(b) $X$ follows binomial distribution with $n=40, p=\frac{1}{2}$. Use Chebychev's lemma to
(i) find $k$ such that
$P\{|X-20|>10 k\} \leq 0.25$, and
(ii) obtain a lower limit for $P\{|X-20| \leq 5\}$.
[Delhi Univ. B.Sc. (Maths. Hons.), 1984]
Ans. (i) $2 \sqrt{10}$, (ii) $3 / 5$
(c) How many trials must be made of an event with binomial probability of success. $\frac{1}{2}$ in each trial, in order to be assured with probability of at least 0.9 that the relative frequency of success will be between 0.48 and $0.52 ?^{\circ}$ (Ans. 6250)

Hint. Use Chebychev's Inequality.
33. (a) Show that if a coin is tossed $n$ times, the probability of not more than $k$ heads is :

$$
\left[\binom{n}{0}+\binom{n}{1}+\ldots+\binom{n}{k}\right]\left(\frac{1}{2}\right)^{n}
$$

[Śouth Gujarat Univ. B.Sc., 1988]
(b) If $X$ has binomial distribution with parametes $n$ and $p$, then prove that $P[X$ is even $]=\frac{1}{2}\left[1+(q-p)^{n}\right] . \quad$ [Delhi Univ. B.Sc. (Stat. Hons.), 1988]
34. If the probability of hitting a target is $1 / 5$ and if 10 shots are lired, what is the conditional probability of the target being hit at least twice assuming that at least one hit is already scored ?

Hint. Let $X$ donote the number of times a target is hit when 10 shots are fired. Then $X \sim B(10,0 \cdot 2)$. The required probability is :

$$
\begin{aligned}
& P(X \geq 2 \mid X \geq 1)=\frac{P[(X \geq 2) \cap(X \geq 1)]}{P(X \geq 1)}=\frac{P(X \geq 2)}{P(X \geq 1)} \\
&=\frac{1-[P(X=0)+P(X=1)]}{1-[P(X=0)]}=\frac{0.625}{0.893}=0.6999
\end{aligned}
$$

35. (a) Let $X$ be a $B(2, p)$ and $Y$ be a $B(4, p)$. If $P(X \geq 1)=5 / 9$, find $P(Y, \geq 1)$
[Kerala Univ. B. Sc., 1989]
Hint. $P(X \geq 1)=1-P(X=0)=1-q^{2}=5 / 9 \Rightarrow q=2 / 3, p=1 / 3$.

$$
P(Y \geq 1)=1-P(Y=0)=1-q^{4}=65 / 81
$$

36. Let $B$ denote the number of boys in a family with five chịldren. If $p$ denotes the probability that a boy is there in a family, find the least value of $p$ such that
$P(B=0)>P(B=1) \quad$ (Shivaji Univ. B. Sc, 1990)
Ans. $q^{5}>5 p q^{4} \Rightarrow q>5 p \Rightarrow p<\frac{1}{6}$.
37. (a) Suppose $X \sim B(n, p)$. with $E(X)=5, \operatorname{Var}(X)=4$. Find $n$ and $p$. (Ans. $n=25, p=1 / 5$ )
(b) Let $X \sim B(n, p)$. For what $p$ is variance $(X)$ maximised if we assume $n$ is fixed.

Ans. Var $X=n p q=n\left(p-p^{2}\right)-f(p),($ say $) ; f^{\prime}(p)=0, f^{\prime \prime}(p)<0 ; p=1 / 2=q$
38. (a) $X \sim B(n=100, p=0 \cdot 1)$. Find $P\left(X \leq \mu_{x}-3 \sigma_{x}\right)$

Ains. $\mu=10, \sigma=3, P^{\prime}\left(X \leq \mu_{x}-3 \sigma_{x}\right)=P(X \leq 1)=10.9 \times(0.9)^{99}$
(b) If $X \sim B(25,0 \cdot 2)$, find $P\left(X<\mu_{x}-2 \sigma_{x}\right)$
[Delhi Univ. B.A. (Stat. Hons.) Spl. Couirse 1989]
39. For one balf of $n$ events, the chance of success is $p$, and the chance of failure is $q$, whilst for the other half the chance of success is $q$, and the chance of failure is $\tilde{p}$. Show that the S.D. of the number of successes is the same as if the chance of success were $p$ in all the cases i.e. $\sqrt{n p q}$, but that the mean of the number of successes is $n / 2$ and not $n p$.
(Delhi Univ. BA. 1992)
Hint. $\quad X \sim B(n / 2, p)$ and $Y \sim B(n / 2, q)$ are independent. Let $Z_{1}^{\prime}=X+Y$. Now prove that $\operatorname{Var}(Z)=n p q$ and $E(Z)=n / 2$.
40. The discrete density of $X$ is given by $f_{X}(x)=x / 3$, for $x=1,2$ and $f_{Y \mid X}(y \mid x)$ is binomial with parameters $x$ and $\frac{1}{2}$ i.e.,

$$
F_{Y \mid X}(y \mid x)=P(Y=y \mid X=x)=\binom{x}{y} \cdot\left(\frac{1}{2}\right)^{x}
$$

for $y=0,1, \ldots, x$ and $x=1,2$.
(a) Find $E(X)$ and $\operatorname{Var}(X)$;
(b) Find $E(Y)^{\circ}$
(c) Find the joint distribution of $X$ and $Y$.

Hint. Proceed as in Example 7. 21.

Ans. (a) $E(X)=5 / 3, \operatorname{Var}(X)=2 / 9, \quad$ (b) $E(Y)=5 / 6$.
(c) $f(x, y)=\binom{x}{y} \cdot\left(\frac{x}{3}\right) \cdot\left(\frac{1}{2}\right)^{x} ; n=1,2, ; y=0,1, \ldots, x$.
41. Two dice are thrown $n$ times. Let $X$ denote the number of throws in which the number on the first dice exceeds the number on the second dice. What is the distribution of $X$ ?

Ans. $X \sim B(n, p=15 / 36)$
Hint. $\quad p$ is the probability that the number on the first dice exceeds the number on the second dice in a throw of two dice.
42. Let $X_{1} \sim B\left(n, p_{1}\right)$ and $X_{2} \sim B\left(n, p_{2}\right)$.

If $p_{1}<p_{2}$, prove that:

$$
P\left(X_{1} \leq k\right) \geq P\left(X_{2} \leq k\right) \text { for } k=0,1, \ldots, n .
$$

Hint. Use Example 7. 23.
43. If $X \sim B(n, p)$, show that

$$
P(X \leq k)=\lambda \int_{p / q}^{\infty} \frac{y^{k}}{(1+y)^{n+1}} d y
$$

where

$$
\lambda^{-1}=\int_{0}^{\infty} \frac{y^{k}}{(1+y)^{n+1}} d y=\beta(k+1, n-k)
$$

Hint. $\frac{d}{d q} P(X \leq k)=n\binom{n-1}{k} \cdot p^{k} \cdot q^{n-k-1}=A_{k}($ say $)$
[See Example 7- 23]

$$
\text { Find } \begin{aligned}
\frac{d}{d q}(\text { RHS }) & =\lambda \cdot \frac{d}{d q}\left(\int_{p / q}^{\infty} \frac{y^{k}}{(1+y)^{n+1}} d y\right)=\lambda \frac{(p / q)^{k}}{[1+(p / q)]^{n+1}}\left(\frac{1}{q^{2}}\right) \\
& =\frac{1}{\beta(k+1, n-k)} \cdot p^{k} \cdot q^{n-k-1}=A_{k}
\end{aligned}
$$

(On simplification)
44. If $X \quad B(n, p)$ and $Y$ has beta distribution with parameters $k$ and $n-k+1$, (See Chapter 8), then prove that
$P(Y \leq p)=P(X \geq k)$ i.e., $F_{Y}(p)=1-F_{X}(k-1)$
45. If a fair coin is tossed an even number $2 n$ times, show that the probability of obtaining more heads than tails is

$$
\frac{1}{2}\left\{1-{ }^{2 n} C_{n}\left(\frac{1}{2}\right)^{2 n}\right\}
$$

Hint. $\quad X$ : No. of heads; $Y=$ No. of tails; No. of trials $=2 n$
$P(X>Y)+P(X<Y)+P(X=Y)=1$

$$
\begin{array}{cc}
\Rightarrow \quad 2 P(X>Y)=1-P(X=Y) \\
& {\left[\because \text { By symmetry, } p=q=\frac{1}{2} \Rightarrow P(X>Y)=P(X<Y)\right]}
\end{array}
$$

$$
\begin{array}{ll} 
& =1-{ }^{2 n} C_{n} p^{n} \cdot q^{n}=1-{ }^{2 n} C_{n}\left(\frac{1}{2}\right)^{2 n} \\
\Rightarrow \quad & P(X>Y)=\frac{1}{2}\left[1-{ }^{2 n} C_{n}\left(\frac{1}{2}\right)^{2 n}\right]
\end{array}
$$

7.3.0. Poisson Distribution (as a limiting case of Binomial Distribution). Poisson distribution was discovered by the French mathematician and physicist Simeon Denis Poisson (1781-1840) who published it in 1837. Poisson distribution is a limiting case of the binomial distribution under the following conditions:
(i) $n$, the number of trials is indefinitely large, i.e., $n \rightarrow \infty$.
(ii) $p$, the constant probability of success for each trial is indefinitely small, i.e., $p \rightarrow 0$.
(iii) $n p=\lambda$, (say), is finite. Thus $p=\lambda / n, q=1-\lambda / n$, where $\lambda$ is a positive real number.

The probability of $x$ successes in a series of $n$ independent trials is

$$
\begin{equation*}
b(x ; n, p)=\binom{n}{x} p^{x} q^{n-x} ; x=0,1,2, \ldots, n \tag{}
\end{equation*}
$$

We want the limiting form of $\left(^{*}\right)$ under the above conditions. Hence

$$
\lim _{n \rightarrow \infty} b(x ; n, p)=\lim _{n \rightarrow \infty} \frac{n!}{x!(n-x)!}\left(\frac{\lambda}{n}\right)^{x} \cdot\left[1-\frac{\lambda}{n}\right]^{n-x}
$$

Using Stirling's approximation for $n!$ as $n \rightarrow \infty$ viz.,

$$
\lim n!\approx \sqrt{2 \pi} e^{-n} n^{n+(1 / 2)}, \text { we get }
$$

$$
\begin{aligned}
\lim _{n \rightarrow \infty} b(x ; n, p) & =\lim _{n \rightarrow \infty}\left[\frac{\sqrt{2 \pi} e^{-\dot{n}} \cdot n^{n+(1 / 2)}}{x!\sqrt{2 \pi} e^{-(n-x)} \cdot(n-x)^{n-x+(1 / 2)}}\right]\left(\frac{\lambda}{n}\right)^{x}\left[1-\frac{\lambda}{n}\right]^{n-x} \\
& =\frac{\lambda^{x}}{e^{x} \cdot x!} \cdot \lim _{n \rightarrow \infty} \frac{n^{n-x+(1 / 2)}}{(n-x)^{n-x+(1 / 2)}} \cdot\left[1-\frac{\lambda}{n}\right]^{n-x} \\
& =\frac{\lambda^{x}}{e^{x} x!} \lim _{\mathrm{n} \rightarrow \infty} \frac{\left(1-\frac{\lambda}{n}\right)^{n-x}}{\left(1-\frac{x}{n}\right)^{n-x+(1 / 2)}}
\end{aligned}
$$

$$
=\frac{\lambda^{x}}{e^{x} x!} \cdot \frac{\lim _{n \rightarrow \infty}\left[1-\frac{\lambda}{n}\right]^{n} \cdot \lim _{n \rightarrow \infty}\left(1-\frac{\lambda}{n}\right)^{-x}}{\lim _{n \rightarrow \infty}\left[1-\frac{x}{n}\right]^{n} \lim _{n \rightarrow \infty}\left[1-\frac{x}{n}\right]^{-x+(1 / 2)}}
$$

But we know that
and $\left\{\begin{array}{l}\lim _{n \rightarrow \infty}\left(1-\frac{\lambda}{n}\right)^{n}=e^{-\lambda}, \\ \lim _{n \rightarrow \infty}\left[1-\frac{\lambda}{n}\right]^{\alpha}=1, \alpha \text { is not a function of } n\end{array}\right\}$
Therefore

$$
\lim _{n \rightarrow \infty} b(x ; n, p)=\frac{\lambda^{x}}{e^{x} \cdot x!} \cdot \frac{e^{-\lambda} \cdot 1}{e^{-x} \cdot 1}=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!} ; x=0,1,2, \ldots, \infty
$$

which is the required probability function of the Poisson distribution. ' $\lambda$ ' is known as the parameter of Poisson distribution.

Aliter. Poisson distribution can also be derived without using-Stirling's approximation as follows :

$$
\begin{aligned}
& b(x ; n, p)=\binom{n}{x} p^{x}(1-p)^{n-x}=\binom{n}{x}\left[\frac{p}{1-p}\right]^{x}(1-p)^{n} \\
&=\frac{n(n-1)(n-2) \ldots(n-x+1)}{x!} \cdot \frac{\left(\frac{\lambda}{n}\right)^{x}}{\left[1-\frac{\lambda}{n}\right]^{x}}\left[1-\frac{\lambda}{n}\right]^{n} \\
& x!\left[1-\frac{\lambda}{n}\right]^{x}
\end{aligned}
$$

$$
\therefore \quad \lim _{n \rightarrow \infty} b(x ; n, p)=\frac{e^{-\lambda} \lambda^{x}}{x!\cdot} ; x=0,1,2, \ldots
$$

Definition. A random variable $X$ is said to follow a Poisson distribution if it assumes only non-negative values and its probability mass function is given by

$$
\begin{align*}
p(x, \lambda)=P(X=x) & =\frac{e^{-\lambda} \lambda^{x}}{x!} ; x=0,1,2, \ldots ; \lambda>0 \\
& =0, \text { otherwise } \tag{7•14}
\end{align*}
$$

Here $\lambda$ is known as the parameter of the distribution.
We shall use the notation $X \sim P(\lambda)$ to denote that $\dot{X}$ is a Poisson variate with paramter $\lambda$.

Remarks 1. It should be/noted that

$$
\sum_{x=0}^{\infty} P(X=x)=e^{-\lambda} \sum_{x=0}^{\infty} \lambda^{x} / x!=e^{-\lambda} e^{\lambda}=1
$$

2. The corresponding distribution function is:

$$
F(x)=P(X \leq x)=\sum_{r=0}^{x} p(r)=e^{-\lambda} \sum_{r=0}^{x} \lambda^{r} / r!; x=0,1,2, \ldots
$$

3. Poisson distribution occurs when there are events which do not occur as outcomes of a definite number of trials (unlike that in binomial) of an experiment but which occur at random points of time and space wherein our interest lies only in the number of occurrences of the event, not in its non-occurrences.
4. Following are some instances where Poisson distribution may be successfully employed-
(1) Number of deaths from a disease (not in the form of an epidenic) such as heart attack or cancer or due to snake bite.
(2) Number of suicides reported in a particular city.
(3) The number of defective material in a packing manufactured by a good concern.
(4) Number of faulty blades in a packet of 100.
(5) Number of air accidents in some unit of time.
(6) Number of printing mistakes at each page of the book.
(7) Number of telephone calls received at a particular telephone exchange in some unit of time or connections to wrong numbers in a telephone exchange.
(8) Number of cars passing a crossing per minute during the busy hours of a day.
(9) The number of fragments received by a surface area ' $t$ ' from a fragment atom bomb.
(10) The emission of radioactive (alpha) particles.
7.3.1. The Poisson Process. The Poisson distribution may also be obtained independently (i.e., without considering it as a limiting form of the Binomial distribution) as follows :

Let $X_{t}$ be the number of telephone calls received in time interval ' $t$ ' on a telephone switch board. Consider the following experimenta! conditions :
(1) The probability of getting a call in small time interval $(t, t+d t)$ is $\lambda d t$, where $\lambda$ is a positive constant and $d t$ denotes a small increment in time ' $t$ '.
(2) The probability of getting more than one call in this time interval is very small, $i . e$. , is of the order of $(d t)^{2}$ i.e., $0\left[(d t)^{2}\right]$ such that

$$
\operatorname{limim}_{t t \rightarrow 0} \frac{0(d t)^{2}}{d t}=0
$$

(3) The probability of any particular call if the time interval $(t, t+d t)$ is independent of the actual time $t$ and also of all previous calls.

Under these conditions it can be shown that the probability of getting $x$ calls in time ' $t$ ', say, $P_{x}(t)$ is given by

$$
P_{x}(t)=\frac{e^{-\lambda t}(\lambda t)^{x}}{x!} ; x=0,1,2, \ldots, \infty
$$

which is a Poisson distribution with parameter $\lambda t$.
Proof: Let $P_{x}(t)=P$ \{of getting $x$ calls in a time interval of leng'th ' $t$ ' .
Also $P$ \{of at least one call during $(t, t+d t)\}=\lambda d t+0\left[(d t)^{2}\right]$
and $P$ \{of more than one call during $(t, t+d t)\}=0\left[(d t)^{2}\right]$.
The event of getting exactly $x$ calls in time $t+d t$ can materialise in the following two mutually exclusive ways :
(i) $x$ calls in $(0, t)$ and none during $(t, t+d t)$ and the probability of this event is $P_{x}(t)\left\{1-\left[\left(\lambda d t+0(d t)^{2}\right]\right\}\right.$,
(ii) exactly $(x-1)$ calls during $(0, t)$ and one call in $(t, t+d t)$ and the probability of this event is $\dot{P}_{x-1}(t) \cdot(\lambda d t)$.

Hence by the addition theorem of probability, we get

$$
\begin{align*}
& P_{x}(t+d t)=P_{x}(t)\left\{1-\lambda d t-0(d t)^{2}\right\}+P_{x-1}(t) \lambda d t . \\
&=P_{x}(t)(1-\lambda d t)+P_{x-1}(t) \lambda d t+0(d t)^{2} P_{x}(t)  \tag{1}\\
& \Rightarrow \frac{P_{x}(t+d t)-P_{x}(t)}{d t}=-\lambda P_{x}(t)+\lambda \cdot P_{x-1}(t)^{(x)}+\frac{0(d t)^{2}}{d t} P_{x}(t)
\end{align*}
$$

Proceeding to the limit as $d t \rightarrow 0$, we get
where ( 1 ) denotes differentiation w.r. to ' $t$ '.
For $x=0, P_{x-1}(t)=P_{-1}(t)=P\{(-1)$ calls in time ' $t$ ' $\}=0$
Hence from (1), we get

$$
P_{0}(t+d t)=P_{0}(t)\{1-\lambda d t\}+0(d t)^{2}
$$

which on taking the limit $d t \rightarrow 0$, gives

$$
P_{0^{\prime}}(t)=-\lambda P_{0}(t) \Rightarrow \frac{P_{0}{ }^{\prime}(t)}{P_{0}(t)}=-\lambda
$$

Integrating w.r. to. ' $t$ ', we get

$$
\log P_{0}(t)=-\lambda t+C
$$

where $C$ is an arbitrary constant to be determined from the condition
Hence

$$
P_{0}(0)=1
$$

$\therefore$

$$
\log 1=C \Rightarrow C=0
$$

Sübstituting this value of $P_{0}(t)$ in (2), we get, with $x=1$

$$
P_{1}^{\prime}(t)=-\lambda P_{1}(t)+\lambda e^{-\lambda t}
$$

$$
\Rightarrow \quad P_{1}^{\prime}(t)+\lambda P_{1}(t)=\lambda e^{-\lambda t}
$$

This is an ordinary linear differential equation whose integrating factor is $e^{\lambda t}$. Hence its solution is

$$
\begin{align*}
& \lim _{d t \rightarrow 0} \frac{P_{x}(t+d t)-P_{x}(t)}{d t}=-\lambda P_{x}(t)+\lambda P_{x-1}^{\prime}(t) \\
& \therefore \quad P_{x}^{\prime}(t)=-\lambda P_{x}(t)+\lambda P_{x-1}(t), x \geq 1 . \tag{2}
\end{align*}
$$

$$
e^{\lambda t} P_{1}(t)=\lambda \int e^{\lambda t} e^{-\lambda t} d t+C_{1}=\lambda t+C_{1},
$$

- where $C_{1}$ is an arbitrary constant to be determined from $P_{\underline{1}}(0)=0$, which gives $C_{1}=0$.

$$
\therefore \quad P_{1}(t)=e^{-\lambda t} \lambda t
$$

Again substituting this in (2) with $x=2$, we get

$$
P_{2}(t)+\lambda P_{2}(t)=\lambda e^{-\lambda t} \lambda t
$$

Integrating factor of this equation is $e^{\lambda_{t}}$ and its solution is

$$
P_{2}(t) e^{\lambda t}=\lambda^{2} \int t e^{-\lambda t} e^{\lambda t} d t+C_{2}=\frac{\lambda^{2} t^{2}}{2}+C_{2}
$$

where $C_{2}$ is an arbitrary constant to be determined from $P_{2}(0)=0$, which gives $C_{2}=0$. Hence

$$
P_{2}(t)=e^{-\lambda t} \frac{(\lambda t)^{2}}{2}
$$

Proceeding similarly step by step, we shall get

$$
P_{x}(t)=\frac{e^{-\lambda t}(\lambda t)^{x}}{x!} ; x=0,1,2, \ldots, \infty .
$$

### 7.3.2. Moments of the Poisson Distribution

$$
\begin{aligned}
\mu_{1}^{\prime} & =E(X)=\sum_{x=0}^{\infty} x p(x, \lambda) \\
& =\sum_{x=0}^{\infty} x \cdot \frac{e^{-\lambda} \lambda^{x}}{x!}=\lambda e^{-\lambda}\left[\sum_{x=1}^{\infty} \frac{\lambda^{x-1}}{(x-1)!}\right] \\
& =\lambda e^{-\lambda}\left(1+\lambda+\frac{\lambda^{2}}{2!}+\frac{\lambda^{3}}{3!}+\ldots\right)=\lambda e^{-\lambda} \cdot e^{\lambda}=\lambda
\end{aligned}
$$

Hence the mean of the Poisson distribution is $\lambda$.

$$
\begin{aligned}
\mu_{2^{\prime}} & =E\left(X^{2}\right)=\sum_{x=0}^{\infty} x^{2} p(x, \lambda)=\sum_{x=0}^{\infty}\{x(x-1)+x\} \frac{e^{-\lambda} \lambda^{x}}{x!} \\
& =e^{-\lambda} \sum_{x=0}^{\infty} x(x-1) \frac{\lambda^{x}}{x!}+\sum_{x=0}^{\infty} x \frac{e^{-\lambda} \lambda^{x}}{x!} \\
& =\lambda^{2} e^{-\lambda}\left[\sum_{x=2}^{\infty} \frac{\lambda^{x-2}}{(x-2)!}\right]+\lambda=\lambda^{2} e^{-\lambda} e^{\lambda}+\lambda=\lambda^{2}+\lambda \\
\mu_{3}^{\prime} & =E\left(x^{3}\right)=\sum_{x=0}^{\infty} x^{3} p(x, \lambda) \\
& =\sum_{x=0}^{\infty}[x(x-1)(x-2)+3 x(x-1)+x\} \frac{e^{-\lambda} \lambda^{x}}{x!} \\
& =\sum_{x=0}^{\infty} x(x-1)(x-2) \frac{e^{-\lambda} \lambda^{x}}{x!}+3 \sum_{x=0}^{\infty} x(x-1) \frac{e^{-\lambda} \lambda^{x}}{x!}+\sum_{x=0}^{\infty} x \frac{e^{-\lambda} \lambda^{x}}{x!}
\end{aligned}
$$

$$
\begin{aligned}
& =e^{-\lambda} \lambda^{3}\left[\sum_{x=3}^{\infty} \frac{\lambda^{x-3}}{(x-3)!}\right]+3 e^{-\lambda} \lambda^{2}\left[\sum_{x=2}^{\infty} \frac{\lambda^{x-2}}{(x-2)!}\right]+\lambda \\
& =e^{-\lambda} \lambda^{3} e^{\lambda}+3 e^{-\lambda} \lambda^{2} e^{\lambda}+\lambda=\lambda^{3}+3 \lambda^{2}+\lambda \\
\mu 4^{\prime} & =E\left(X^{4}\right)=\sum_{x=0}^{\infty} x^{4} \cdot p(x ; \lambda) \\
& =\sum_{x=0}^{\infty}\{x(x-1)(x-2)(x-3)+6 x(x-1)(x-2)+7 x \cdot(x-1)+x\} \frac{e^{-\lambda} \lambda^{x}}{x!} \\
& =e^{-\lambda} \lambda^{4}\left[\sum_{x=4}^{\infty} \frac{\lambda^{x-4}}{(x-4)!}\right]+6 e^{-\lambda} \lambda^{3}\left[\sum_{x=3}^{\infty} \frac{\lambda^{x-3}}{(x-3)!}\right] \\
& =\lambda^{4}\left(e^{-\lambda} e^{+\lambda}\right)+6 \lambda^{3}\left(e^{-\lambda} e^{+\lambda}\right)+7 \lambda^{2}\left(e^{-\lambda} e^{+\lambda}\right)+\lambda=\lambda^{4}+6 \lambda^{3}+7 \lambda^{2}+\lambda
\end{aligned}
$$

The four central moments are now obtained as follows:

$$
\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\left(\lambda^{2}+\lambda\right)-\lambda^{2}=\lambda
$$

Thus the mean and the variance of the Poisson distribution are each equal to $\lambda$

$$
\begin{aligned}
\mu_{3} & =\mu_{3}^{\prime}-3 \mu_{1}^{\prime} \mu_{2}^{\prime}+2 \mu_{1}^{\prime 3}=\left(\lambda^{3}+3 \lambda^{2}+\lambda\right)-3 \lambda\left(\lambda^{2}+\lambda\right)+2 \lambda^{3}=\lambda . \\
\mu_{4} & =\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4} \\
& =\left(\lambda^{4}+6 \lambda^{3}+7 \lambda^{2}+\lambda\right)-4 \lambda\left(\lambda^{3}+3 \lambda^{2}+\lambda\right)+6 \lambda^{2}\left(\lambda^{2}+\lambda\right)-3 \lambda^{4}-3 \lambda^{2}+\lambda
\end{aligned}
$$

Co-efficients of skewness and kurtosis are given by

$$
\begin{align*}
\beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{\lambda^{2}}{\lambda^{3}}=\frac{1}{\lambda} \text { and } \gamma_{1}=\sqrt{\beta_{1}}=\frac{1}{\sqrt{\lambda}} \\
\text { Also } & \beta_{2} \tag{7•15}
\end{align*}=\frac{\mu_{4}^{2}}{\mu_{2}^{2}}=3+\frac{1}{\lambda} \text { and } \gamma_{2}=\beta_{2}-3=\frac{1}{\lambda}
$$

Hence the Poisson distribution is always a skewed distribution.
Proceeding to the limit as $\boldsymbol{\lambda} \rightarrow \infty$, we get

$$
\beta_{1}=0 \text { and } \beta_{2}=3
$$

7.3.3. Mode of the Poisson Distribution:

$$
\begin{equation*}
\frac{p(x)}{p(x-1)}=\frac{\frac{e^{-\lambda} \lambda^{x}}{x!}}{\frac{e^{-\lambda} \lambda^{x-1}}{(x-1)!}}=\frac{\lambda}{x} \tag{7-16}
\end{equation*}
$$

We discuss the following cases :
Case I. When $\lambda$ is not an integer.
Let us suppose that $S$ is the intergral part of $\lambda$.

$$
\frac{p(1)}{p(0)}>1, \ldots, \frac{p(S-1)}{p(S-2)}>1, \frac{p(S)}{p(S-1)}>1,
$$

and

$$
\frac{p(S+1)}{p(S)}<1, \frac{p(S+2)}{p(S+1)}<1, \ldots
$$

Combining the above expressions into a single expression, we get
$p(0)<p(1)<p(2) \ldots<p(S-2)<p(S-1)<p(S)>p(S+1)>$ $p(S+2)>\ldots$, which shows that $p(S)$ is the maximum vaiue. Hence in this case the distribution is unimodal and the integral part of $\lambda$ is the unique modal value.

Case II. When $\lambda=k$ (say) is an integer. Here we have
and

$$
\frac{p(1)}{p(0)}>1, \frac{p(2)}{p(1)}>1, \ldots, \frac{p(k-1)}{p(k-2)}>1
$$

$$
\frac{p(k)}{p(k-1)}=1, \frac{\dot{p}(k+1)}{p(k)}<1, \frac{p(k+2)}{p(k+1)}<1, \ldots
$$

$\therefore p(0)<p(1)<\dot{p}(2)<\ldots<p(k-2)<p(k-1)=p(k)>p(k+1)>p(k+2) \ldots$
In this case 've have two maximum values, viz., $p(k-1)$ and $p(k)$ and thus the distribution is bimodal and two modes are at $(k-1)$ and $k$, i.e., at $(\lambda-1)$ and $\lambda$, (since $k=\lambda$ ).

## 7. 3. 4. Recurrence Relation for the Moments of the Poisson Distribu.

 tion. By def.,$$
\begin{aligned}
\mu_{r} & =\dot{E}\{X-E(X)\}^{r}=\sum_{x=0}^{\infty}(x-\lambda)^{r} p(x, \lambda) \\
& =\sum_{x=0}^{\infty}(x-\lambda)^{r} \frac{e^{-\lambda} \lambda^{x}}{x!}
\end{aligned}
$$

Differentiating with respect to $\lambda$, we, get

$$
\begin{align*}
& \frac{d \mu_{r}}{d \lambda}=\sum_{x=0}^{\infty} r(x-\lambda)^{r-1}(-1) \frac{e^{-\lambda} \lambda^{x}}{x!}+\sum_{x=0}^{\infty} \frac{(x-\lambda)^{r}}{x!}\left\{x \lambda^{x-1} e^{-\lambda}-\lambda^{x} e^{-\lambda}\right\} \\
= & -r \sum_{x=0}^{\infty}(x-\lambda)^{r-1} \cdot \frac{e^{-\lambda} \lambda^{x}}{x!}+\sum_{x=0}^{\infty} \frac{(x-\lambda)^{r}}{x!}\left\{\lambda^{x-1} e^{-\lambda}(x-\lambda)\right\} \\
= & -r \sum_{x=0}^{\infty}(x-\lambda)^{r-1} \frac{e^{-\lambda} \lambda^{x}}{x!}+\frac{1}{\lambda} \sum_{x=0}^{\infty}(x-\lambda)^{r+1} \cdot \frac{e^{-\lambda} \lambda^{x}}{x!} \\
\therefore \quad & \frac{d_{1} \mu_{r}}{d \lambda}=-r \mu_{r-1}+\frac{1}{\lambda} \mu_{r+1} \\
\Rightarrow \quad & \mu_{r+1}=r \lambda \mu_{r-1}+\lambda \frac{d \mu_{r}}{d \lambda} \tag{7•17}
\end{align*}
$$

Putting $r=1,2$ and 3 successively, we get

$$
\mu_{2}=r \mu_{0}+\lambda \frac{d \mu_{1}}{d \lambda}=\lambda \quad\left(\because \mu_{0}=1, \mu_{1}=0\right)
$$

$$
\mu_{3}=2 \lambda \mu_{1}+\lambda \frac{d \mu_{2}}{d \lambda}=\lambda, \mu_{4}=3 \lambda \mu_{2}+\lambda \frac{d \mu_{3}}{d \lambda}=3 \lambda^{2}+\lambda
$$

7.3.5. Moment Generating Function of the Poisson Distribution

$$
\begin{align*}
M_{X}(t) & =\sum_{x=0}^{\infty} e^{i x} \cdot \frac{e^{-\lambda} \lambda^{x}}{x!}=\sum_{x=0}^{\infty} \frac{e^{-\lambda}\left(\lambda e^{t}\right)^{x}}{x!} \\
& =e^{-\lambda}\left\{1+\lambda e^{t}+\frac{\left(\lambda e^{t}\right)^{2}}{2!}+\ldots\right)=e^{-\lambda} \cdot e^{\lambda e^{t}}=e^{\lambda\left(e^{t}-1\right)} \tag{7•18}
\end{align*}
$$

7.3.6. Characteristic Function of the Poisson Distribution

$$
\begin{align*}
& \phi_{X}(t)=\sum_{x=0}^{\infty} e^{i x x} \cdot p(x)=\sum_{x=0}^{\infty} e^{i t x} \frac{e^{-\lambda} \lambda^{x}}{x!}=e^{-\lambda} \sum_{x=0}^{\infty} \frac{\left(\lambda e^{i t}\right)^{x}}{x!} \\
& =e^{-\lambda} e^{\lambda e^{i t}}=e^{\lambda\left(e^{i t}-1\right)} \tag{7•19}
\end{align*}
$$

7. 3. 7. Cumulants of the Poisson Distribution

$$
\begin{aligned}
K_{X}(t) & =\log M_{X}(t)=\log \left[e^{\lambda\left(e^{t}-1\right)}\right]=\lambda\left(e^{t}-1\right) \\
& =\lambda \cdot\left[\left(1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots+\frac{t^{r}}{r!}+\ldots\right)-1\right] \\
& =\lambda\left[t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots+\frac{t}{r!}+\ldots\right]
\end{aligned}
$$

$K_{r}=r$ th cumulant $=$ co-efficient of $\frac{t}{r!}$ in $K_{X}(t)=\lambda$

$$
\Rightarrow \quad k_{r}=\lambda ; r=1,2,3, \ldots
$$

Hence all the cumulants of the Poisson distribution are equal, each being equal to $\lambda$. In particular, we have

$$
\text { Mean }=\kappa_{1}=\lambda_{,} \mu_{2}=\kappa_{2}=\lambda, \mu_{3}=\kappa_{3}=\lambda \text { and } \mu_{1}=\kappa_{4}+3 \kappa_{2}^{2}=\lambda+3 \lambda^{2}
$$

$$
\beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{\lambda^{2}}{\lambda^{3}}=\frac{1}{\lambda} \text { and } \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{\lambda+3 \lambda^{2}}{\lambda^{2}}=\frac{1}{\lambda}+3
$$

Remark. If $\boldsymbol{m}$ is the mean and $\sigma$ is the s.d. of Poisson distribution with parameter $\lambda$, then

$$
\begin{aligned}
m \sigma \gamma_{1} \gamma_{2} & =\lambda \cdot \sqrt{\lambda} \cdot \sqrt{\beta_{1}}\left(\beta_{2}-3\right) \\
& =\lambda \cdot \sqrt{\lambda} \cdot \frac{1}{\sqrt{\lambda}} \cdot \frac{1}{\lambda}=1:
\end{aligned}
$$

7.3.3. Additive or Reproductive Property of Independent Poisson Variates. Sum of independent Poisson variates is also a Poisson variate. More elaborately, if $X_{i},(i=1,2, \ldots, n)$ are independent Poisson variates with param-
ters $\lambda_{i} ; i=1,2, \ldots, n$ respectively, then $\sum_{i=1}^{n} X_{i}$ is also a Poisson variate with parameter $\sum_{i=1}^{n} \lambda_{i}$.

Proof. $\quad M_{x_{i}}(t)=e^{\lambda_{i}\left(e^{t}-1\right)} ; i=1,2, \ldots n$

$$
\begin{aligned}
& M_{X_{1}+X_{2}+\ldots+X_{n}}(t)=M_{X_{1}}(t) M_{X_{2}}(t) \ldots M_{X_{n}}(t), \\
& \quad\left[\text { since } X_{i} ; i=1,2, \ldots, n \text { are independent }\right] \\
& =e^{\lambda_{1}\left(e^{t}-1\right)} e^{\lambda_{2}\left(e^{\prime}-1\right)} \ldots e^{\lambda_{n}\left(e^{\prime}-1\right)} \\
& =e^{\left(\lambda_{1}+\lambda_{2}+\ldots+\lambda_{i}\right)\left(e^{\prime}-\cdots\right.}
\end{aligned}
$$

which is the m.g.f. of a Poisson variate with parameter $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{n}$. Hence by uniqueness theorem of m.g.f.'s, $\sum_{i=1}^{n} X_{i}$ is also a Poisson variate with parameter $n$ $\Sigma \lambda_{i}$. $i_{i=1}$

Remarks 1. In fact, the converse of the above result is also true i.e., If $X_{1}, X_{2}, \ldots, X_{n}$ are independent and $\sum_{i=1}^{n} X_{i}$ has a Poisson distribution, then each of the random variables $X_{1}, X_{2}, \ldots, X_{n}$ has a Poisson distribution.

Let $X_{1}$ and $X_{2}$ be independent r.v.'s so that $X_{1} \sim P\left(\lambda_{1}\right)$ and $X_{1}+X_{2}$ $\sim P\left(\lambda_{1}+\lambda_{2}\right)$. Then we want to prove that $X_{2} \sim P\left(\lambda_{2}\right)$.

Proof. Since $X_{1}$ and $X_{2}$ are independent, we have

$$
\begin{array}{rlrl} 
& & M_{X_{1}+X_{2}}(t) & =M_{X_{1}}(t) M_{X_{2}}(t) \\
\Rightarrow \quad & e^{\left(\lambda_{1}+\lambda_{2}\right)\left(e^{t}-1\right)} & =e^{\lambda_{1}\left(e^{t}-1\right)} \cdot M_{X_{2}}(t) \\
\Rightarrow \quad & M_{X_{2}}(t) & =e^{\lambda_{2}\left(e^{t}-1\right)}
\end{array}
$$

$$
\Rightarrow \quad X_{2} \sim P\left(\lambda_{2}\right) \text {, by uniqueness theorem of m.g.f. }
$$

2. The difference of two independent Poisson variates is not a Poisson variate.

$$
\begin{aligned}
& M_{X_{1}-X_{2}}(t)=M_{X_{1}+\left(-X_{2}\right)}(t)=M_{X_{1}}(t) \cdot M_{\left(-X_{2}\right)}(t), \\
& \\
& \begin{aligned}
\therefore \quad M_{X_{1}}-X_{2}(t) & =M_{X_{1}}(t) M_{X_{2}}(-t) \quad \\
& =e^{\lambda_{1}\left(e^{t}-1\right)} \cdot e^{\lambda_{2}\left(e^{-t}-1\right)}=e^{\lambda_{1}\left(e^{t}-1\right)+\lambda_{2}\left(e^{-t}-1\right)}
\end{aligned}
\end{aligned}
$$

which cannot be put in the form $e^{\lambda\left(e^{d}-1\right)}$ Hence $\left(\underset{\sim}{\left(X_{1}\right.}-, X_{2}\right)$ is not a Poisson variate.

Moreover the difference ( $X_{1}-X_{2}$ ) cannot be a Poisson variate is evident from the fact that it may have positive as well as negative values, while a Poisson variate is always non-negative.
7.3.9. Probability Generating Function of Poisson Distribution

$$
\text { P.G.F. of } X=\sum_{k=0}^{\infty} \frac{e^{-\lambda} \lambda^{k}}{k!} \cdot s^{k}=\sum_{k=0}^{\infty} e^{-\lambda} \frac{(\lambda s)^{k}}{k!}=e^{-\lambda} e^{\lambda s}=e^{\lambda(s-1)}
$$

Example 7•24. A car hire firm has two cars which it fires out day by day. The number of demands for a car on each day is distributed as Poisson variate with mean 1.5., Calculate the proportion of days on which (i) neither car is used, and (ii) some demand is refused.
[Meerut Univ. B:Sc. 1993]
Solution. The proportion of days on which țhere are $\boldsymbol{x}$ demands for a car

$$
\begin{aligned}
& =P\{\text { of } x \text { demands in a day }\} \\
& =\frac{e^{-1 \cdot 5}(1 \cdot 5)^{x}}{x!}
\end{aligned}
$$

since the number of demands for a car on any day is a Poisson variate with mean $1 \cdot 5$. Thus
$P(X=x)=\frac{e^{-1 \cdot 5}(1 \cdot 5)^{x}}{x!} ; x=0,1,2, \ldots$
(i) Proportion of days on which neither car is used is given by

$$
\begin{aligned}
P(X=0) & =e^{-1 \cdot 5} \\
& =\left[1-1 \cdot 5+\frac{(1 \cdot 5)^{2}}{2!}-\frac{(1 \cdot 5)^{3}}{3!}+\frac{(1 \cdot 5)^{4}}{4!}-\ldots\right] \\
& =0.2231
\end{aligned}
$$

(ii) Proportion of days on which some demand is refused is

$$
\begin{aligned}
P(X>2) & =1-P(X \leq 2) \\
& =1-[P(X=0)+P(X=1)+P(X=2)] \\
& =1-e^{-1 \cdot 5}\left[1+1 \cdot 5+\frac{(1 \cdot 5)^{2}}{2!}\right] \\
& =1-0 \cdot 2231 \times 3 \cdot 625=0 \cdot 19126
\end{aligned}
$$

Example 7.25. A manufacturer of cotter pins knows that $5 \%$ of his product is defective. If he sells cotter pins in boxes of 100 and guarantees that not more than 10 pins will be defective, what is the approximate probability that a box will fail to meet the guaranteed quality?
[Kanpur Univ. B.Sc. 1993]
Solution. We are given $n=100$.
Let $\quad p=$ Probability of a defective pin $=5 \%=0.05$
$\therefore \quad \lambda=$ Mean number of defective pins in a box of 100
$=n p=100 \times 0.05=5$
Since ' $p$ ' is small, we may use Poisson distribution.

Probability of $x$ defective pins in a box of 100 is

$$
P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!}=\frac{e^{-5} 5^{x}}{x!} ; x=0,1,2, \ldots
$$

Probability that a box will fail to meet the guaranteed quality is

$$
P(X>10)=1-P(X \leq 10)=1-\sum_{x=0}^{10} \frac{e^{-5} 5^{x}}{x!}=1-e^{-5} \sum_{x=0}^{10} \frac{5^{x}}{x!}
$$

Example 7. 26. Six coins are tossed 6,400 times. Using the Poisson distribution, find the approximate probability of getting six heads $r$ times.

Solution. The probability of obtaining six heads in one throw of six coins (a single trial), is $p=(1 / 2)^{6}$, assuming that head and tail are equally priobable.

$$
\therefore \quad \lambda=n p=6400 \times(1 / 2)^{6}=100 .
$$

Hence, using Poisson probability law, the required probability of getting 6 heads $r$ times is given by :

$$
P(X=r)=\frac{e^{-\lambda} \cdot \lambda^{r}}{r!}=\frac{e^{-100} \cdot(100)^{r}}{r!} ; r=0,1,2, \ldots
$$

Example 7.27. . In a book of 520 pages, 390 typo-graphical errors occur. Assuming Poisson law for the number of errors per page, find the probability that a random sample of 5 pages will contain no error.
[Patna Univ. B.Sc. (Hons.), 1988]
Solution. The average number of typographical errors per page in the book is given by $\lambda=(390 / 520)=0.75$

Hence using Poisson probability law, the probability of $x$ errors per page is given by : $P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!}=\frac{e^{-0.75}(0.75)^{x}}{x!} ; x=0,1,2, \ldots$

The required probability that a random sample of 5 pages will contain no error is given by : $[P(X=0)]^{5}=\left(e^{-0.75}\right)^{5}=e^{-3.75}$

Example 7.28. Suppose that the number of telephone calls coming into a telephone exchange between 10 A.M. and 11 A.M. say, $X_{1}$ is a random variable with Poisson distribution with parameter 2. Similarly the number of calls arriving between 11 A.M. and 12 noon say, $X_{2}$ has a Poisson distribution with parameter 6. If $X_{1}$ and $X_{2}$ are independent, what is the probability that more than 5 calls come in between 10 A.M. and 12 noon?
[Calicut U. B. Sc. Oct: 1992]
Solution. Let $X=X_{1}+X_{2}$. By the additive property of Poisson distribution, $X$ is also a Poisson variate with parameṭer (say) $\lambda=2+6=8$

Hence the probability of $x$ calls in-between 10.A.M. and 12 noon is given by $P(X \neq x)=\frac{e^{-x} \lambda^{x}}{x!}=\frac{e^{-8} 8^{x}}{x!} ; x=0,1,2, \ldots$

Probability that more than 5 calls come in between 10 A.M. and 12 noon is given by

$$
\begin{aligned}
P(X>5) & =1-P(X \leq 5)=1-\sum_{x=0}^{5} \frac{e^{-8} 8^{x}}{x!} \\
& =1-0.1912=0.8088
\end{aligned}
$$

Example 7.29. A Poisson distribution has a double mode at $x=1$ and $x=2$. What is the probability that $x$ will have one or the other of these two values?

Solution. We have proved that if the Poisson distribution is bimodal, then the two modes are at the points $x=\lambda-1$ and $x=\lambda$. Since we are given that the two modes are at the points $x=1$ and $x=2$, we find that $\lambda=2$.

$$
\begin{array}{ll}
\therefore & P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!}=\frac{e^{-2} 2^{x}}{x!} ; x=0,1,2, \ldots \\
\Rightarrow & P(X=1)=e^{-2} 2 \\
& P(X=2)=\frac{e^{-2} \cdot 2^{2}}{2!}=e^{-2} \cdot 2
\end{array}
$$

Required probability $=P(X=1)+P(X=2)=2 e^{-2}+2 e^{-2}=0.542$
Example 7.30. If $X$ is a Poisson variate such that

$$
\begin{equation*}
P(X=2)=9 P(X=4)+90 P(X=6) \tag{*}
\end{equation*}
$$

Find (i) $\lambda$, the mean of $X, \quad$ (ii) $\quad \beta$, the coefficient of skewness.
[Delhi Univ. B. Sc. (Maths. Hons.) 1992, '87]
Solution. If $X$ is a Poisson variate with parameter $\lambda$, then

$$
P(X=x)=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!}, x=0,1,2, \ldots ; \lambda>0
$$

Hence (*) gives

$$
\begin{aligned}
\frac{e^{-\lambda} \cdot \lambda^{2}}{2!} & =e^{-\lambda}\left[9 \frac{\lambda^{4}}{4!}+90 \frac{\lambda^{6}}{6!}\right] \\
& =\frac{e^{-\lambda} \lambda^{2}}{8}\left[3 \lambda^{2}+\lambda^{4}\right] \\
\Rightarrow \quad & \lambda^{4}+3 \lambda^{2}-4=0 .
\end{aligned}
$$

Solving as a quadratic in $\lambda^{2}$, we get

$$
\lambda^{2}=\frac{-3 \pm \sqrt{9+16}}{2}=\frac{-3 \pm 5}{2}
$$

Since $\lambda>0$, we get $\lambda^{\dot{2}} \dot{\equiv} \quad \Rightarrow \quad \lambda=1$
Hence mean $=\lambda=1$, and $\mu_{2}=$ Variance $=\lambda=1$
Also $\quad \beta_{1}=$ Coefficient of skewness $=\frac{1}{\lambda}=1$.
Example 7.31. If $X$ and $Y$ are independent Poisson variates such that

$$
\begin{align*}
& P(X=1)=P(X=2) \\
& P(Y=2)=P(Y=3) \tag{}
\end{align*}
$$

and

Find the varaince of $X-2 Y$.
Solution. Let $X \sim P(\lambda)$ and $Y \sim P(\mu)$.
Then we have

$$
P(X=x)=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!}, x=0,1,2, \ldots ; \lambda>0
$$

and

$$
P(Y=y)=\frac{e^{-\mu} \cdot \mu^{y}}{y!}, y=0,1,2, \ldots ; \mu>0
$$

Using $\left(^{*}\right)$, we get

$$
\left.\begin{array}{rl}
\lambda e^{-\lambda} & =\frac{\lambda^{2} e^{-\lambda}}{2!}  \tag{}\\
\text { and } \quad \frac{\mu^{2} e^{-\mu}}{2} & =\frac{\mu^{3} e^{-\mu}}{3!}
\end{array}\right)
$$

Solving (**), we get

$$
\begin{aligned}
& \lambda e^{-\lambda}[\lambda-2]=0 \text { and } \mu^{2} e^{-\mu}[\mu-3]=0 \\
& \Rightarrow \quad \lambda=2 \text { and } \mu=3 \text {, since } \lambda>0, \mu>0 \text {. } \\
& \text { Now } \quad \operatorname{Var}(X)=\lambda=2 \text {, and } \operatorname{Var}(Y)=\mu=3 \\
& \therefore \quad \operatorname{Var}(X-2 Y)=1^{2} \operatorname{Var}(X)+(-2)^{2} \cdot \operatorname{Var} Y \text {, }
\end{aligned}
$$

covariance term vanishes since $X$ and $Y$ are independent.
Hence, on using ( ${ }^{* * *)}$, we get

$$
\operatorname{Var}(X-2 Y)=2+4 \times 3=14
$$

Example 7. 32. If $X$ and $Y$ are independent Poisson variates with means $\lambda_{1}$ and $\lambda_{2}$ respectively, find the probability that
(i). $X+Y \equiv k, \quad$ (ii) $X=Y$ [Delhi Univ. B. Sc. (Stat. Hons.), 1991]

Solution. We have

$$
\text { and } \begin{aligned}
& P(X=x)=\frac{e^{-\lambda_{1}} \cdot \lambda_{1}^{x}}{x!}, x=0,1,2,3, \ldots ; \lambda_{1}>0 \\
&\left.(i) \quad \begin{array}{rl}
P(X+Y) & =\frac{e^{-\lambda_{2}} \cdot \lambda_{2}^{y}}{y!}, y=0,1,2,3 \ldots ; \lambda_{2}>0 \\
& =\sum_{r=0}^{k} P(X=r \cap Y=k-r) \\
& =\sum_{r=0}^{k} P(X=r) P(Y=k-r) \\
& =\sum_{r=0}^{k} \frac{e^{-\lambda_{1}} \lambda_{1}^{r}}{r!} \cdot \frac{e^{-\lambda_{2}} \cdot \lambda_{2}^{k-r}}{(k-r)!} \\
& =e^{-\left(\lambda_{1}+\lambda_{2}\right)} \sum_{r=0}^{k} \frac{\lambda_{1}^{r} \cdot \lambda_{2}^{k-r}}{r!(k-r)!}
\end{array}, \$ \text { and } Y \text { are independent }\right] \\
&
\end{aligned}
$$

$$
\begin{aligned}
& =e^{-\left(\lambda_{1}+\lambda_{2}\right)}\left[\frac{\lambda_{2}^{k}}{k!}+\frac{\lambda_{1} \cdot \lambda_{2}^{k-1}}{1!(k-1)!}+\frac{\lambda_{1}^{2} \cdot \lambda_{2}^{k-2}}{2!(k-2)!}+\ldots+\frac{\lambda_{1}^{k}}{k!}\right] \\
& =\frac{e^{-\left(\lambda_{1}+\lambda_{2}\right)}}{k!}\left[\lambda_{2}^{k}+{ }^{k} C_{1} \lambda_{2}^{k-1} \cdot \lambda_{1}+{ }^{k} C_{2} \cdot \lambda_{2}^{k-2} \cdot \lambda_{1}^{2}+\ldots+\lambda_{1}^{k}\right] \\
& =\frac{e^{-\left(\lambda_{1}+\lambda_{2}\right)}}{k!} \times\left(\lambda_{1}+\lambda_{2}\right)^{\lambda}, k=0,1,2, \ldots
\end{aligned}
$$

which is the probability function of Poisson distribution with parameter $\lambda_{1}+\lambda_{2}$.

Aliter. Since $X \sim P\left(\lambda_{1}\right)$ and $Y \sim P\left(\lambda_{2}\right)$ are independent, by the additive property of Poisson distribution $X+Y \sim P\left(\lambda_{1}+\lambda_{2}\right)$. Hence

$$
\dot{P}(X+Y=k)=\frac{e^{-\left(\lambda_{1}+\lambda_{2}\right)} \times\left(\lambda_{1}+\lambda_{2}\right)^{k}}{k!} ; k=0,1,2, \ldots
$$

(ii)

$$
\begin{aligned}
P(X=Y) & =\sum_{r=0}^{\infty} P(X=r \cap Y=r) \\
& =\sum_{r=0}^{\infty} P(X=r) \dot{P}(Y=r) \\
& \quad[\because X \text { and } ' Y \text { are independent }] \\
& =e^{-\left(\lambda_{1}+\lambda_{2}\right)} \sum_{r=0}^{\infty} \frac{\left(\lambda_{1} \lambda_{2}\right)^{r}}{(r!)^{2}}
\end{aligned}
$$

Example 7. 33. Show that in a Poisson distribution with unit mean, mean deviation about mean is (2/e) times the standard deviation.
[Patna Univ. B. Sc. (Stat. Hons.) 1992; Delhi Univ. B.Sc. (Stat. Hons.), 1993]
Solution. Here we are given $\lambda=1$.

$$
\therefore \quad P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!}=\frac{e^{-1} \cdot 1}{x!}=\frac{e^{-1}}{x!} ; x=0,1,2, \ldots
$$

Mean deviation about mean 1 is

$$
\begin{aligned}
E(|X-1|) & =\sum_{x=0}^{\infty}|x-1| p(x)=e^{-1} \sum_{x=0}^{\infty} \frac{|x-1|}{x!} \\
& =e^{-1}\left[1+\frac{1}{2!}+\frac{2}{3!}+\frac{3}{4!}+\cdots\right]
\end{aligned}
$$

We have $\frac{n}{(n+1)!}=\frac{(n+1)-1}{(n+1)!}=\frac{1}{n!}-\frac{1}{(n+1)!}$
$\therefore$ Mean deviation about mean
$=e^{-1}\left[1+\left(1-\frac{1}{2!}\right)+\left(\frac{1}{2!}-\frac{1}{3!}\right)+\left(\frac{1}{3!}-\frac{1}{4!}\right)+\ldots\right]$
$=e^{-1}\left(1_{l}+1\right)=\frac{2}{e} \times 1=\frac{2}{e} \times$ standard deviation,
since for the Poisson distribution, variance $=$ mean $=1$ (given).
Example 7.34. Let $X_{1}, X_{2}, \ldots, X_{n}$ be identically and independently dis. tributed Bin $(1, p)$ variates.Let $S_{n}=\sum_{j=1}^{n} X_{j}$ and $M_{n}(t)$ be the m.g.f. of $S_{n}$ Find $\lim _{n \rightarrow \infty} M_{n}(t)$, using $n p=\lambda$ (const.) [Delhi Univ. B. Sc. (Maths Hons.), 1989] Solution. Since $X_{i}, i=1,2, \ldots n$ are i.i.d. binomial variates $B(1, p)$, $S_{n}=\sum_{j=1}^{n} X_{j}$, is a binomial $B(n, p)$ variate.
$\therefore M_{n}(t)=M . g . f$. of $S_{n}=\left(q+p e^{t}\right)^{n}=\left[1+\left(e^{t}-1\right) p\right]^{n}$
If we take $n p=\lambda \Rightarrow p=\lambda / n$ and let $n \rightarrow \infty$; we get
$\lim _{n \rightarrow \infty} M_{n}^{\prime}(t)=\lim _{n \rightarrow \infty}\left[1+\frac{\left(e^{t}-1\right) \lambda}{n}\right]^{n}=\exp \left[\lambda\left(e^{t}-1\right)\right]$,
which is the m.g.f. of Poisson distribution with parameter $\lambda$. Hence by uniqueness theorem of m.g.f., $S_{n}=\sum_{j=1}^{n} X_{j} \rightarrow P^{\prime}(\lambda)$, as $n \rightarrow \infty$, with $n p=\lambda$ (fixed).

Example. 7.35. (a) If $X$ is a Poisson variate with mean $m$, show that the expectation of $e^{-k X}$ is $\exp \left[-m\left(1-e^{-k}\right)\right]$. [Nagpur Univ. B.Sc. 1993]

Hence show that, if $\bar{X}$ is the arithmetic mean of $n$ independent random variables $X_{1}, X_{2}, \ldots, X_{n}$, leach having Poisson distribution with parameter $m$, then $e^{-\bar{x}}$ as an estimate of $e^{-m}$ is biased, although $\bar{X}$ is an unbaised estimate of $m$.
(b) If $X$ is a Poisson variate with mean $m$, what would be the expectation of $e^{-k x} k X, k$ being a constant.

Solution.

$$
\begin{aligned}
E\left(e^{-k x}\right) & =\sum_{x=0}^{\infty} e^{-k x} p(x)=\sum_{x=0}^{\infty} e^{-k x} \cdot \frac{e^{-m} m^{x}}{x!}=e^{-m} \sum_{x=0}^{\infty} \frac{\left(m e^{-k}\right)^{x}}{x!} \\
& =e^{-m}\left[1+m e^{-k}+\frac{\left(m e^{-k}\right)^{2}}{2!}+\ldots\right]
\end{aligned}
$$

$$
\begin{equation*}
=e^{-m} e^{m e^{-k}}=e^{-m\left(1-e^{-k}\right)} \tag{}
\end{equation*}
$$

We have

$$
E(\bar{X})=E\left(\frac{1}{n} \sum_{i=1}^{n} X_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} E\left(X_{i}\right)
$$

Since $X_{i} ; i=1,2, \ldots, n$ is a Poisson variate with parameter $m$, $E\left(X_{i}\right)=m$.

$$
\therefore E(\bar{X})=\frac{1}{n} \sum_{i=1}^{n} m=\frac{1}{n} n m=m
$$

Hence $\bar{X}$ is an unbaised estimate of $\boldsymbol{m}$.

$$
\text { Now } \begin{align*}
E\left(e^{-\bar{x}}\right) & =E\left[\exp \left(\frac{-1}{n} \sum_{i=1}^{n} X_{i}\right)\right] \\
& =E\left(e^{-X_{1} / n} \cdot e^{-X_{2 / n} \ldots .} e^{-X_{n} / n}\right) \\
& =E\left(e^{-X_{1} / n}\right) E\left(e^{-x_{2} / n}\right) \ldots E\left(e^{-X_{/} / n}\right), \\
& \quad \text { (since } X_{1}, X_{2}, \ldots, X_{n} \text { are independent) } \\
\therefore \quad E\left(e^{-\bar{x}}\right) & =\prod^{n} E\left(e^{-x_{i} / n}\right) \tag{**}
\end{align*}
$$

Using $\left(^{*}\right)$ with $k=1 / n$, we get

$$
E\left(e^{-X_{i} / n}\right)=e^{-m\left(1-e^{-1 / n}\right)},\left(\text { since } X_{i} \text { is a Poisson variate with parameter } m\right. \text { ) }
$$

$$
\begin{aligned}
\therefore \quad E\left(e^{-\bar{X}}\right) & =\prod_{i=1}^{n}\left\{\exp \left\{-m\left(1-e^{-1 / n}\right)\right\}=\left.\exp \left\{-m\left(1-e^{-1 / n}\right)\right\}\right|^{n}\right. \\
& =\exp \left\{-m n\left(1-e^{-1 / n}\right)\right\}=e^{-m}
\end{aligned}
$$

Hence $e^{-\bar{x}}$ is not an unbaised estimated of $e^{-m}$, though $\bar{X}$ is an unbiaseci estimate of $m$.
(b) $E\left(e^{-k x} k X\right)=\sum_{x=0}^{\infty} e^{-k x} k x \cdot p(x)^{\prime}=k \sum_{x=1}^{\infty} e^{-k x} x \frac{e^{-m} m^{x}}{x!}$.

$$
\begin{aligned}
& =k e^{-m} \sum_{x=1}^{\infty} \frac{\left(m e^{-k}\right)^{x}}{(x-1)!}=k e^{-m} m e^{-k} \sum_{x=1}^{\infty} \frac{\left(m e^{-k}\right)^{x-1}}{(x-1)!} \\
& =m k e^{-m-k}\left\{1+m e^{-k}+\frac{\left(m e^{-k}\right)^{2}}{2!}+\cdots\right\} .
\end{aligned}
$$

$=m k e^{-m-k} \cdot e^{m e^{-k}}=m k \exp \left[\left|m\left(e^{-k}-1\right)\right|-k\right]$
Example 7.36. If $X$ and $Y$ are independent Poisson variates with means $m_{1}$ and $m_{2}$ respectively, prove that the probability that $X-Y$ has the vàlue ' $r$ '. is the co-efficient of $l$ in

$$
\exp \left\{m_{1} t+m_{2} t^{-1}-m_{1}-m_{2}\right\}
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1991, '89]
Solution. Since $X$ and $Y$ äre independent Poisson variates with means $m_{1}$ and $m_{2}$ respectively,

$$
\begin{align*}
& P(X=x)=\frac{e^{-m_{1}} m_{1}^{x}}{x!} ; x=0,1,2 ; \ldots \infty .  \tag{1}\\
\text { and } & P(Y=y)=\frac{e^{-m_{2}} m_{2}^{r}}{y!} ; y=0,1,2, \ldots \infty \\
P(X-Y=r) & =\sum_{s=0}^{\infty} P(X=r+s \cap Y=s)=\sum_{s=0}^{\infty} P(X=r+s) P(Y=s)  \tag{1}\\
& =\sum_{s=0}^{\infty} \frac{e^{-m_{1}} \cdot m_{1}^{r+s}}{(r+s)!} \cdot \frac{e^{-m_{2}} m_{2}^{s}}{s!}  \tag{2}\\
& =e^{-m_{1}-m_{2}} \sum_{s=0}^{\infty} \frac{m_{1}^{r+s} m_{2}^{s}}{(r+s)!s!}
\end{align*}
$$

We have $e^{m_{1} t+m_{2} t^{-1}}=e^{m_{1} t} \times e^{m_{2} t^{-1}}$

$$
\begin{aligned}
&=\left\{1+m_{1} t+\frac{\left(m_{1} t\right)^{2}}{2!}+\ldots+\frac{\left(m_{1} t\right)^{r+s}}{(r+s)!}+\ldots\right\} \\
& \times\left\{1+m_{2} t^{-1}+\frac{\left(m_{2} t^{-1}\right)^{2}}{2!}+\ldots+\frac{\left(m_{2} t^{-1}\right)^{s}}{s!}+\ldots\right\}
\end{aligned}
$$

$\therefore$ Co-efficient of $\ell$ in $e^{m_{1} t+m_{2} t^{-1}}=\sum_{s=0}^{\infty} \frac{m_{1}^{r+s} m_{2}^{s}}{(r+s)!s!}$
Hence from (2), we get

$$
\begin{aligned}
P(X-Y=r) & =e^{-m_{1}-m_{2}} \times \text { Coefficient of } \mathrm{t}^{\mathrm{r}} \text { in } \mathrm{e}^{m_{1} t+m_{2} i^{-1}}, \\
& =\text { Coefficient of } \mathfrak{t}^{\mathrm{r}} \text { in } \mathrm{e}^{-m_{1}-m_{2}+m_{1}+m_{2} t^{-1}}
\end{aligned}
$$

which is the required result.
Example 7.37. If $X$ is a Poisson variate with mean m, show that $\frac{X-m}{\sqrt{m}}$ is a variable with inean zero and variance unity. Find the M.G.F. for this variable and show that it approaches $e^{i^{2} / 2}$ as $m \rightarrow \infty$. Also interpret the result. [Deḷhi. Univ. B. Sc. (Stat. Hons.), 1987]
Solution. Let $Y=\frac{X-m}{\sqrt{m}}$

$$
\therefore \quad E(Y)=E\left(\frac{X-m}{\sqrt{m}}\right)=\frac{1}{\sqrt{m}} E(X-m)=0
$$

$$
\begin{aligned}
V(Y) & =E\left(\frac{X-m}{\sqrt{m}}\right)^{2}=\frac{1}{m} E(X-m)^{2}=\frac{1}{m} \mu_{2}=1 \\
M . G F . \text { of } Y & =M_{Y}(t)=E\left(e^{t Y}\right)=E\left[e^{t(X-m) / \sqrt{m})}\right] \\
& =e^{-t \sqrt{m}}\left[E\left(e^{t X / \sqrt{m}}\right)\right] \\
& =e^{-t \sqrt{m}} \sum_{x=0}^{\infty} \frac{e^{-m} m^{x}}{x!} \cdot e^{t x / \sqrt{m}} \\
& =e^{-t \sqrt{m}} \cdot e^{-m} \cdot \sum_{x=0}^{\infty} \frac{\left(m e^{t / \sqrt{m}}\right)^{x}}{x!} \\
& =e^{-m-t \sqrt{m}}\left[1+\frac{m e^{t / \sqrt{m}}}{1!}+\frac{\left(m e^{t / \sqrt{m}}\right)^{2}}{2!}+\ldots\right] \\
& =e^{-m-t \sqrt{m!}} \cdot \exp \left(m e^{t / \sqrt{m}}\right)=\exp \left[-m-t \sqrt{m}+m e^{t / \sqrt{m}}\right] \\
& =\exp \left[-m-t \sqrt{m}+m\left(1+\frac{t}{\sqrt{m}}+\frac{t^{2}}{2!m}+\frac{t^{3}}{3!m^{3 / 2}}+\cdots\right)\right] \\
& =\exp \left[\frac{1}{2} t^{2}+\frac{1}{3!t^{2}} \frac{t^{2}}{\sqrt{m}}+\cdots\right]
\end{aligned}
$$

Now proceeding to limit as $m \rightarrow \infty$, we get

$$
\begin{equation*}
\lim _{m \rightarrow \infty} M_{Y}(t)=e^{t^{2} / 2} \tag{}
\end{equation*}
$$

Interpretation. (*) is the m.g.f. of Standard Normal Variate [c.f. Remark to $\S \mathbf{8 \cdot 2 \cdot 5}$ ]. Hence by uniqueness theorem of m.g.f.'s, standard Poisson variate tends to standard normal vąriate as $m \rightarrow \infty$. Hence Poisson distribution tends to Normal distribution for large values of parameter $m$.

Example 7.38. Deduce the first four moments about the mean of the Poisson distribution from those of the Binomial distribution.

Solution. The first four central moments of the binomial distribution-are

$$
\left\{\begin{array}{ll}
\mu_{1}=0, & \text { Mean }=n p  \tag{}\\
\mu_{2}=n p q, & \mu_{3}=n p \ddot{q}(q-p) \text { and } \\
\mu_{4}=n p q(1-6 p q)+3 n^{2} p^{2} q^{2}
\end{array}\right\}
$$

Poisson distribution is a limiting form of the binomial distribution under the following conditions :
(i) $n \rightarrow \infty$, (ii) $p \rightarrow 0$, i.e., $q \rightarrow 1$, and (iii) $n p=\lambda$, (say), is finite.

Using these conditions, we get from (*) the moments of the Poisson distribution as

$$
\begin{aligned}
\mu_{1} & =0 \\
\text { Mean } & =\lim (n p)=\lambda \\
\mu_{2} & =\lim (n p q)=\lim (n p)^{\prime} \cdot \lim (q)=\lambda \cdot 1=\lambda \\
\mu_{3} & =\lim [n p q(q-p)]=\lambda: 1(1-0)=\lambda \\
\mu_{4} & =\lim \left[n p q(1-6 p q)+3(n p)^{2} q^{2}\right]
\end{aligned}
$$

$$
=\left[\lambda \cdot 1(1-6 \cdot 0 \cdot 1)+3 \lambda^{2} \cdot 1\right]=\lambda+3 \lambda^{2}
$$

Example 7.39. If $X$ is a Poisson variate with parameter $m$ and $Y$ is another discrete variable whose conditional distribution for a given $X$ is given by

$$
P(Y=r \mid X=x)=\binom{x}{r} p^{r}(1-p)^{x-r} ; 0<p<1, r=0,1,2, \ldots, x
$$

then show that the unconditional distribution of $Y$ is a Poisson distribution with parameter mp.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993, Shivaji U.B.Sc. Nov. 1992] Solution. We are given that

$$
\begin{aligned}
P(X=x) & =\frac{e^{-m} m^{x}}{x!} ; x=0,1,2, \ldots \\
\text { and } \quad P(Y=r \mid X=x) & =\binom{x}{r} p^{r}(1-p)^{x-r} ; r \leq x \\
\therefore \quad P(X=x \cap Y=r) & =P(X=x) P(Y=r \mid X=x) \\
& =\frac{e^{-m} m^{x}}{x!}\binom{x}{r} p^{r}(1-p)^{x-r}
\end{aligned}
$$

$\therefore P(Y=r)=$ The unconditional distribution of $Y$.

$$
\begin{aligned}
& =\sum_{x=r}^{\infty}\left[\frac{e^{-m} m^{x}}{x!} \cdot\binom{x}{r} p^{r}(1-p)^{x-r}\right] \\
& =e^{-m}\left[\sum_{x=r}^{\infty}\binom{x}{r} \frac{p^{r} m^{x}(1-p)^{x-r}}{x!}\right] \\
& =e^{-m}\left[\sum_{x=r}^{\infty} \frac{m^{x}}{x!} \cdot \frac{x!}{r!(x-r)!} p^{r}(1-p)^{x-r}\right] \\
& =\frac{e^{-m}}{r!}\left[\sum_{x=r}^{\infty} \frac{m^{x}}{(x-r)!} p^{r}(1-p)^{x-r}\right] \\
& =\frac{e^{-m}(m p)^{r}}{r!}\left[\sum_{x=r}^{\infty} \frac{m^{x-r}(1-p)^{x-r}}{(x-r)!}\right] \\
& =\frac{e^{-m}(m p)^{r}}{r!}\left[\sum_{r=r}^{\infty} \frac{\{m(1-p)\}^{x-r}}{(x-r)!}\right] \\
& =\frac{e^{-m}(m p)^{r}}{r!} e^{m(1-p)}=\frac{e^{-m p}(m p)^{r}}{r!} ; r=0,1,2, \ldots
\end{aligned}
$$

Hence $Y$ is a Poisson variate with parameter $m p$.

Example 7.40. If $X$ and $Y$ are independent Poisson-variates, show that the conditional distribution of $X$ given $X+Y$, is binomial.
[Madras Univ. B.Sc. Main 1992; Delhi Univ. B. Sc. (Maths Hons.), 1988]
Solution. Let $X$ and $Y$ be independent Poisson variates with parameters $\lambda$ and $\mu$ respectively. Then $X+Y$ is also a Poisson variate with parameter $\lambda+\mu$.

$$
\begin{aligned}
& P[X=r \mid(X+Y=n)]=\frac{P(X=r \cap X+Y=n)}{P(X+Y=n)}=\frac{P(X=r \cap Y=n-r)}{P(X+Y=n)} \\
& \quad=\frac{P(X=r) P(Y=n-r)}{P(X+Y=n)} \quad \begin{aligned}
\therefore P[X=r \mid(X+Y=n)] & =\frac{\frac{e^{-\lambda} \frac{\lambda^{r}}{r!} \cdot e^{-\mu} \frac{\mu^{n-r}}{(n-\dot{r})!}}{e^{-(\lambda+\mu)}(\lambda+\mu)^{n}}}{n!} \\
& =\frac{n!}{r!(n-r)!\left(-\left(\frac{\lambda}{-\lambda+\mu}\right)^{r}\left(\frac{\mu}{\lambda+\mu}\right)^{n-r}\right.} \\
& =\binom{n}{r}^{r} q^{n-r}, \text { where } p=\frac{\lambda}{\lambda+\mu}, q=1-p
\end{aligned}
\end{aligned}
$$

Hence the conditional distribution of $X$ given $X+Y=n$, is a binomial distribution with parameters $n$ and $p=\lambda /(\lambda+\mu)$.

Example 7.41. . If $X$ is a Poisson variate with parameter $m$ and $\mu_{r}$ is the $r$ ch central moment, prove that

$$
m\left[{ }^{r} C_{1} \mu_{r-1}+{ }^{r} C_{2} \mu_{r-2}+\ldots+{ }^{r} C_{r} \mu_{0}\right]=\mu_{r+1} .
$$

[Delhi Univ. B.Sc. (Stat. Hons.) 1990]
Solution Since $X \sim P(m)$, its probability function is given by

$$
p(x)=\frac{e^{-m} \cdot m^{x}}{x!}, x=0,1,2, \ldots ; m>0
$$

By definition,

$$
\begin{aligned}
\mu_{r+1} & =E[X-E(X)]^{r+1}=E[X-m]^{r+1} \\
& =\sum_{x=0}^{\infty}(x-m)^{r+1} p(x) \\
& =\sum_{x=0}^{\infty}(x-m)^{r}(x-m) \frac{e^{-m} \cdot m^{x}}{x!} \\
& =\sum_{x=0}^{\infty} \cdot \frac{x(x-m)^{r} e^{-m} m^{x}}{x!}-m \sum_{x=0}^{\infty}(x-m)^{r} \cdot \frac{e^{-m} m^{x}}{x!}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{x=1}^{\infty} \frac{(x-m)^{\prime} e^{-m} m^{x}}{(x-1)!}-m \mu_{r} \\
& =\sum_{y=0}^{\infty} \frac{(y-m+1) y^{\prime} \cdot e^{-m} \cdot m^{y+1}}{y!}-m \mu_{r}, \quad(x-1-y,) \\
& =m \cdot \sum_{y=0}^{\infty}(y-m+1)^{r} \cdot p(y)-m \mu_{r} \\
& =m \sum_{y=0}^{\infty}\left[(y-m)^{r}+{ }^{r} C_{1}(y-m)^{r-1}+{ }^{r} C_{2}(y-m)^{r-2}\right. \\
& \left.\quad .+\ldots+{ }^{r} C_{r-1}(y-m)+1\right] p(y)-m \mu_{r} \\
& =m\left[\mu_{r}+{ }^{r} C_{1} \mu_{r-1}+{ }^{r} C_{2} \mu_{r-2}+\ldots+{ }^{r} C_{r} \mu_{0}\right]-m \mu_{r} \\
& =m\left[{ }^{r} C_{1} \mu_{r-1}+{ }^{r} C_{2} \mu_{r-2}+\ldots+{ }^{r} C_{r} \mu_{0}\right] .
\end{aligned}
$$

Fxample 7-42.. If $X$ has a Poisson distribution with parameter $\lambda$, show that the distribution function of $X$ is given by

$$
F(x)=\frac{1}{\Gamma(x+1)} \int_{\lambda}^{\infty} e^{-t} t^{x} d t ; x=0,1,2, \ldots
$$

[Delh Univ. M. Sc. (Stat) 1986]
Solution. If $X$ is a Poisson variate, then

$$
\begin{equation*}
P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!} ; x=0,1,2, \ldots \tag{}
\end{equation*}
$$

Consider the incomplete gamma integral;

$$
\begin{align*}
I_{x} & =\frac{1}{x!} \int_{\lambda}^{\infty} e^{-t} x^{x} d t ; \quad(x \text { is a positive integer ) } \\
& =\left|-\frac{e^{-t} f^{x}}{x!}\right|_{\lambda}^{\infty}+\frac{1}{(x-1)!} \int_{\lambda}^{\infty} e^{-t} t^{x-1} d t \\
& =\frac{e^{-\lambda} \cdot \lambda^{x}}{x!}+l_{x-1} \tag{}
\end{align*}
$$

which is a reduction formula for $l_{\mathrm{n}}$.
Repeated applications of (**) gives

$$
\begin{aligned}
I_{x} & =\frac{e^{-\lambda} \lambda^{x}}{x!}+\frac{e^{-\lambda} \lambda^{x-1}}{(x-1)!}+\ldots+\frac{e^{-\lambda} \lambda}{1!}+L_{0} \\
\text { But } I_{0} & =\int_{\lambda}^{\infty} e^{-1} d t=\left|-e^{-s}\right|_{\lambda}^{\infty}=e^{-\lambda} \\
\therefore \quad I_{x} & =e^{-}+\lambda e^{-\lambda}+\frac{\lambda^{2} e^{-\lambda}}{2!}+\ldots+\frac{\lambda^{x}}{x!} \cdot e^{-\lambda} \\
& =P(X=0)+P(X .=1)+\ldots+P(X=x) \quad\left[\text { From }\left(^{*}\right)\right]
\end{aligned}
$$

$$
=P(X \leq x)=F(x)
$$

where $F(\cdot)$ is the distribution function of the r.v. $X$.
$\Rightarrow \quad F(x)=\frac{1}{x!} \int_{\lambda}^{\infty} e^{-t} t^{x} d t=\frac{1}{\Gamma(x+1)} \int_{\lambda}^{\infty} e^{-t} t^{x} d t$

$$
(\because \Gamma(x+1)=x!, \text { since } x \text { is a positive integer. })
$$

Remark. This result is of great practical utility. It enables us to represent the cumulative Poisson probabilities (which are generally tedious to compute numerically) in tentns of incomplete gamma integral, the values of which are tabulated for different values of $\lambda$ by Karl Pearson in his Tables of Incomplete r-Functions.

7-3-10. Recurrence Formula for the Probabilities of Poisson Distribution. (Fitting of Poisson Distribution). For a Poisson disiribution with parameter $\lambda$, we have

$$
p(x)=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!} ; x=0,1,2, \ldots, \infty
$$

and

$$
P(x+1)=\frac{e^{-\lambda} \lambda^{x+1}}{(x+1)!} ; x=0,1,2, \ldots, \infty
$$

$$
\begin{equation*}
\therefore \quad \frac{p(x+1)}{p(x)}=\frac{\lambda}{(x+1)} \Rightarrow p(x+1)=\frac{\lambda}{x+1} p(x) \tag{17-20}
\end{equation*}
$$

which is the required recurrence formula.
This formula provides us a very convement method of graduating the given data by a Poisson distribution. The only probability we need to calculate is $p(0)$ which is given by $p(0)=e^{-\lambda}$, where $\lambda$ is estimated from the given data. The other probabilities, viz., $p(1), p(2) . .$. can now be easily obtained as explained below:

$$
\begin{aligned}
& p(1)=[p(x+1)]_{x=0}=\left[\frac{\lambda}{x+1}\right]_{x=0} p(0) \\
& p(2)=[p(x+1)]_{x=1}=\left[\frac{\lambda}{x+1}\right]_{x=1} p(1) \\
& p(3)=[p(x+1)]_{x=2}=\left[\frac{\lambda}{x+1}\right]_{x=2} p(2),
\end{aligned}
$$

and so on.
Example 7.43. After correcting 50 pages of the proof of a book, the proof reader finds thai there are, on the average; 2 errors per 5 pages. How many pages would one expect to find with 0,1,2,3 and 4 errors, in 1000 pages of the first print of the book? (Given that $e^{-04}=0.6703$ )
[Nagpur Univ. MA. (Fec.), 1989]

Solution. Let the random variable $X$. denote the number of errors per page. Then the mean number of errors per page is given by :

$$
\lambda=2 / 5=0.4
$$

Using Poisson probability law, probability of $x$ errors per page is given by:

$$
P(X=x)=p(x)=\frac{e^{-\lambda} \lambda^{x}}{x!}=\frac{e^{-0.4}(0.4)^{x}}{x!} ; x=0,1,2, \ldots
$$

Expected number of pages with $\boldsymbol{x}$ errors per page in a book of $\mathbf{1 0 0 0}$ pages are:

$$
1000 \times P(X=x)=1000 \times \frac{e^{-0.4}(0.4)^{x}}{x!} ; x=0,1,2, \ldots
$$

Using the recurrence formula ( 17.20 ), various probabilities can be easily calculated as shown in the following table.

| No. of errors <br> per page $(X)$ | $p(0)=e^{-0.4}=0.6703$ | Probability <br> $p(x)$ |
| :---: | :---: | :---: |
| 0 | $p(1)=\frac{0.4}{0+1} p(0)=0.26812$ | Expected number <br> of pages <br> $1000 p(x)$ |
| 1 | $p(2)=\frac{0.4}{1+1} p(1)=0.053 .12 \simeq 268$ |  |
| 2 | $p(3)=\frac{0.4}{2+1} p(2)=0.0071298$ | $53.624 \simeq 54$ |
| 3 | $p(4)=\frac{0.4}{3+1} p(3)=0.00071298$ | $0.71298 \simeq 1$ |
| 4 |  |  |

Example 7.44. Fit a Poisson distribation to the following data which gives the number of doddens in a sample of clover seeds.

| No. of doddens: | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(x)$ |  |  |  |  |  |  |  |  |  |
| Observed frequency: <br> () | 56 | 156 | 132 | 92 | 37 | 22 | 4 | 0 | 1 |

Solution.

$$
\text { Mcan }=\frac{1}{N} \sum f x=\frac{986}{500}=1.972
$$

Taking the mean of the given distribution as the mean of the Poisson distribution we want to fit, we get $\lambda=1.972$,
and

$$
\begin{array}{r}
p(x)=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!} ; x=0,1,2, \ldots, \infty \\
p(0)=e^{-\lambda}=e^{-: \cdot 972}
\end{array}
$$

$\therefore \log _{10} p(0)=-1.972 \log _{10} e=-1.972 \times 0.43429$

$$
=-0.856419=\mathrm{T} \cdot 143581
$$

$\therefore \quad p(0)=0.1392$
Using the recurrence formula (17-20) the various probabilities, $v i z ., p(1), p(2), \ldots$, can be easily calculated as shown in the following table :

| $x$ | $\frac{\lambda}{x+1}$ | $p(x)$ | Expected frequency <br> $N . p(x)$ |
| :---: | :---: | :---: | :---: |
| 0 | 1.972 | 0.13920 | 69.6000 |
| 1 | 0.986 | 0.27455 | 137.2512 |
| 2 | 0.657 | 0.27006 | 135.3296 |
| 3 | 0.493 | 0.17793 | 88.9566 |
| 4 | 0.394 | 0.10964 | 43.8556 |
| 5 | 0.328 | 0.03459 | 17.2966 |
| 6 | 0.281 | 0.01137 | 5.6846 |
| 7 | 0.247 | 0.00320 | 1.6013 |
| 8 | 0.219 | 0.00078 | 0.3942 |

Since frequencies are always integers, therefore by converting them to nearest integers, we get
Observed frequency: $\begin{array}{lllllllll}56 & 156 & 132 & 92 & 37 & 22 & 4 & 0 & 1\end{array}$ Expected frequency: $\begin{array}{llllllllll}70 & 137 & 135 & 89 & 44 & 17 & 6 & 2 & 0\end{array}$

Remark. In rounding the figures to the nearest integer it has to be kept in mind that the total of the observed and the expected frequencies should be same.

## EXERCISE 7 (b)

1. (a) Derrive Poisson distribution as a limiting form of a binomial distribution.
[Madras Univ. B. E., Dec. 1991]
Hence find $\beta_{1}$ and $\beta_{2}$ of the distribution.
Give some examples of the occurrence of Poisson distrihution in different fields.
(b) State and prove the reproductive property of the Poisson distribution. Show that the mean and variance of the Poisson distribution are equal.

Find the mode of the Poisson distribution with mean value 5.
(c) Prove that under certain conditions to be stated by you, the number of telephone calls on a trunkline in agiven interval of time has a Poisson distribution.
[Calcutta Univ. B.Sc. (Maths Hons.), 1989]
(d) Show that for a Poissondistribution, the coefficient of variation is the reciprocal of the standạd deviation.
2. (a) If two independent variables $X_{1}$ and $X_{2}$ have Poisson distribution with means $\lambda_{1}$ and $\lambda_{2}$ respectively, then show that their sum $X_{1}+X_{2}$ is a Poisson variate with mean $\lambda_{1}+\lambda_{2}$.

Does the difference of two independent Poisson variates follow a Poisson distribution? Give reasons.
[Sri Venketeswara Univ. B.Sc, 1991]
(b) Prove that the sum of two independent Poisson variates is a Poisson variate: Is the result true for the difference also ? Give reasons.
[Delht Univ. B.Sc. (Stat. Hons.) 1989]
(c) If $X_{1}, X_{2}, \ldots, X_{k}$ are independent random variables following. the Poisson law with parameter $m_{1}, m_{2}, \ldots, m_{k}$ respectively, show that $\sum_{i=1}^{k} X_{i}$ follows the k Poisson law with parameter $\boldsymbol{\Sigma} \boldsymbol{\boldsymbol { m } _ { \boldsymbol { i } }}$

$$
i=1
$$

[Madras Univ. B. E, 1993]
3. (a) Prove the recurrence relation between the moments of Poisson distribution

$$
\mu_{r+1}=\lambda\left(r \mu_{r-1}+\frac{d \mu_{r}}{d \lambda}\right), \text { where } \mu_{r}=\sum_{j=0}^{\infty} \frac{e^{-\lambda} \lambda^{j}}{j!}(j-\lambda)^{r}
$$

where $\mu_{r}$ is the $r$ th moment about the miean $\lambda$. Hence obtain the skewness and kurtosis of Poisson distribution.
[Delhi Univ. B. Sc. (S̄tat. Hons.) 1989,' 86; Utkal Univ. B. Sc. 1993]
(b) Let $X$ have a Poisson distribution with parameter $\lambda>0$. If $r$ is a non-negative integer and if $\mu_{r}^{\prime}=\boldsymbol{E}\left(\boldsymbol{X}^{\prime}\right)$, prove that

$$
\mu_{r+1}^{\prime}=\lambda\left(\mu_{r}^{\prime}+\frac{d \mu_{r}^{\prime}}{d \lambda}\right)
$$

[Madras Univ. B. Sc. Nov. 1988]
4. What do you understand by (i) cumulants, (ii) cumulative function. Obtain the cumulative function of a Poisson distribution with parameter $\lambda$. Hence or otherwise show that for a Poissoṇ distribution with parameter $\lambda$, all the cumulants are $\lambda$.
5. For the Poisson distribution with parameter $\lambda$, show that the rh factorial moment $\mu^{\prime}(r)$ is given by $\mu^{\prime}(r)=\lambda^{r}$

Show further that $\mu_{(2)}=\lambda, \mu_{(3)}=-2 \dot{\lambda}$ and $\mu_{(4)}=3 \lambda(\lambda+2)$
6. (a) If $X$ and $Y$ are independent r.v. s.' so that $X \sim P(\lambda)$ and $X+Y \sim P(\lambda+\mu)$; find the distribution of $Y$.
[Ans. $Y \sim P(\mu)]$
(b) If $X \sim P(\lambda)$, find
(i) Karl Pearson's coefficient of skewness
(ii) Moment measure of skéwness.

Is Poisson distribution positively skewed or negatively skewed?
7. (a) It is known that the probability that an item produced by a certain machine will be defective is 0.01 . By applying Poisson's approximation, show that the probability that random sample of 100 items selected at random from the total output will contain no more than one defective item is $2 / e$.
(b) The probability of success in a trail is known to be $10^{-4}$. It is possible to repeat the trial independently any desired number of times. Do you think that the number of successes in a series of trials, if the number of trials in the series increases indefinitely, will tend to follow a Poisson distribution? Give your reasons.
(c) The probability of getting no misprint in a page of a book is $e^{-4}$. What is the probability that a page contains more than 2 misprints ? [State the assumptions you make in solving this problem.] [Bombay Univ. B.Sc., 1989]
8. In a certain factory turning out optical lenses, there is a small chance 1/500 for any lens to be defective. The lenses are supplied in a packet of 10 . Use Poisson distribution to calculate the approximate number of packets containing no defective, one defective, two defective and three defective lenses in a consignment of 20,000 packets.

Ans. 19604, 392, 4 and 0 packets.
9. Red blood cell deficiency may be determined by examining a specimen of the blood under a microscope. Suppose a certain small fixed volume contains on the average 20 red cells for normal persons. Using Poisson distribution, obtain the probability that a specimen from a normal person will contain less than 15 red cells.

Ans. $\quad \sum_{x=0}^{14}\left\{e^{-20}(20)^{x} / x!\right\}$
10. Assuming that the chance of a traffic accident in a day in a street of Delhi is 0.001 , on how many days out of a trial of 1,000 days can we expect :
(i) no accident
(ii) more than threc accidents, if there are 1,000 such streets in the whole city?
11. Patients arrive randomly and independently at a doctor's surgery from 8.0 A.M. at an average rate of one in five minutes. The waiting room holds 2 persons. What is the probability that the room will be full when the doctor arrives at $9.0 \mathrm{~A} . \mathrm{M}$. (Estimate the probability to an accuracy of 5 per cent.)

Ans. 53.84 \%
12. An office switchboard receives telephone calls at the rate of 3 calls per minute on an average. What is the probability of receiving (i) no calls in a oneminute interval, (ii) at the most 3 calls in a 5 -minute interval?

Ans. (i) 0.0323, (ii) 0
13. A hospital switchboard receives an average of 4 emergency calls in a $10-$ minute interval. What is the probability that (i) there are at the most 2
emergency calls in a 10 -minute interval, (ii) there are exactiy $\mathbf{3}$ emergency calis in a $\mathbf{1 0}$-minute interval?
Ans.
(i) $13^{-4}$,
(ii) $(32 / 3) e^{-4}$
14. (a) A distributor of bean seeds determines from extenșive tests that $5 \%$ of large batch of seeds will not germinate. He sells the seeds in packets of 200 and guarantees $90 \%$ germination. Determine the probability that a particular packet will violate the guarantee.

Ans. $1-\sum_{r=0}^{10}\left(e^{-10} 10^{r} / r!\right)$
(b) In an automatic telephone exchange the probability that any one call is wrongly connected is 0.001 . What is the minimum number of independent calls required to ensure a probability of 0.90 , that at least one call is wrongly connected?
15. (a) Fit a Poisson distribution to the following data with respect to the number of red blood corpuscles ( $x$ ) per cell :

| $x:$ | 0 | 1 | 2 | 3 | 4 | 5 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of cells $f:$ | 142 | 156 | 69 | 27 | 5 | 1 |

(b) Data was collected over a period of 10 years, showing number of deaths from horse kicks in each of the 20 army corps. From the 200 corps-years, the distribution of deaths was as follows :

| No. of deaths : | 0 | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Frequency : | 122 | 60 | 15 | 2 | 1 |

Graduate the data by Poisson distribution and calculate the theoretical frequencies.

| Given | $e^{-m}:$ | 0.670 .3 | 0.6065 | 0.5488 | 0.4966 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $m:$ | 0.4 | 0.5 | 0.6 | 0.7 |

(c) Fit a Poisson distribution to the following data a nd calculate the expected frequencies:-

| $\dot{x}:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f:$ | 71 | 112 | 117 | 57 | 27 | 11 | 3 | 1 | 1 |

16. (a) If $X$ is the number of occurrences of the Poisson variate with mean $\lambda$; show that : $P(X \geq n)-P(X \geq n+1)=P(X=n)$
(b) Suppose that $X$ has a Poisson distribution. If

$$
P(X=2)=\frac{2}{3} P(X=1) .
$$

Evaluate (i) $P(X=0)$ and (ii) $P(X=3)$ [Ans. (i) 0.264.]
(c) If $X$ has a Poisson distribution such that
$P(X=1)=P(X=2)$, find $P(X=4)$. [Ans 0.09]
(c) If a Poisson variate $X$ is such that

$$
P(X=1)=2 P(X=2)
$$

find $P(X=0)$, mean and the variance.
(d) If for a Poisson variate $X, E\left(X^{2}\right)=6$, what is $E(X)$ ?
(e) If $X$ and $Y$ are independent Poisson variates having means 1 and 3 respectively, find the variance of $3 X+Y$.
17. Show that for a Poisson distribution
(i) $M \sigma \gamma_{1} \gamma_{2}=1$,
(ii) $\beta_{1}^{1 / 2}\left(\beta_{2}-3\right) \mu_{1}^{\prime} \sigma=1$
18. Show that the function which generates the central moments of the Poisson distribution with parameter $\lambda$ is

$$
M(t)=\exp \left\{\lambda\left(e^{t}-1-t\right)\right\}
$$

Show that it satisfies the equation

$$
\frac{d M(t)}{d t}=\lambda t M(t)+\lambda \frac{d \dot{M}(t)}{d \lambda}
$$

19. (a) The random variable $X$ has p.d.f.

$$
\begin{aligned}
f(x) & =e^{-\theta} \frac{\theta^{x}}{x!} ; x=0,1,2 ; \ldots \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the m.g.f. of $Y=2 X-1$ and $\operatorname{Var}(Y)$.
(b) Identify the distribution with the following mgf's :

$$
\begin{aligned}
& M_{X}(t)=\left(0.3+0.7 e^{t}\right)^{10} \\
& M_{Y}(t)=\exp \left[3\left(e^{t}-1\right)\right]
\end{aligned}
$$

Ans. $X \sim B(10,0.7), Y \sim P(3)$.
20. If $X$ has Poisson distribution with parameter $\lambda$, then

$$
P[X \text { is even }]=\frac{1}{2}\left[1+e^{-2 \lambda}\right]
$$

[Delhi Univ. B. Sc. (Stat. Hons.) 1991]
21. (a) The m.g.f. of a riv. is $X$ is $\exp \left[4\left(e^{i}-1\right)\right]$. Show that

$$
P(\mu-2 \sigma<X<\mu+2 \sigma)=0.931
$$

Hint. $\quad X \sim P(\lambda=4)$;
Required Probability. $=P(0<X<8)=P(1 \leq X \leq 7)=0.931$
(b) If $X \sim P(\lambda=100)$, use Chebychev's inequality to determine a lower bound for $P(75<X<125) \quad$ [Ans, 0.84]
22. If $X \sim P(m)$, show that $E|X-1|=m-1+2 e^{-m}$
[Delhi Univ. B. Sc. (Maths. Hons.), 1983]
Hint. $E|X-1|=\sum_{x=0}^{\infty}|x-1| e^{-m} m^{x} / x!=e^{-m}+\sum_{x=2}^{\infty} \frac{(x-1)}{x!} \cdot e^{-m^{\prime}} m^{x}$

$$
\cdot=e^{-m}+e^{-m} \cdot \sum_{x=2}^{\infty} m^{x}\left[\frac{1}{(x-1)!}-\frac{1}{x!}\right]
$$

23. If $X \sim P(\lambda)$ and $Y \mid X=x \sim(B(x, p)$, then prove that $Y \sim P(\lambda p)$.
24. If the chances of $0,1,2,3 \ldots$ events from one source are given by a Poisson distribution of mean $m_{1}$ and the chances of $0,1,2,3, \ldots$ events from another source by a Poisson distribution of mean $m_{2}$, show that the chances of $0,1,2,3, \ldots$ events from either source are given by

$$
e^{-\left(m_{1}+m_{2}\right)}\left\{1,\left(m_{1}+m_{2}\right), \frac{\left(m_{1}+m_{2}\right)^{2}}{2!}, \ldots\right\}
$$

Show that the sum of any finite number of Poisson variates is itself a Poisson variate with mean equal to the sum of separate means.
25. $X$ is a Poisson variate with mean $\lambda$.

Show that $E\left(X^{2}\right)=\lambda E(X=1)$.
If $\lambda=1$, show that $E|X-1|=\frac{2}{e}$
26. Show that the mean deviation about mean for Poisson distribution

$$
p(x)=\frac{e^{-m} m^{x}}{x!} ; x=0,1,2, \ldots
$$

is $(2 \mu) \cdot \frac{e^{-m} \cdot m^{\mu}}{\mu!}$
where $\mu$ is the greatest integer contained in ( $m+1$ ).
[Delhi Univ. B. Sc. (Stat. Hons.), 1988,' 84]
27. Let $X, Y$ be independent Poisson variates. The variance of $X+Y$ is 9 and

$$
P(X=3 \mid X+Y=6)=5 / 54
$$

Find the mean of $X$. [Ans. $\frac{1}{2}(9 \pm 3 \sqrt{3})$ i.e. 1.902 or 7.098 ]
28. If $X$ is a Poisson variate with paramter $m$, show that

$$
P(X<r)<\frac{m^{r}}{r!} ; r=0,1,2, \ldots
$$

Deduce that $E(X)<e^{m} . \quad$ [Delhi Univ. B.Sc. (Maths. Hons.), 1989]
29. (a) The characteristic function of a variate $X$ is
$\varphi_{X}(t)=\left(\frac{1}{3}+\frac{2}{3} e^{i t}\right)^{6} \cdot\left[. \exp \left\{-3\left(1-e^{i t}\right)\right\}\right]$.
Recognise the variate.
[Burdwan Univ. B. Sc. (Maths. Hons.) 1989)
$\underset{\text { Hint.'s. }}{\text { Hind }} \quad X=U+V$, where $U \sim B\left(6, \frac{2}{3}\right)$ and $V \sim P(3)$ are independent r.v.'s
(b) Identify the variates $X$ and $Y$ where:
$M_{X}(t)=(1 / 27)\left(1+2 e^{t}\right)^{3} \cdot \exp \left[3\left(e^{t}-1\right)\right]$

$$
M_{Y}(t)=(1 / 32)\left(1+e^{t}\right)^{5} \cdot \exp \left[-2\left(1-e^{t}\right)\right]
$$

[Delhi Univ. B. Sc. (Stat. Hons.), 1987, 84]
Ans. $X=U+V ; U-B(n=3, p=2 / 3)$ and $V \sim P(\lambda=3)$ are independent.
$Y=U_{1}+V_{1} ; U_{1} \sim B(n=5, p=1 / 2)$ and $V_{1} \sim P(\lambda=2)$ are independent.
30. If $X$ and $Y$ are correlated variates each having Poissnn distribution, show that $X+Y$ cannot be a Poisson variate
[Delhi Univ. B. Sc. (Maths Hons.), 1988; Poona Univ. B.Sc, 1989]
Hint. Note that for Poisson variate mean and variance are equal. Let $X \sim P(\lambda), Y \sim P(\mu) ;(X, Y)$ correlated.

$$
\begin{aligned}
\therefore E(X+Y) & =E(X)+E(Y)=\lambda+\mu \\
\operatorname{Var}(X+Y) & =\operatorname{Var} X+\operatorname{Var} Y+2 \operatorname{Cov}(X, Y) \\
& =\lambda+\mu+2 \rho \sqrt{\lambda \mu},(\rho \neq)
\end{aligned}
$$

Since $E(X+Y) \neq \operatorname{Var}(X+Y) ; X+Y$ cannot be a Poisson variate.
31. Let $X, Y, Z$ be independent Poisson variates with parameters $a, b$ and $c$ respectively. Obtain:
(i) m.g.f. of $X+2 Y+3 Z$,
(ii) Conditional expectation of $X$ given. $X+Y+Z=n$
(Indian Civil Services, 1985)
Hint. $M_{X}+2 Y+3 Z(t)=M_{X}(t)^{\prime} \cdot M_{Y}(2 t) \cdot M_{Z}(3 t)$
$=\exp \left[a\left(e^{t}-1\right)+b\left(e^{2 t}-1\right)+c\left(e^{3 t}-1\right)\right]$
$P(X=x \mid X+Y+Z=n)=\frac{P(X=x \cap X+Y+Z=n)}{P(X+Y+Z=n)}$
$=\frac{P(X=x) P(Y+Z=n-x)}{P(X+Y+Z=n)} \quad(\because X, Y, Z$ are indep. $)$
$=\frac{e^{-a} \cdot a^{x}}{x!} \times \frac{e^{-(b+c)} \cdot(b+c)^{n-x}}{(n-x)!}$
$\times\left[\frac{n!}{e^{-(a+b+c)} \cdot(a+b+c)^{n}}\right]$
$=\frac{n!}{x!(n-x)!}\left(\frac{a}{a+b+c}\right)^{x} \cdot\left(\frac{b+c}{a+b+c}\right)^{n}$
$\Rightarrow \quad X \quad \mid(X+Y+Z=n) \sim B\{n, p=a /(a+b+c)\}$
$\Rightarrow \quad E[\ddot{X} \mid X+Y+Z=n]=n p=\frac{n a}{a+b+c}$
32. The joint density of r.v.'s $X$ and $Y$ is':

$$
f(x, y)=e^{-2} /[x!(y-x)!] ; y=0,1,2, \ldots ; x=0,1,2, \ldots, y
$$

Find the m.g.f. $M\left(t_{1}, t_{2}\right)$ of $(X, Y)$ and correlation coefficient between $X$ and $Y$. Show that the marginal distributions of $X$ and $Y$ are Poisson.

$$
\text { Hint. } \begin{aligned}
M\left(t_{1}, t_{2}\right) & =\sum_{y=0}^{\infty} \sum_{x=0}^{y} e^{t_{1} x+t_{2} y} \times\left[\frac{e^{-2}}{x!(y-x)!}\right] \\
& =e^{-2} \sum_{y=0}^{\infty}\left[\frac{e^{t_{2} y}}{y!}\left\{\sum_{x=0}^{y}{ }^{y} C_{x} \cdot\left(e^{t_{1}}\right)^{x}\right\}\right] \\
& =e^{-2} \sum_{y=0}^{\infty}\left\{\left[e^{t_{2}}\left(1+e^{t_{1}}\right)\right] / y!\right\} \\
& =e^{-2} \cdot \exp \left\{e^{t_{2}}\left(1+e^{t_{1}}\right)\right\} \\
M\left(t_{1}, 0\right) & =\exp \left[2\left(e^{t_{1}}-1\right)\right] \Rightarrow X \sim P(\lambda=1) \\
M\left(0, t_{2}\right) & =\exp \left[2\left(e^{t_{2}}-1\right)\right] \Rightarrow Y \sim P(\mu=2)
\end{aligned}
$$

Observe $M\left(t_{1}, t_{2}\right)=M\left(t_{1}, 0\right) \times M\left(0, t_{2}\right) \Rightarrow X$ and $Y$ are not inde. pendent.

$$
\begin{aligned}
& E(X)=1, \quad \operatorname{Var}(X)=1 ; E\left(Y^{\prime}\right)=2=\operatorname{Var} Y . \\
& \dot{E}(X Y)=\left|\frac{\partial^{2} M\left(t_{1}, t_{2}\right)}{\partial t_{1} \partial i_{2}}\right|_{t_{1}-t_{2}=0}=3 \\
& \quad \rho(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{3-1 \times 2}{1 \times \sqrt{2}}=1 / \sqrt{2} .
\end{aligned}
$$

33. The joint p.g.f. of the r.v.'s $X$ and $Y$ is given by :

$$
P\left(s_{1}, s_{2}\right)=\exp \left[a\left(s_{1}-1\right)+b\left(s_{2}-1\right)+c\left(s_{1}-1\right)\left(s_{2}-1\right)\right]
$$

$\mathrm{a}, \mathrm{b}, \mathrm{c}$, are all positive. Find $\rho(X, Y)$
Hint. $P_{X}\left(s_{1}\right)=P\left(s_{1}, 1\right)=\exp \left[a\left(s_{1}-1\right)\right] \Rightarrow X \sim P(a)$

$$
\begin{aligned}
P_{Y}\left(s_{2}\right) & =P\left(1, s_{2}\right)=\exp \left[b\left(s_{2}-1\right)\right] \Rightarrow Y \sim P(b) \\
E(X Y) & =\left(\frac{\partial^{2} P\left(s_{1}, s_{2}\right)}{\partial s_{1} \partial s_{2}}\right)_{s_{1}-s_{2}-1}=c+a b . \\
\rho_{X Y} & =\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{(c+a b)-a b}{\sqrt{a} \sqrt{b}}=\frac{c}{\sqrt{a b}}
\end{aligned}
$$

34. An insurance company issues only two types of policy, household and motor. It has carried out an investigation into the experience of a group of policyholders who held one of each type of policy over a particular period and it has discovered that within that group and over that period the mean number of claims per household policy was 0.3 and the mean number of claims per motor policy was 0.8 . Assume that the number of claims under each type of policy is independent of the number of claims under the other type of pulicy and that each can be represented by a Poisson distribution.
(a) If the number of claims per policyholder is the sum of the number of claims under each of his two policies, state with reasons how the number of claims per policy bolder, within that group and over that period is distributed, and
(b) Calculate to the nearest whole number, the percentage of policyholders within that group and over that period who made more household claims than motor claims.

Hint. Household claim, $X \sim P(\cdot 3)$ and Motor claim, $Y \sim P(8)$
Required Probability $=P(X>Y)=\sum_{r=0}^{\infty}\left[\sum_{s=0}^{\infty} P(Y=r \cap X=r+s)\right]$

$$
\begin{aligned}
& =\sum_{r=0}^{\infty} \sum_{s=0}^{\infty}[P(Y=r) P(X=r+s)]-\sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \frac{e^{-8}(\cdot 8)^{r}}{r!}!\times \frac{e^{-3}(\cdot 3)^{r+s}}{(r+s)!} \\
& =e^{-.8} e^{-3} \sum_{r=0}^{\infty}\left[\frac{(-8)^{r}}{r!} \sum_{j=0}^{\infty}\left\{\frac{(-3)^{r+s}}{(r+s)!}\right\}\right] \\
& =\sum_{r=0}^{\infty}\left[\frac{e^{-8}(\cdot 8)^{r}}{r!} e^{-.3}\left\{e^{-3}-\left(1+3+\frac{(-3)^{2}}{2!}+\ldots+\frac{(\cdot 3)^{r-1}}{(r-1)!}\right)\right\}\right]
\end{aligned}
$$

$$
=1-e^{-.8} e^{-.3}\left[\left\{\frac{.8}{1}+\frac{(.8)^{2}}{2!}(1+.3)+\frac{(.8)^{3}}{3!}\left(1+.3+\frac{.09}{2}\right) .\right.\right.
$$

$$
\left.+\frac{(.8)^{4}}{4!}\left(1+.3+\frac{.09}{2}+\frac{.027}{3!}\right)+\ldots\right]
$$

35. (i) An event occurs instantaneously and is equally likely to occur at any instant. There is no limit on the number of occurrneces that may happen in any interval of time, but the expected number in a given time interval is $T$. Prove that the probability of the event occurring exactly $r$ times in an interval of the same duration is $\left(T^{r} e^{-T}\right) / r!$.
(ii) An insurance company which writes only fire and accident business defines a major claim as one which costs at least Rs. 50,000 for an accident claim or Rs. 100,000 for a fire claim. Any excess over these amounts is paid by reinsurers and hence every major claim is recorded at a cost of Rs. $\mathbf{5 0 , 0 0 0}$ or Rs. $\mathbf{1 0 0 , 0 0 0}$ respectively. The company divides the year into equal monthly accounting periods and a report is produced of the recorded cost of major claims. The expected number of major accident claims is 0.2 per month and of major fire claims 0.5 per month. Calculate the probability that in a particular month the recorded cost of major claims is Rs. 2,00,000 or more.
36. (a) The number of aeroplanes arriving at an airport in a 30 minute interval obeys the Poisson law with mean 25. Use Chebychev's inequality to find the least chance, that the number of planes to arrive within a given 30 minutes interval will be between 15 and 35 .
[Sri Venketeswara U. B.Sc. 1992]
(b) Suppose that the number of motor cars arriving in a certain parking lot in any 15 minutes period obeys a Poisson probability law with mean 80 . Use Cbebychev's inequality to determine a lower bound for the probability that the
number of motor cars arriving in a given 15 minute period will be between 60 and 100.
[Madras U. B.Sc. Nov. 1991]
7.4. Nagative Binomial Distribution. The equality of the mean and varaince is an important characteristic of the Poisson distribution, whereas for the binomial distribution the mean is always greater than the variance. Occasionally, however, observable phe nomena give rise to empirical discrete distributions which show a variance larger than the mean. Some of the commonest examples of such behaviour are the frequency distributions of plant density obtained by quadrant sampling when the clustering of plants makes the simple Poisson model inapplicable. It has been shown by different investigators that insuch cases the negative binomial distribution provides an excellent model because this distribution has a variance larger than the mèan. Bacterial clustering (or contagion), e.g., deaths of insects, number of insect bites leads to the negative binomial distribution and the distribution also arises in inverse sampling from a binomial population or as a weighted average of Poisson distribution. This important probability distribution is sometimes also referred to as the Pascal distribution after the French mathematician Blaise Pascal (1623-1662), but there seems to be no historical justification. The negative binomial distribution can be derived from empirical considerations in many ways. Here we consider the Binomial probability situation with some modifications.

Suppose we have a succession of $n$ Bernoulli trails. We assume that $(i)$ the trials are independent, (ii) the probability of success ' $p$ ' in a trial remains constant from trial to trial.

Let $f(x ; r, p)$ denote the probability that there are $x$ failures preceding the $r$ hih success in $x+r$ trials.

Now, the last trial must be a success, whose probability is $p$. In the riemaining $(x+r-1)$ trials we must have $(r-1)$ successes whose probability is given by

$$
\binom{x+r-1}{r-1} p^{r-1} q^{x}
$$

Therefore by compound probability theorem, $f(x ; r, p)$ is given by the product of these two probabilities, i.e.,

$$
\binom{x+r-1}{r-1} p^{r-1} q^{x} \cdot p=\binom{x+r-1}{r-1} p^{r} q^{x}
$$

Dẹinitition. A random variable $X$ is said to follow a negative, binomial distribution if it probability mass function is given by

$$
\begin{align*}
p(x)=P(X=x) & =\binom{x+r-1}{r-1} p^{r} q^{x} ; x=0,1,2, \ldots \\
& =0, \text { otherwise } \tag{7•21}
\end{align*}
$$

Also

$$
\binom{x+r-1}{r-1}=\binom{x+r-1}{x} \quad\left[\because\binom{n}{r}=\binom{n}{n=r}\right]
$$

$$
\begin{align*}
& =\frac{(x+r-1)(x+r-2) \ldots(r+1) r}{x!} \\
& =\frac{(-1)^{x}(-r)(-r-1) \ldots(-r-x+2)(-r-x+1)}{x!} \\
& =(-1)^{x}\binom{-r}{x} \\
\therefore \quad p(x) & =\left\{\begin{array}{c}
\binom{-r}{x} p^{r}(-q)^{x} ; x=0,1,2, \ldots \\
0, \text { otherwiṣe }
\end{array}\right. \tag{7.21a}
\end{align*}
$$

which is the $(x+1)^{\text {th }}$ term in the expansion of $p^{r}(1-q)^{-r}$, a binomial expansion with a negative index. Hence the distribution is known as negative. binomial distribution. Also

$$
\sum_{x=0}^{\infty} p(x)=p^{r} \sum_{x=0}^{\infty}\binom{-r}{x}(-q)^{x}=p^{r} \times(1-q)^{-r}=1
$$

Therefore $p(x)$ represents the probability function and the discrete variable which follows this probability function is called the negative binomial variate.

$$
\begin{align*}
& \text { If } \begin{aligned}
p & =\frac{1}{Q} \text { and } q=\frac{P}{Q} \text { so that } Q-P=1, \quad(\because p+q=1) \\
\text { then } p(x) & =\left\{\begin{array}{l}
\binom{-r}{x} Q^{-r}\left(-\frac{P}{Q}\right)^{x} ; x=0,1,2, \ldots \\
0, \text { otherwise }
\end{array}\right.
\end{aligned} . . . .(7 \cdot 21 b)
\end{align*}
$$

This is the general term in the negative binomial expansion $(Q-P)^{-r}$.
Remarks. 1. $p(x)$ in (7-21) or (7.21a) is also sometimes written as $f(x ; r, p)$.
2. Some Important Dedúctions.
(a) Geometric Distribution. If we take $r=1 \mathrm{in}(7 \cdot 21)$, we have

$$
p(x)=q^{x} p ; x=0,1,2, \ldots
$$

which is the probability function of geometric distribution (c.f. \& 7.5 page 7.83).
Hence negative binomial distribution may be regarded as the generalisation. of geometric distribution.
(b) Pascal's Distribution. The negative binomial distribution ( $7 \cdot 21$ a) when regarded as one having two parameteis $p$ and $r$ is known as Pascal's distribution.
(c) Polya's Distribution. If we take

$$
\begin{aligned}
r & =\frac{1}{\beta}, p=\frac{1}{1+\beta \mu^{\prime}} q=1-p=\frac{\beta \mu}{1+\beta \mu} \text { in (7.21a), we get } \\
p(x) & =\frac{r(r+1)(r+2) \ldots(r+x-1)}{x!} \cdot p^{r} \cdot q^{x}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{(1+\beta)(1+2 \beta) \ldots[1+\beta(x-1)]}{x!}\left(\frac{1}{1+\beta \mu}\right)^{1 / \beta}\left(\frac{\mu}{1+\beta \mu}\right)^{x} \\
& (x=0,1,2, \ldots) \quad \ldots(7 \cdot 21 \mathrm{c})
\end{aligned}
$$

which is known as Polya's distribution with two parameters, $\beta$ and $\mu$.
(d) Second Form of Geimetric Distribution. Taking $\beta=1$ in Polya's distribution ( $7 \cdot 21 \mathrm{c}$ ), we get

$$
p(x)=\left(\frac{1}{1+\mu}\right)\left(\frac{\mu}{1+\mu}\right)^{x} ; x=0,1,2, \ldots
$$

which is geometric distribution (c.f. § 7.5) with

$$
p=\frac{1}{1+\mu}, q=1-p=\frac{\mu}{1+\mu}
$$

7.4•1. Moment Generating Function of Negative Binomial Distribu. tion.

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{t x}\right)=\sum_{x=0}^{\infty} e^{t x} p(x) \\
& =\sum_{x=0}^{\infty}\binom{-r}{x} Q^{-r}\left(-\frac{P e^{t}}{Q}\right)^{x} \\
& =\left(Q-P e^{t}\right)^{-r} \\
\mu_{1}^{\prime} & =\left(\frac{d}{d t^{\prime}} M(t)\right)_{t=0}=\left[-r\left(-P e^{t}\right)\left(Q-P e^{t}\right)^{-r-1}\right]_{t=0} \\
& =r P
\end{aligned}
$$

$\therefore$ Mean of the negative biriomial distribution is $r P$.

$$
\begin{align*}
\mu_{2}^{\prime} & =\left(\frac{d^{2}}{d t^{2}} M(t)\right)_{t-0} \\
& =\left(r P e^{\prime}\left(Q-P e^{t}\right)^{-r-1}+(-r-1) r P e^{t}\left(Q \cdot P e^{t}\right)^{-r-2}\left(-P e^{i}\right)\right)_{t-0} \\
& =r P+r(r+1) P^{2} \\
& \therefore \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=r(r+1) P^{2}+r P-r^{2} p^{2}=r P Q \quad . .(7 \cdot 22 b) \\
& \text { As } Q>1, r P<r P Q, i . e ., \text { Mean }<\text { Variance, which is a distinguishing }
\end{align*}
$$ feature of this distribution.

7.4-2. Cumulants of Negative Binomial Distribution.

$$
\begin{aligned}
K_{x}(t) & =\log M_{X}(t)=-r \log ^{-}\left(Q-P e^{t}\right) \\
& =-r \log \left[Q-P \cdot\left(1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\frac{t^{4}}{4!}+\ldots\right)\right] \\
& =-r \log \left[1-P\left(t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\frac{t^{4}}{4!}+\ldots\right)\right]
\end{aligned}
$$

$$
(\because Q-P=1)
$$

Proceeding as in $\S 7 \cdot 2 \cdot 8$, we will get (on replacing $n$ with $-r$ and $p$ with $-P$ ).

$$
\begin{align*}
& \text { Mean }={ }^{\prime} K_{1}=r P \\
& \cdot \mu_{2}=\kappa_{2}=r P(1+P)=r P Q \mid \\
& \mu_{3}=\kappa_{3}=r P\left(1+3 P+2 P^{2}\right)=r P(1+P) \cdot(-1+2 P)=r P Q(Q+P) \text {. } \\
& \kappa_{4}=r P(1+P)\left(1+6 P+6 P^{2}\right)=r P Q(1+6 P Q) \\
& \therefore \quad \mu_{4}=\kappa_{4}+3 \kappa_{2}^{2}=r P Q[1+3 P Q(r+2)] \\
& \text { Since } Q_{1}=1 / p, P=q Q=q / p \text {, we have in terms of } p \text { and } q \text {, } \\
& \text { Mean }=r q / p, \text { Variance }=r q / p^{2,} \mu_{3}=r q(1+q) / p^{3} \\
& \mu_{4}=r q\left[p^{2}+3 q(r+2)\right] / p^{4} \\
& \therefore \quad \beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{(1+q)^{2}}{r q} \\
& \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{p^{2}+3 q(r+2)}{r q} \\
& \therefore \quad \gamma_{1}=\sqrt{\beta_{1}}=(1+q) / \sqrt{r q} \\
& \gamma_{2}=\beta_{2}-3=\left(p^{2}+6 q\right) / r q
\end{align*}
$$

7.4.3. Poisson Distribution as a Limiting Case of the Negative Binomial Distribution. Negative binomial distribution tends to Poisson distribution as $P \rightarrow 0, r \rightarrow \infty$ such that $r P=\lambda^{\prime}$ (finite). Proceeding to the limits, we get

$$
\begin{aligned}
& \lim p(x)=\lim \binom{x+r-1}{r-1} p^{r} q^{x} \\
& =\lim _{x}\binom{x+r-1}{x} Q^{-r} \cdot\left(\frac{P}{Q}\right)^{x} \\
& =\lim _{r \rightarrow \infty} \frac{(x+r-1)(x+r-2) \ldots(r+1) r}{x!}(1+P)^{-r}\left(\frac{P}{1+P}\right)^{x} \\
& =\lim _{r \rightarrow \infty}\left[\frac{1}{x!}\left(1+\frac{x-1}{r}\right)\left(1+\frac{x-2}{r}\right\}\right. \\
& \left.=\frac{1}{x!} \lim _{r \rightarrow \infty}\left[(1+P)^{-r}\left(\frac{r P}{1+P}\right)^{\prime}\right] \cdot\left(1+\frac{1}{r}\right) \cdot 1 \cdot r^{x}(1+P)^{-r} \cdot\left(\frac{P}{1+P}\right)^{x}\right] \\
& =\frac{\lambda^{x}}{x!} \lim _{r \rightarrow \infty}\left[\left(1+\frac{\lambda}{r}\right)\right]_{r \rightarrow \infty}\left[1+\frac{\lambda}{r}\right)^{-r} \\
& =\frac{\lambda^{x}}{x!} \cdot e^{-\lambda} \cdot 1=\frac{e^{-\lambda} \lambda^{x}}{x!}
\end{aligned}
$$

which is the probability function of the Poisson distribution with parameter ' $\lambda$ '.
7.44. Probability Generating Function of Negative Binomial Distribu. tion. Let $X$ be a random variable following negative binomial distribution, then

$$
\begin{align*}
P_{X}(s) & =E\left(s^{x}\right)=\sum_{x=0}^{\infty} e^{s x} p(x) \\
& =\sum_{x=0}^{\infty}\binom{-r}{x} p^{r}(-q s)^{x} \\
& =p^{r}(1-q s)^{-r}=[p /(1-q s)]^{r}
\end{align*}
$$

[Using 7.21a)]

Example 7.45. An item is produced in large numbers. The machine is known to produce $5 \%$ defectives. A quality control inspector is examining the items by taking them at random. What is the probability that at least 4 items are to be examined in order to get 2 defectives?

Solution. . If $\mathbf{2}$ defectives are to be obtained then it can happen in 2 or more trials. The probability of success is 0.05 for every trial. It is a negative binomial situation and the required probability is

$$
\begin{aligned}
& =P(X=4)+P(X=5)+\ldots \\
& =\sum_{x=4}^{\infty}\binom{x-1}{2-1}(0.05)^{2}(0.95)^{x-2} \\
& =1-\sum_{2}^{3}\binom{x-1}{2-1}(0.05)^{2}(0.95)^{x-2} \\
& =1-\left[(0.05)^{2}+2(0.05)^{2}(0.95)\right] \\
& =0.995
\end{aligned}
$$

Example 7.46. If $X \sim B(n, p)$ and $Y$ has, negative binomial distribution with parameters $r$ and $p$, prove that

$$
F_{X}(r-1)=1-F_{Y}(n-r)
$$

[Delhi Univ. Spl. Course (Statistics Hons.), 1987]
Solution.

$$
\begin{aligned}
1-F_{Y}(n-r) & =1-P(Y \leq n-r)=P\left(Y>n_{i}-r\right) \\
& =\sum_{n-r+1}^{\infty}\binom{y+r-1}{r-1} p \cdot q^{y} ;[z=y-(n-r+1)] \\
& =p^{r} d^{r-r+1} \cdot \sum_{z=0}^{\infty}\binom{z+n}{r-1} q^{2} \\
& =p^{r} q^{r-r+1} \sum_{z=0}^{\infty}\left\{\sum_{k=0}^{r-1}\binom{n}{k}\binom{z}{r-1-k}\right\} q^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \quad\left(\because \sum_{k=0}^{r}\binom{a}{k}\binom{b}{r-k}=\binom{a+b}{r}\right) \\
& =p^{r} q^{n-r+1} \sum_{k=0}^{r-1}\left\{\binom{n}{k} \sum_{z=r-1-k}^{\infty}\binom{z}{r-1-k} q^{2}\right\}
\end{aligned}
$$

[Changing the order of summation and noting that $\cdot\binom{n}{r}=0 ; n<r$ ]

$$
\begin{aligned}
& =p^{r} q^{n-r+1} \sum_{k=0}^{r-1}\left[\binom{n}{k} \sum_{i=0^{\prime}}^{\infty}\binom{t+r-1-k}{r-1-k} q^{k+r-1-k}\right], \\
& t=z-(r-1-k) \\
& =p^{r} q^{n} \sum_{k=0}^{r-1}\left\{\binom{n}{k} q^{-k} \cdot(1-q)^{-(r-k)}\right\} \\
& =\sum_{k=0}^{r-1}\binom{n}{k} p^{k} \cdot q^{i-k} \\
& =P[X \leq(r-1)]=F_{X}(r-1)
\end{aligned}
$$

Example 7.47. (Banach's Match-box Problem). A certain mathematician always carries two match boxes (initially containing $N$ match sticks). Each time he wants a match-stick he selects a box at random, inevitably a moment comes when he finds a box empty. Show that the probability that there are exactly $r$ match-sticks in one box when the other box is found empty is

$$
\binom{2 N-r}{n} \times\left(\frac{1}{2}\right)^{2 N-r}
$$

Solution. Let the two match boxes be mumbered 1 and 2 . Let the choice of the Ist box be regarded as failure and that of second box be regarded as a success.

Since the mathematician selects the match box at random,

$$
p=\text { Probability of selecting second match box }=1 / 2
$$

$\Rightarrow \quad q=1-p=1 / 2$
The second box will be found empty if it is selected for the ( $N+1$ )st time. At this stage, the first box will contain exactly $r$ matches if $(N-r)$ matches have already been drawn from it. Hence the second box will be found empty at the stage when the first box contains exactly $r$ matches if and only if $(N-r$ ) failures precede the $(N+1)$ st success. Thus in a total of $N+1+(N-r)$ $=2 N-r+1$, triais the last one must be success and out of the remaining $(2 N-r)$ trials we should have $(N-r)$ failures and $N$ successes.
$\therefore \quad$ Probability that second box is found empty when there are exactly $r$ matches in first box is

$$
=\binom{2 N-r}{N}\left(\frac{1}{2}\right)^{N}\left(\frac{1}{2}\right)^{N-r} \frac{1}{2}=\binom{2 N-r}{N}\left(\frac{1}{2}\right)^{2 N-r+1}
$$

Similarly, the probability that first box is found empty, when the second box contains exactly $r$ matches is given by

$$
\binom{2 N-r}{N}\left(\frac{1}{2}\right)^{2 N-r+1}
$$

Hence the required probability that one match box is found empty when the other contains exactly $r$ matches is

$$
2 \times\binom{ 2 N-r}{N}\left(\frac{1}{2}\right)^{2 N-r+1}=\binom{2 N-r}{N}\left(\frac{1}{2}\right)^{2 N-r}
$$

Remark. The statement that 'he finds the box empty' implies that when he used the last match in this box, he did not throw it away, but instead put it back in his pocket. Thus there is a difference between 'the box is empty' and 'the box is found empty'.

The box becomes empty when the Nth match was taken from it but it is found to be empty only when it is selected for the ( $N+1$ )st time.

Example 7.48. $\quad X$ is a negative binomial variate with p.f.

$$
f(x)=\left\{\begin{array}{c}
k+x-1 \\
x \\
0
\end{array}\right) q^{x} p^{k}, \begin{gathered}
x=0,1,2, \ldots \\
\text {,otherwise. }
\end{gathered}
$$

Show that the moment recurrence formula is

$$
\mu_{r+1}=q\left[\frac{d \mu_{r}}{d q}+\frac{r k}{p^{2}} \mu_{r-1}\right]
$$

State how the moments of negative binomial variate can be written from the corresponding formulas for binomial variate.
[Punjab Univ. B. Sc. (Maths Hons.) 1990]
Solution. Foṛ Negative Binomial Distribution with pạrameter $k$ and $p$, Mean $=k \cdot q / p=\mu$, (say ).

$$
\begin{aligned}
\therefore \quad & \mu_{r}
\end{aligned}=\sum_{x=0}^{\infty}(x-\mu)^{r} f(x)
$$

Differentiating w.r.to $q$, we get

$$
\begin{aligned}
& \frac{d \mu_{r}}{d q}=\sum_{r}\left[r\left(x-\frac{k q}{p}\right)^{r-1} \times\left\{\frac{d}{d q}\left(x-\frac{k q}{p}\right)\right\}\binom{k+x-1}{\cdot x} q^{x} p^{k}\right] \\
& +\sum_{x}\left[\left(x-\frac{k q}{p}\right)^{r}\binom{k+x-1}{x}\left\{x q^{x-1} p^{k}+q^{x} \cdot k p^{k-1} \cdot \frac{d p}{d q}\right\}\right]
\end{aligned}
$$

But $\frac{d p}{d q}=\frac{d}{d q}(1-q)=-1$
and $\frac{d}{d q}\left[x-\frac{k q}{p}\right]=\frac{a}{d q}\left[x-k\left(\frac{1}{p}-1\right)\right]=\frac{k}{p^{2}} \cdot \frac{d p}{d q}=-\frac{k}{p^{2}}$

$$
\begin{aligned}
\therefore \frac{d \mu_{r}}{d q}=- & \frac{r k}{p^{2}} \sum_{x}\left(x-\frac{k q}{p}\right)^{r-1} \cdot f(x) \\
& +\sum_{x}\left(x-\frac{k q}{p}\right)^{r}\binom{k+x-1}{x} q^{x-1} p^{k}\left(x-\frac{k q}{p}\right) \\
= & -\frac{r k}{p^{2}} \mu_{r-1}+\frac{1}{q} \sum_{x}\left(x-\frac{k q}{p}\right)^{r+1} \cdot f(x) \\
= & -\frac{r k}{p^{2}} \mu_{r-1}+\frac{1}{q} \cdot \mu_{r+1} \\
\Rightarrow \quad \mu_{r+1}= & q\left[\frac{d \mu_{r}}{d q}+\frac{r k}{p^{2}} \mu_{r-1}\right] ; r=1,2,3, \ldots
\end{aligned}
$$

7.4.5. Deduction of Moments of Negative Binomial Distribution From Those of Binomial Distribütion. If we write

$$
p=1 / Q, q=P / Q \text { such that } Q-P=1,
$$

then the m.g.f. of negative binomial variate $X$ is given by [c.f. \& $7 \cdot 4 \cdot 1$ ]:

$$
\begin{equation*}
M_{X}(t)=\left(Q-P e^{t}\right)^{-k} \tag{*}
\end{equation*}
$$

This is analogous to the m.g.f. of binomial variate $Y$ with ${ }^{\text {p }}$ arameters $n$ and $p^{\prime}$, viz.,

$$
\begin{equation*}
M_{Y}(t)=\left(q^{\prime}+p^{\prime} e^{\prime}\right)^{n} ; q^{\prime}=1-p^{\prime} \tag{**}
\end{equation*}
$$

Comparing ( ${ }^{*}$ ) and (**), we get

$$
\begin{equation*}
q^{\prime}=Q, p^{\prime}=-P \text { and } n=-k \tag{***}
\end{equation*}
$$

Using the formulae for moments of binomial distribution, the moments of negative binomial distribution are given by

$$
\begin{aligned}
\text { Mean } & =n p^{\prime}=(-k)(-P)=k P \\
\text { Variance } & =n p^{\prime} q^{\prime}=(-k)(-P) Q=k P Q \\
\mu_{3} & =n p^{\prime} q^{\prime}\left(q^{\prime}-p^{\prime}\right)=(-k)(-P) Q(Q+P)=k \cdot P Q(Q+P) \\
\mu_{4} & =n p^{\prime} q^{\prime}\left[1+3 p^{\prime} q^{\prime}(n-2)\right] \\
& =(-k)(-P) Q[1+3(-P) Q(-k-2)] \\
& =k P Q[1+3 P Q(k+2)]
\end{aligned}
$$

Example 7.49. Prove that the recurrence formula for negative binomial distribution is: $f(x+1 ; r, p)=\frac{x+r}{x+1} q_{f} f(x ; r, p)$
(Utkal Univ. M.A, 1990)
Solution. We have

$$
\begin{aligned}
f(x ; r, p) & =\binom{x+r-1}{r-1} p^{r} q^{x} \\
f(x+1 ; r, p) & =\binom{x+r}{r-1} p^{r} q^{x+1} \\
\therefore \quad \frac{f(x+1 ; r, p)}{f(x ; r, p)} & =\frac{(x+r)!(r-1)!x!}{(r-1)!(x+1)!(x+r-1)!} q=\frac{x+r}{x+1} q \\
\Rightarrow \quad f(x+1 ; r, p) & =\frac{x+r}{x+1} \cdot q \cdot f(x ; r, p)
\end{aligned}
$$

This recurrence relation is useful for fitting of the negative binomial distribution to the given data as discussed in the following example.

Example 7.50. Given the hypothetical distribution :
$\begin{array}{lllllllll}\text { No. of cells : } & 0 & 1 & 2 & 3 & 4 & 5 & \text { Total }\end{array}$ ( $x$ )
$\begin{array}{lllllllll}\text { Frequency : } & 213 & 128 & 37 & 18 & 3 & 1 & 400\end{array}$ (f)

Fit a negative binomial distribution and calculate the expected frequencies.
Solution. $\mu_{1}^{\prime}=$ Mean $=\frac{\Sigma f x}{\Sigma^{\prime} f^{\prime}}=\frac{473}{400}=6825=\frac{r . q}{p}$

$$
\begin{align*}
& \mu_{2}^{\prime}=\frac{511}{400}=1.2775  \tag{}\\
& \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=1.2775-(.6825)^{2}=0.8117
\end{align*}
$$

$\therefore \quad$ Variance $=0.8117=\frac{r \ddot{q}}{p^{2}}$
Solving equations (*) and (**), we get ${ }^{(*}$

$$
\begin{align*}
p & =\frac{0.6825}{0.811 .7}=0.8408, q=1-p=0.1592  \tag{**}\\
\therefore \quad r & =\frac{p \times 0.6825}{q}=\frac{0.5738}{0.1592}=3.60456 \\
f_{0} & =p^{r}=(.8408)^{3.6045}=5352 \\
f_{1} & =\frac{r+0}{0+1} q f_{0}=r q f_{0}=0.5738 \times 0.5352=0.3071 \\
f_{2} & =\frac{r+1}{1+1} \cdot q \cdot f_{1}=\frac{4.60456}{2} \times 0.1592 \times 0.3071=0.1126 \\
f_{3} & =\frac{r+2}{2+1} \cdot q \cdot f_{2}=\frac{5.60456}{3} \times 0.1592 \times 0.1126=0.0335 \\
f_{4} & =\frac{r+3}{3+1} \cdot q \cdot f_{3}=\frac{6.60456}{4} \times 0.1592 \times 0.0335=0.0088 \\
f_{5} & =\frac{r+4}{4+1} \cdot q \cdot f_{4}=\frac{7.60456}{5} \times 0.1592 \times 0.0088=0.000213
\end{align*}
$$

$\therefore$ Expected frequencies are :

| $N f_{0}$ | $N f_{1}$ | $N f_{2}$ | $N f_{3}$ | $N f_{4}$ | $N f_{5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 214.0992 | 122.8596 | 45.0308 | 13.3928 | 3.5204 | 0.8524 |  |
| $\therefore$ Observed Frequency: | 213 | 128 | 37 | 18 | 3 | 1 |
| Expected Frequency': | 214 | 123 | 45 | 13 | 4 | 1 |

## EXERCISE 7 (c)

1. (a) Define negative binomial distribution. Give an example in which it occurs: Obtain its moment generating function. Hence or otherwise obtain its mean, variance and third central moment.
[Gujarat Univ. B.Sc. 1992]
( $b$ ) If $X$ denotes the number of failures preceding the $\boldsymbol{r}$ th success in an infinite series of independent trials with constant probability $p$ of success for each trial, then identify the distribution of $X$ and obtain $E(X)$. What is the distribution when $r=1$ ?
[Delhi Univ. B. Sc. (Stat. Hons.), 1985]
2. (a), A well known baseball player has a lifetime batting average of 0.3 . He needs 32 more hits to make up his lifetime total to 3000 . What is, the probability that 100 or fewer times at bat are required for him to achieve his goal?
(b) A scientist needs three diseased rabbits for an experiment. He has 20 rabbits availlable and inoculates them one at a time with a serum, quitting if and when he gets 3 positive reactions. If the probability is 0.25 that a rabbit can contract the disease from the serum, what is the probability that the scientist is able to get 3 diseased rabbits from 20 ?
3. A student has taken a 5 answer multiple choice examination orally. He continues to answer questions until he gets five correct answers. What is the probability that he gets them on or before the twenty-fifth question if he guesses at each answer?
4. If a boy is thröwing stones at' a target, what is the probability that his 10th throw is his 5th hit, if the probability of hitting the target at any trial is 0:5 ?
5. In a series of independent trials with constant probability $p$ of success in each trial, show that the number of successes in a fixed number $n$ of independent trials follows a binomial distribution. Show further that the number of the trials required for a specified number $r$ of successes follows a negative binomial distribution. Obtain the mean and the variance of this distribution.
6. (a) Obtain the Poisson-distribution as a limiting case of the negative binomial distribution.
[(Delhi Univ. B.Sc. (Stat Hons.) 1988]
(b) Show how the moments of negative binomial variate can be written from the corresponding formulae for the bibomial variate.
[Delhi Univ. B.Sc. (Maths Hons.), 1991]
7. Consider a sequence of Bernoulli trials with constant probability $p$ of success in a single trial. Find $P(x, k)$, the probability that exactly $x+k$ trials are required to get $k$ successes, ${ }^{\top} x=0,1,2, \ldots$. Show that $P(x . k)$ defines the probability function of the discrete random variable $X$. Find the moment generating function of $X$. Hence find $E(X)$ and $V(X)$ :
8. (a) Derive moment generating function of negative binomial distribution and hence show that mean < variance
( $b$ ) Derive negative binomial distribution in the following form :

$$
f(x)=\binom{-k}{x}(-P)^{x} Q^{-k-x} ; \begin{aligned}
& x=0,1,2, \ldots \\
& Q=1+P
\end{aligned}
$$

Obtain ( $i$ ) moment generating function, mean and variance of this distribution.
(ii) Coefficient of skewness $\boldsymbol{\beta}_{1}$.
(iii) Give an example of its occurrence. [Gujarat Univ. B.Sc. Oct. 1990)
9. Obtain the characteristic funciion of the negative binomial distribution given in the form:

$$
f(x ; \alpha, \lambda)=\binom{-\lambda}{x}\left(\frac{\alpha}{1+\alpha}\right)^{\lambda}\left(\frac{-1}{1+\alpha}\right)^{x} ; x=0,1,2, \ldots
$$

and bence evaluate its first two moments.
10. (a) Show that for the negative binomial distribution $(Q-P)^{-r}$, where $Q-P=1$, cumulant generating function $K(t)=$ $-r \log \left[1-P\left(e^{t}-1\right)\right]$. Hence deduce that $\mathrm{k}_{1}=r P, \mathrm{~K}_{2}=r$ PQ Also obtain $\mathrm{K}_{3}$ and $\kappa_{4}$.
[Delhi Univ. B.Sc. (Stat. Hons.) 1986]
(b) Show that the mean deviation about mean for the negative binomial distribution is

$$
2(\mu+1)\binom{n+\mu}{\mu+1} p^{\mu+1} q^{-(n+\mu)}
$$

where $\mu$ is the greatest integer contained in $n p+l$.
11. The number of accidents among 414 machine operators was investigated for three successive months. The following table gives the distribution of the operators according to the number $k$, of accidents which happened to the same operator. Frit the distribution of the type

$$
P(X=k)=(-1)^{k}\binom{-v}{k} p^{v} q^{k} ; k=0,1,2, \ldots, v>0, q=1-p, 0<p<1
$$

| $k$ | $\ldots$. | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Observed frequency | $\ldots$. | 296 | 74 | 26 | 8 | 4 | 4 | 1 | 0 | 1 |

12. If $X$ has negative binomial distribution with parameters $(n, P)$, prove that $M_{X}(t)=(\cdot Q-P \delta)^{-n}$. Hence find m.g.f. of $Z=(X-n P) / \sqrt{n P Q}$ and deduce that $Z$ is asymptotically nonṇal as $n \rightarrow \infty$

Hint. Prove that $M_{Z}(t) \rightarrow \exp \left(t^{2} / 2\right)$ as $n \rightarrow \infty$ [c.f. Example 7•19].
13. Let $Y$ have the negative binomial distribution: Let $X_{j}$ be the number of failures between the ( $j-1$ )th and $j$ th success. Then $\stackrel{r}{\Sigma} X_{j}=Y$. Find $E(Y)$, j=1 $\sigma_{Y}^{2}$ by obtaining the means and variances of the $X_{j}^{\prime}$ 's.
14. Assume that the mutually independent random variables $X_{i}$, each have the negative binomial distribution with parameters' $r_{i}(i=1,2, \ldots, n)$, where $r_{i}$ are all positive integers, i.e.,

$$
P\left(X_{i}=x\right)=\binom{r_{i}+x-1}{x} p^{r i} q^{x} ; x=0,1,2, \ldots
$$

Then show that the probability density function of $\Sigma \tilde{X}_{i}$ is the negative binomial $i=1$
distribution with $r=\sum_{i=1}^{n} r_{i}$ i.e; the negative binomial distribution (with fixed $p$ ) is reproductive with respect to $r$.
(Sagar Univ. M.A., 1991)
15. Suppose that a radio tube is inserted into a socket and tested. Assume that the probability that it tests positive equals $P$ and the probability that it tests negative is $(l-P)$. Assume furthermore that we are testing large supply of such tubes. The testing continues until the first positive tube appears. If $X$ is the number of tests required to terminate the experiment, what is the probability distribution of $X$ ?
[(Aligarh U.B.Sc. (Hons.) 1993)]
16. A man buys two bnxes of matches, each containing $N$ matches initially and places one match box in his right pocket and one in his left pocket. Every time when be wants a match, he selects a pocket at random. Show that the probability that at the moment when the first box is emptied (not found empty), the other box contain exactly $r$ matches ( $r=1,2, \ldots, N$ ) is

$$
\binom{2 N-1-r}{r-1}\left(\frac{1}{2}\right)^{2 N-r-1}
$$

Using this result, show that the probability that the box first emptied is not the one first found to be empty is

$$
\left(\frac{1}{2}\right)^{2 N} \cdot \sum_{r=1}^{N}\binom{2 N-1-r}{N-1}
$$

which reduces to $\binom{2 N}{N}\left(\frac{1}{2}\right)^{2 N+1}$ or $\frac{1}{2}(N \pi)^{-1 / 2}$ approximately.
7.5. Geometric Distribution. Suppose we have a series of independent trials or repetitions and on each repetition or trial the probability of success ' $p$ ' remains the same. Then the probability that theré are $x$ failures preceding the first success is given by $q^{x} p$.

Definition. A random variable $X$ is said to have a geometric distribution if it assumes only non-negative values and its probability mass function is given by

$$
P(X=x)=\left\{\begin{array}{l}
q^{x} p ; x=0,1,2, \ldots, 0<p \leq 1 \\
0, \text { otherwise }
\end{array}\right.
$$

Remarks. 1. Since the various probabilities for $x=0,1,2, \ldots$, are the various terms of geometric progression, hence the name geometric distribution.
2. Clearly, assignment of probabilities in ( $\mathbf{7} \cdot \mathbf{2 5}$ ) is permissible, since

$$
\sum_{x=0}^{\infty} P(X=x)=\sum_{x=0}^{\infty} q^{x} p=p\left(1+q+q^{2}+\ldots\right)=\frac{\dot{p}}{1-q}=1
$$

7.5.1. Lack of Memory. The geometric distribution is said to lack memory in a certain sense. Suppose an event $E$ can occur at one of the times $t=0,1,2, \ldots$ and the occurrence (waiting) time $X$. has a geómetric distribution. Thus $\quad P(X=t)=q \cdot p ; t=0,1,2, \ldots$

Suppose we know that the event $E$ has not occurred before $k$, i.e., $X \geq k$. Let $Y=X-k$. Thus $Y$ is the amount of additional time needed for $E \cdot$ to occur. We can show that

$$
P(Y=t \mid X \geq k)=P(X=t)=p q^{\prime}
$$

which implies that the additional time to wait has the same distribution as initial time to wait.

Since the distribution does not depend upon $k$, it, in a sense, 'lacks memory' of how much we shifted the time origin. If ' $B$ ' were waiting for the event $E$ and is relieved by ' $C$ ' immediately before time $k$, then the waiting time distribution of ' $C$ ' is the same as that of ' $B$ '.

Proof of (7.26). We have

$$
\begin{aligned}
P(X \geq r) & =\sum_{s=r}^{\infty} p q^{s}=p\left(q+q^{+1}+\ldots\right)=\frac{p q}{(1-q)}=q \\
P(Y \geq t \mid X \geq k) & =\frac{P(Y \geq t \cap X \geq k)}{P(X \geq k)}=\frac{P(X-k \geq t \cap X \geq k)}{P(X \geq k)} \\
& =\frac{P(X \geq k+t)}{P(X \geq k)}=\frac{q^{+k}}{q^{k}}=q^{\prime} \\
\therefore P(Y=t \mid X \geq k) & =P(Y \geq t \mid X \geq k)-P(Y \geq t+1 \mid X \geq k) \\
& =q^{\prime}-q^{+1}=q^{\prime}(1-q)=p q^{\prime}=P(X=t)
\end{aligned}
$$

### 7.5.2. Moments of Geometric Distribution.

$$
\begin{gathered}
\mu_{1}^{\prime}=\sum_{x=1}^{\infty} x \cdot P(X=x)=\sum_{x=1}^{\infty} x \cdot p q^{x}=p q \sum_{x=1}^{\infty} x q^{x-1}=p q(1-q)^{-2}=\frac{q}{p} \\
V(X)=E\left(X^{2}\right)-[E(X)]^{2}=E[X(X-1)]+E(X)-[E(X)]^{2} \\
E[(X-1) X]=\sum_{x=1}^{\infty} x(x-1) P(X=x)=\sum_{x=2}^{\infty} x(x-1) p q^{x} \\
=2 p q^{2} \sum_{x=2}^{\infty}\left[\frac{x(x-1)}{2 \times 1} q^{x-2}\right]=2 p q^{2}(1-q)^{-3}=\frac{2 q^{2}}{p^{2}} \\
\therefore \quad V(X)=\mu_{2}=\frac{2 q^{2}}{p^{2}}+\frac{q}{p}-\frac{q^{2}}{p^{2}}=\frac{q^{2}}{p^{2}}+\frac{q}{p}=\frac{q}{p^{2}}
\end{gathered}
$$

7.5-3. Moment Generating Function of Geometric Distribitiom.

$$
\begin{align*}
M_{x}(t) & =E\left(e^{t X}\right)=\sum_{x=0}^{\infty} e^{x} \cdot q^{x} p=p \sum_{x=0}^{\infty}\left(e^{t} q\right)^{x^{x}}=p\left(1-q e^{t}\right)^{-1} \\
& =p /\left(1-q e^{t}\right)  \tag{7.27}\\
\mu_{1}^{\prime} & =\left[\frac{d}{d t} M(t)\right]_{t=0}=\left[\frac{d}{d t} p\left(1-q e^{t}\right)^{-1}\right]_{t=0} \\
& =p\left[q e^{t}\left(1-q e^{t}\right)^{-2}\right]_{t-0}=p q(1-q)^{-2}=\frac{q}{p} \\
\mu_{2}^{\prime} & =\left[\frac{d^{2}}{d t^{2}} M(t)\right]_{t-0}=\frac{q}{p}+\frac{2 q^{2}}{p^{2}} \quad \text { (On simplific } \\
\mu_{2} & =\mu_{2}^{\prime *}-\mu_{1}^{\prime 2}=\frac{q}{p}+\frac{2 q^{2}}{p^{2}}-\frac{q^{2}}{p_{1}^{2}}=\frac{q^{2}+p q}{p^{2}}=\frac{q}{p^{2}}
\end{align*}
$$

Hence the mean and variance of the geometric distribution are $q / p$ and $q / p^{2}$ respectively.

Remark. The p.g.f. of the geometric distribution is obtained on replacing $e^{t}$ by $s$ in (7-27) and is given by :

$$
\begin{equation*}
P_{X}(s)=p /(\mathrm{i}-q s) \tag{7.27a}
\end{equation*}
$$

Example 7.51. Let the two independent random variables $X_{1}$ and $X_{2}$ have the same geometric distribution. Show that the conditional distribution of $X_{1} \mid\left(X_{1}+X_{2}=n\right)$ is uniform.
[Gujarat Univ. B.Sc. 1992; Calicut U. B.Sc. (Main Stat), Oct. 1990]
Solution. We are given

$$
\begin{aligned}
P\left(X_{1}=k\right)^{\prime}=P\left(X_{2}\right. & =k)=p q^{k} ; k=0,1,2 \ldots \\
P\left[X_{1}=r \mid\left(X_{1}+X_{2}=n\right)\right] & =\frac{P\left(X_{1}=r \cap X_{1}+X_{2}=n\right)}{P\left(X_{1}+X_{2}=n\right)} \\
& =\frac{P\left(X_{1}=r \cap X_{2}=n-r\right)}{P\left(X_{1}+X_{2}=n\right)} \\
& =\frac{P\left(X_{1}=r \cap X_{2}=n-r\right)}{\sum_{s=0}^{n}\left[P\left(X_{1}=s\right) \cap X_{2}=n-s\right)} \\
& =\frac{P\left(X_{1}=r\right) \cdot P\left(X_{2}=n-\dot{r}\right)}{\sum_{s=0}^{n}\left[P\left(X_{1}=s\right)^{\prime} \cdot P\left(X_{2}=n-s\right)\right]}
\end{aligned}
$$

[Since $X_{1}$ and $X_{2}$ are independent)

$$
\therefore P\left[X_{1}=r \mid\left(X_{1}+X_{2}=n\right)\right]=\frac{p q \cdot p q^{n-r}}{\sum_{s=0}^{n}\left[p q^{s} \cdot p q^{n-s}\right]}=\frac{p^{2} q^{n}}{\sum_{s=0}^{n}\left(p^{2} q^{n}\right)}
$$

$$
=\frac{p^{2} q^{n}}{(n+1) p^{2} q^{n}}=\frac{1}{n+1} ; r=0 ; 1,2, \ldots n
$$

Hence the conditional distribution of $X_{1} \mid\left(X_{1}+X_{2}=n\right)$ is discrete uniform. (cf. § 7.8 ).

Example 7.52. Suppose $X$ is a non-negative integiral valued random variable. Show that the distribution of $X$ is geometric if it 'lacks memory', i.e., if for each $k \geq 0$ and $Y=X-k$ one has

$$
P(Y=t \mid X \geq k)=P(X=t), \text { for } t \geq 0
$$

[Madras Univ. B.Sc. (Main), 1988]
Soution. Let us suppose

$$
P(X=r)=p_{r} ; r=0,1,2, \ldots
$$

Define

$$
\begin{equation*}
q_{k}=P(X \geq k)=p_{k}+p_{k+1}+\ldots \tag{}
\end{equation*}
$$

We are given

$$
\begin{equation*}
P(Y=t \mid X \geq k)=P(X=t)=p_{t} \tag{*}
\end{equation*}
$$

We have

$$
\begin{align*}
P(Y=t \mid X \geq k) & =\frac{P(Y=t \cap X \geq k)}{P(X \geq k)}=\frac{P(X-k=t \cap X \geq k)}{P(X \geq k)} \\
& =\frac{P(X=k+t)}{P(X \geq k)}=\frac{p_{k+t}}{q_{k}} \\
\Rightarrow \quad p_{t} & =\frac{p_{k+t}}{q_{k}}, \tag{}
\end{align*}
$$

for every $t \geq 0$ and all $k \geq 0$. In particular, taking $k=1$, we get

$$
\begin{array}{ll} 
& p_{t+1}=q_{1} \cdot p_{t}=\left(p_{1}+p_{2}+\ldots\right) p_{t}=\left(1-p_{0}\right) p_{t} \quad\left[\text { From }\left(^{*}\right)\right] \\
\Rightarrow & p_{t}=\left(1-p_{0}\right) p_{t-1}=\left(1-p_{0}\right)^{2} p_{t}-2=\ldots=\left(1-p_{0}\right)^{t} p_{0} \\
\text { Hence } & p_{t}=P(X=t)=p_{0}\left(1-p_{0}\right)^{t} ; t=0,1,2, \ldots \\
\Rightarrow & X \text { has a geometric distribution. }
\end{array}
$$

## EXERCISE 7 (d)

1. (a) If the probability that a target is destroyed on any one shot is 0.5 , what is the probaility that it would be destroyed on 6th attempt?

Ans. $(0.5)^{6}$
(b) A couple decides to bave children until they have a male child. What is the probability distribution of the number of children they would bave? If the probability of a male child in their community is $1 / 3$, how many children are they expected to have before the first male child is born?
(Särdar Patel U.B.Sc. Nov. 1991)
(c) Let $X$ be a discrete random variable having geomietric distribution with parameter $p$. Obtain its mean and variance. Also, show that for any two positivé integers $s$ and $t$,

$$
P[X>s+t \mid X>s]=P[X>t]
$$

2. The following distribution relates to the number of accidents to $\mathbf{6 5 0}$ women working on highly explosive shells during 5 -week period. Show that a negative binomial distribution, rather than a geometric distribution, gives a very good fit to the data. How would you explaint this?

| Number of accidents : | 0 | 1 | 2 | 3 | 4 | 5 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency : | 450 | 132 | 41 | 22 | 3 | 2 |

(South Gujarat Univ. B.Sci 1991).
3. (a) Show that the mean and variance of the geometric distribution

$$
p(x)=q^{x} p ; x=01,2, \ldots
$$

are respectively $q p^{-1}, q p^{-2}$
(Allahabad Univ. B.Sc., 1989)
(b) Show that the mode of the distribution.

$$
p(x)=\left(\frac{1}{2}\right)^{x} ; x=1,2,3, \ldots
$$

is 1 .
4. Find (i) the probability generating function, (ii) the moment generating function, and (iii) the cumulant generating function for discrete random variable $X$ following the geometric distribution

$$
P(X=r)=(1-p) p^{r-1} ; r=1,2, \ldots
$$

5. $X_{1}$ and $X_{2}$ are independent random variables with the same distribution $q^{k} p ; k=0,1 \ldots$ Let $Y$ be defined as the largest of $X_{1}$ and $X_{2}$, i.e., $Y=\max$ ( $X_{1}, X_{2}$ ). Obtain the joint distribution of $Y$ and $X_{1}$ and the distribution of $Y$.
6. Identify the distributions with the following M.G.F.

$$
e^{t}\left(5-4 e^{t}\right)^{-1}
$$

Ans. Geometric Distribution, $p=1 / 5$,

- . Prove the recurrence formula for Ceometric Distribution, viz.,

$$
p(x+1)=q \cdot p(x)
$$

Let $X$ and $Y$ be independent random variables such that

$$
P(X=r)=P(Y=r)=q^{r} p ; r=0,1,2, \ldots
$$

$p$ and $q$ are positive numbers such that $p+q=1$. Find (i) the distribuff $X+Y$ and (ii) the conditional distribution of $X$ given $X+Y=3$.
9. A die is cast until 6 appears. What is the probability that it must be cast .ore than five times.

Ans: $P(X>5)=1-P(X \leq 5)=1-\sum_{x=1}^{5}(5 / 6)^{x-1} \cdot(1 / 6)$
10. For the geometric distribution with p.m.f.

$$
f(x)=2^{-\dot{x}} ; x=1,2,3, \ldots
$$

show that Chebychev's inequality gives

$$
P(|X-2| \leq 2)>\frac{1}{2}
$$

while the actual probability is $15 / 16$.
[Rajasthan Univ. B.Sc. (Hons.) 1992]
11. The conditional distribution of random variable $X$ given $Y=y$ is $\frac{e^{-y} y^{x}}{x!}$ and the marginal probability density of $Y$ is $e^{-y}$, where $X$ is a discrete variable, i.e., $x=0,1,2, \ldots$ and $Y$ is continuous, $y \geq 0$.

Show that the marginal distribution of $X \dot{X}$ is geometric.
Hint. $g(x, y)=f(x \mid y) h(y)=\frac{e^{-y} y^{x}}{x!} \cdot e^{-y}$

$$
\therefore \quad f(x)=\int_{0}^{\infty} \frac{e^{-2 y} y^{x}}{x!} d y=\frac{1}{x!} \int_{0}^{\infty} e^{-2 y} y^{x} d y=\frac{1}{x!} \cdot \frac{x!}{2^{x+1}}
$$

12. If $X$ and $Y$ be two independent random variables, each representing the number of failures preceding the first success in a sequence of Bernoulli trials with $p$ as probability of success in.a single trial and $q$ as probability of failure, show that $P(X=Y)=\frac{p}{1+q}$
[Delhi Univ. B.Sc. (Stat. Hons.) 1993, '87]
Hint. We have $P(X=r)=P(Y=r)=q \cdot p ;(r=0,1,2, \ldots)$

$$
\begin{aligned}
& P(X=Y)= \sum_{r=0}^{\infty} P\left(X=r \cap Y=r_{:}\right)=\sum_{r=0}^{\infty} P(X=r) \cdot P(Y=r) \\
& \quad\left[\because X \text { and } Y \text { are independent } r . v_{\cdot}^{\prime} s\right] \\
&=p^{2} \sum_{r=0}^{\infty} q^{2 r}=p^{2}\left(1+q^{2}+q^{4}+\ldots\right)=\frac{\dot{p}^{2}}{1-q^{2}}=\frac{p}{1+q} .
\end{aligned}
$$

7.6. Hypergeometric Distribution. When the population is finite and the sampling is done without replacement, so that the events are stochastically dependent, although random, we obtain hypergeometric distribution. Consider an urn with $N$ balls, $M$ of which are white and $N-M$ are red. Suppoise that we draw a sample of $n$ balls at random (without replacement) from the urn, then the probability of getting $k$ white balls out of $n,(k<n)$ is

$$
\binom{M}{k}\binom{N-M}{n-k}+\binom{N}{n}
$$

Definition. A discrete random variable $X$ is said to follow the hypergeometric distribution if it assumes only non-negative values and its probability mass function is given by

$$
P(X=k)=h(k ; N, M, n)=\frac{\binom{M}{k}\binom{N-M}{n-, k}}{\binom{N}{n}} ; k=0,1,2, \ldots, \min (n, M) .
$$

$$
\begin{equation*}
=0 \text {, otherwise } \tag{7•28}
\end{equation*}
$$

Remarks. 1. $N, M$ and $n$ are known as the three parameters of hypergeometric distribution.
2. As it can be shown that

$$
\sum_{k=0}^{n}\binom{M}{k}\binom{N-M}{n-k}+\binom{N}{n}=1
$$

this assignment of probatilities is permissible.
7.6.1. Mean and Varaince of the Hypergeometric Distribution.

$$
\begin{aligned}
E(X) & =\sum_{k=0}^{n} k \cdot P(X=k)=\sum_{k=0}^{n} k\left\{\binom{M}{k}\binom{N-M}{n-k}+\binom{N}{n}\right\} \\
& =\frac{M}{\binom{N}{n}} \sum_{k=1}^{n}\left\{\binom{M-1}{k-1}\binom{N-M}{n-k}\right\} \\
& =\frac{M}{\binom{N}{n}} \sum_{x=0}^{m}\binom{A}{x}\binom{N-A-1}{m-x}, \\
& =\frac{M}{\binom{N}{n}} \cdot\binom{N-1}{m}=\frac{M}{\binom{N}{n}}\binom{N-1}{n-1}=\frac{n M}{N} \\
E\{X(X-1)\} & =\sum_{k=0}^{n} k(k-1)\left\{\binom{M}{k}\binom{N-M}{n-k}+\binom{N}{n}\right\} \\
& =\frac{M(M-1)}{\binom{N}{n}} \sum_{k=2}^{n}\left\{\binom{M-2}{k-2}\binom{N-M}{n-k}\right\} \\
& =\frac{M\left(\begin{array}{l}
M-1) \\
\binom{N}{n}
\end{array}\binom{N-2}{n-2}=\frac{M(M-1) n(n-1)}{N(N-1)}\right.}{}
\end{aligned}
$$

-Since $k$ white balls can be drawn from ' $M$ ' white balls in $\binom{M}{k}$ ways and out of the remaining $N-M$ red balls, $(n-k)$ can be chosen in $\binom{N-M}{n-k}$ ways, the total number of frvourable cases is $\binom{M}{k} \times\binom{ N-M}{n-k}$.

$$
\begin{aligned}
\therefore \quad E\left(X^{2}\right) & =E[X(X-1)]+E(X)=\frac{M(M-1) n(n-1)}{N(N-1)}+\frac{n M}{N} \\
\text { Hence } \quad V(X) & =\frac{M(M-1) n(n-1)}{N(N-1)}+\frac{n M}{N}-\binom{n M}{N}^{2} \\
& =\frac{N M(N-M)(N-n)}{N^{2}(N-1)} \quad \text { (On simpplification) }
\end{aligned}
$$

7.6-2. Factorial Moments of Hypergeometric Distribution. The rth factorial moment is

$$
\begin{align*}
& E\left[X^{(r)}\right]=\sum_{k=r}^{n} k^{(r)} P(X=k)=\sum_{k=r}^{n} k^{(r)}\left\{\binom{M}{k}\binom{N-M}{n-k}+\binom{N}{n}\right\} \\
& =\sum_{k=r}^{n} M^{(r)}\left\{\binom{M-r}{k-r}\binom{N-M}{n-k}+\binom{N}{n}\right\}^{*} \\
& =M^{(r)} \sum_{j=0}^{n-r}\left\{\binom{M-r}{j}\binom{(N-r)-(M-r)}{(n-r)-j}+\binom{N}{n}\right\} \text {, where } j=k-1 \\
& =\frac{M^{(r)} n^{(r)}}{N^{(r)}} \sum_{j=0}^{n-r}\left\{\binom{M-r}{j}\binom{(N-r)-(M-r)}{(n-r)^{\prime}-j}+\binom{N-r * *}{n-r}\right\} \\
& =\frac{M^{(r)} n^{(r)}}{N^{(r)}} \sum_{j=0}^{n-r} h(j ; N-r, M-r, n-r)=\frac{M^{(r)} n^{(r)}}{N^{(r)}} \cdot 1 \\
& \therefore \quad E\left[X^{(r)}\right]=\frac{M^{(r)} n^{(r)}}{N^{(r)}} \\
& \Rightarrow \\
& \mu_{x}=E(X)=\frac{n M}{N} \\
& E\left[X^{(2)}\right]=\frac{M(M-1) n(n-1)}{N(N-1)} \\
& \sigma_{X}^{2}=E\left[X^{(2)}\right]+E(X)-[E(X)]^{2}=n \cdot \frac{M}{N} \cdot \frac{N-M}{N} \cdot \frac{N-n}{N-1} \\
& \text { (On simplification) }
\end{align*}
$$

Remark. If we sample the $\boldsymbol{n}$ balls with replacement and denote by $\boldsymbol{Y}$ the number of white balls in the sample, then $Y$ is a binomial variate with parameters $n$ and $p$ where

$$
\begin{aligned}
\because k^{(r)}\binom{M}{k} & =\frac{k(k-1)(k-2) \ldots(k-r+1) M!}{k!(M-k)!} \\
& =\frac{M(M-1)(M-2) \ldots(M-r+1)(M-r)!}{(k-r)!(M-k)!} \div M^{(r)}\binom{M-r}{k-r} \\
* \quad n^{(r)}\binom{N}{n} & =N^{(r)\binom{N-r}{n-r}}
\end{aligned}
$$

$$
\begin{aligned}
p & =M / N, q=1-p=(N-M) / N \\
\therefore \quad E(Y) & =n p=\frac{n M}{N}=E(X) \\
\sigma_{Y}^{2} & =n p q=n \cdot \frac{M}{N} \cdot \frac{N-M}{N} \geq \sigma_{X}^{2}
\end{aligned}
$$

[From (7.28 b)]
equality holding only if $n=1$.
7.6.3. Approximation to Binomial Distribution. Hypergeometric distribution tends to binomial distribution as $N \rightarrow \infty$ and $\frac{M}{N} \rightarrow p$.

$$
\begin{aligned}
& \begin{aligned}
h(k ; N, M, n) & \left.=\binom{M}{k}_{M!}^{N-M} \begin{array}{c}
n-k
\end{array}\right)+\binom{N}{n}_{(N-M)!} \\
& =\frac{(n!(M-k)!}{(n-k)!(N-M-n+k)!} \cdot \frac{n!(N-n)!}{N!}
\end{aligned} \\
& =\frac{M(M-1)(M-2) \ldots(M-k+1)}{k!} \\
& \times \frac{(N-M)(N-M-1) \ldots(N-M-n+k+1)}{(n-k)!} \\
& \times \frac{n!}{N(N-1)(N-2) \ldots(N-n+1)} \\
& =\frac{n!}{k!(n-k)!} \cdot \frac{M}{N}\left(\frac{M}{N}-\frac{1}{N}\right)\left(\frac{M}{N}-\frac{2}{N}\right) \cdots\left(\frac{M}{N}-\frac{k-1}{N}\right) \\
& \times \frac{\left(1-\frac{M}{N}\right)\left(1-\frac{M}{N}-\frac{1}{N}\right) \cdots\left(1-\frac{M}{N}-\frac{(n-k-1)}{N}\right)}{\left(1-\frac{1}{N}\right)\left(1-\frac{2}{N}\right) \cdots\left(1-\frac{n-1}{N}\right)}
\end{aligned}
$$

Proceeding to the limit as $N \rightarrow \infty$ and putting $\frac{M}{N}=p$, we get

$$
\begin{aligned}
\lim _{N \rightarrow \infty} h(k ; N, M, n) & \left.=\left(\begin{array}{l}
i \\
k \\
n \\
k
\end{array}\right) \begin{array}{l}
p \cdot p \ldots p(1-p)(1-p) \ldots(1-p) \\
p^{k}(1-p)^{n-k}=b(k ; p, 1-p)
\end{array}\right)
\end{aligned}
$$

7.6.4. Recurrence Relation for the Hypergeometric Distribution. We have

$$
\begin{aligned}
& h(k ; N, M, n)=\binom{M}{k} \cdot\binom{N-M}{n-k}+\binom{N}{n} \\
& h(k+1 \cdot N, M, n)=\binom{M}{k+1}\binom{N-M}{n-k-1}+\binom{N}{n} \\
& \therefore \quad \frac{h(k+1 ; N, M, n)}{h(k ; N, M, n)}=\frac{(n-k)(M-k)}{(k+1)(N-M-n+k+1)},
\end{aligned}
$$

which is the required recurrence relation.
Example 7.53. Explain how you will use hypergeometric model to estimate the number of fish in a lake.

Solution. Let us suppose that in a lake there are $N$ fish, $N$ unknown. The problem is to estimate $N$. A catch of ' $r$ ' fish ( all at the same time) is made and these fish are returned alive into the lake after marking each with a red spot. After a reasonable period of time, during which these marked' fish are assumed to have distributed themselves 'at random' in the lake, a nother caich of ' $s$ ' fish (again, all at once) is made. Here $r$ and $s$ are regarded as fixed predetermined constants, Among these $s$ fish caught, there will be, (say), $X$ marked fish where $X$ is a random variable following discrete probability function given by hypergeometric model:

$$
\begin{equation*}
f_{X}(x \mid N)=\binom{r}{x}\binom{N-r}{s-r}+\binom{N}{s}=p(N) \text {, say } \tag{}
\end{equation*}
$$

where $x$ is an integer such that $\max (0, s-N+r) \leq x \leq \min (r, s)$ and $f_{X}(x \mid N)=0$ otherwise.

The value of $N$ is estimated by the principle of Maximum Likelihood (c.f. Chapter 15), i.e., we find the value $\hat{N}=\hat{N}(x)$ of $N$ which maximises $p(N)$. Since $N$, is a discrete r.v., the principle of maxima and minima in calculus cannot be used bere. Here we proceed as follows :

$$
\begin{align*}
& \lambda(N)=\frac{p(N)}{p(N-1)}=\frac{(N-r)(N-s)}{N(-N-r-s+x)} . \quad \quad \text { (On simpli } \\
& \therefore \lambda(N)>1 \text { iff } N>\frac{r s}{x} \Rightarrow p(N)>p(N-1) \text { iff } N>\frac{r s}{x}  \tag{i}\\
& \text { and } \lambda(N)<1 \text { iff } N<\frac{r s}{x} \Rightarrow p(N)<p(N-1) \text { iff } N<\frac{r s}{x}
\end{align*}
$$

(On simplification)

From (i) and (ii) we see that $p(N)=f_{X}\left(x \mid N_{i}\right)$ reaches the maximum value (as a function of $N$ ) when $N$ is approxirnately equal to $r s / x$. Hence maximum likelihood estimate of $N$ is given by

$$
\hat{N}=\frac{r s}{x} \Rightarrow \hat{N}(\dot{X})=\frac{r s}{X}
$$

## EXERCISE 7 (e)

1. (a) What is a hypergeometric distribution ? Find the mean and variance of this distribution. How is this distribution related to the binomial?
[Nagarjuna Univ. M.Sc. 1991; Delhi Univ. B.Sc. (Stat. Hons.), 1989]
(b) Obtain binomial distribution as a limiting case of hyper-geometric distribution. [Delhi Univ. B.Sc. (Stat. Hons.), 1989,' 87]
2. Suppose that rockets of a certain type have, by many tests, been established as $90 \%$ reliable. Now a modification of the rocket design is being considered. Which of the following sets of evidence throws more doubt on the hypothesis that the modified rocket is only $90 \%$ reliable :
(i) Of 100 modified rockets tested, 96 performed satisfactorily.
(ii) Of 64 modified rockets tested; 62 performed satisfactorily?
3. A taxi cab company has 12 Ambassadors and 8 Fiats. If 5 of these taxi cabs are in the shop for repairs and'Ambassador is as likely to be in for repairs as a Fiat, what is the probbaility that -
(i) 3 of them are Ambassadors and 2 are Fiats?
(ii) at least 3 of them are Ambassadors? and
(iii) all 5 of them are of the same make?
Ans. (i)
$\binom{12}{3} \cdot\binom{8}{2}+\binom{20}{5} ;$
(ii) $\sum_{x=3}^{5}\binom{12}{x}\binom{8}{5-x}+\binom{20}{5}$
4. (a) Show how the hypergeometric disrtribution arises, by giving an example. Obtain the frequency function of a random variable $X$ following the above law: Derive $E(X)$ and $V(X)$. Show that under certain conditions to be stated, the Binomial and Poisson distributions are special cases of the hypergeometric distribution.
[Dibrugarh Univ. B.Sc. 1992]
(b) Find the factorial moments of the hypergeometric distribution.
[Delhi Univ. B.Sc. (Stat Hons.), 1993]
5. (a) Suppose that from a population of $N$ elements of which $M$ are defective and ( $N-M$ ) are non-defective, a sample of size $n$ is drawn without replacement. What is the probability that the sample contains exactly $x$ defectives? Name this probability distribution.
(b) Show that, for the distribution derived in (a),

$$
E(X)=\frac{n M}{N} \text { and (ii) } V(X)=\frac{n M}{N}\left(1-\frac{M}{N}\right)\left(1-\frac{n-1}{N-1}\right)
$$

(c) Show that, under certain conditions to be stated, the binomial distribution may be looked upon as a limiting form of the probability distribution as derived in (a).
6. (a) 200 students of the F.Y.B.Sc. crass in a certain College are divided at random into 20 batches of 10 each for the annual practical examination in Statistics. Suppose the class consists of 40 resident students and $\mathbf{1 6 0}$ non-resident students; and let R denote the number of resident students in the first batch. Use the binomial approximation to find the probability that $R \geq 3$.

Hint. The probability distribution of $R$ is hyper-geometric with parameters : $N=200, n=10, M=40$

Since $N(=200)$ is large, the hypergeometric distribution ( ${ }^{*}$ ) can be approximated by binomial distribution with parameters $n=10, p=M / N=$ $40 / 200=0.2$

$$
\therefore \quad P(R=r)=\binom{10}{r}(0.2)^{r}(0.8)^{10-r} ; r=0,1, \ldots, 10
$$

and required probability is:

$$
P(R \geq 3)=1-[P(R=0)+P(R=1)+P(R=2)]=0.323
$$

(b) Find the probability that the income-tax official will catch 3 income-tax returns with illegitimate deductions, if he randomly selects 5 returns from among 12 returns of which 6 contain illegitimate deductions.

Ans. $\left(\begin{array}{l}6 \\ 3 \\ X\end{array}\right)\binom{6}{2}+\binom{12}{5}=25 / 66$.
(c) If $X$ and $Y$ are independent binomial variates with parameters $\left(n_{1}, p\right)$ and $\left(n_{2}, p\right)$ respectively, find $P(X \doteq r \mid X+Y=n)$

Ans. $\binom{n_{1}}{r}\binom{n_{2}}{n-r}+\binom{n_{1}+n_{2}}{n}$
7. From a finite population of $N$ animals in a given region, $W$ are caught, marked and then released again. The animals are caught again one by one until $m$ (pre-assigned) marked animals are caught. The total number of animals caught is 'a random variable $X$. Find $\mathrm{P}(\mathrm{X}=\mathrm{n})$, for $\mathrm{m} \leq n \leq N-W+m$
(Shivaji Univ. B.Sc., 1987)
Hint. $\quad P(\dot{X}=n)=P\{$ Catching $(n-1)$ ạnimals of whom $(m-1)$ are marked \} $\times P$ \{Catching the marked animal from the remaining $N-(n-1)$ animals $\}$.

$$
\left.\begin{array}{l}
=\frac{\binom{W}{m-1}\binom{N-W}{n-m}}{N} \times \frac{\{W-(m-1)\}}{N} \\
=\left(\begin{array}{c}
N-1
\end{array}\right) \\
N-n-(n-1)\} \\
W-m
\end{array}\right)\binom{n-1}{m-1}+\binom{N}{W} .
$$

8. An urn contains $M$ balls numbered 1 to $M$, where the first k balls are defective and the remaining $(M-K)$ are non-defective. A sa mple of $n$ balls is drawn from the um. Let $A_{k}$ be the event that the sample of $n$ balls contains exactly $k$ defectives. Find $P\left(A_{k}\right)$ when the sample is drawn (i) with replacement and (ii) without replacement.
[Delhi Univ. B.Sc. (Maths Hons.), 1989]
Hint. If sampling is done without replacement, we get hyper-geometric probability model.

$$
P\left(A_{k}\right)=\binom{K}{k}\binom{M-K}{n-k}+\binom{M}{n}
$$

If sampling is done with replacement, then $X \sim B(n, p=K / M)$

$$
\therefore P\left(A_{k}\right)=\binom{n}{k}(K / M)^{k} \cdot\left(1-\frac{K}{M}\right)^{n-k}=\binom{n}{k} \cdot \frac{K^{k}(M-K)^{n-k}}{M^{n}}
$$

9. $X$ is a random variable distribuied according to hyper-geometric law:

$$
P(X=x)=h(x ; n, a, b)=\frac{\binom{a}{x}\binom{b}{n-x}}{\binom{a+b}{n}} ; x=0,1,2, \ldots
$$

Obtain the recurrence formula :

$$
h(x+1 ; n, a, b)=\frac{(n-x)(a-x)}{(x+1)(b: n+x+1)} h(x ; n, a, b)
$$

10. For the hypergeometric diștribution

$$
h(N ; n, p, x)=\frac{\binom{N p}{x}\binom{N q}{n-x}}{\binom{N}{n}} ; x=0,1,2, \ldots
$$

Prove that $\mu_{1}^{\prime}=n p$ and $\mu_{2}=\frac{n(N-n) p q}{N-1}$.
11. Explain how you will use hypergeometric model to estimate the number of wild animals in a dense forest.
12. A box contains $N$ items of which ' $a$ ' items are defective and ' $b$ ' are non-defective, $(a+b=N)$. A sample of $n$ items is drawn at random. Let $X$ be number of defective-items in the sample. Obtain the probability distribution of $X$ and obtain the mean, of the distribution.
7.7. Multinomial Distribution. This distribution $c^{-}$- regarded as a generalisation of Binomial distribution.

When there are more than two mutually exclusive out trial, the observations lead to multinomial distribution. Suppose , mutually exclusive and exhaustive outcomes of a trial with $i_{k}$ are $k$ ive probabilities $p_{1}, p_{2}, \ldots, p_{k}$.

The probability that $E_{1}$ occurs $x_{1}$ times, $E_{2}$ occurs $x_{2}$ tit. $\ldots$ and $E_{k}$, occurs $x_{k}$ times in $n$ independent observations, is given by

$$
p\left(x_{1}, x_{2}, \ldots, x_{k}\right)=c p_{1}^{x_{1}} p_{2}^{\lambda_{2}} \ldots p_{k}^{x_{1}}
$$

where $\sum x_{i}=n$ and $c$ is the number of permutation of the events $E_{1}, E_{2}, \ldots$, .
To determine $c$, we have to find the number of permutations of $n$ objects $c$ which $x_{1}$ are of one kind, $x_{2}$ of another kind, ..., and $x_{k}$ of the $k$ th kind, which is given by

$$
c=\frac{n!}{x_{1}!x_{2}!\ldots x_{k}!}
$$

Hence

$$
\begin{align*}
p\left(x_{1}, x_{2}, \ldots, x_{k}\right) & =\frac{\dot{n!}}{x_{1}!x_{2}!\ldots x_{k}!} \cdot p_{1}^{x_{1}} p_{2}^{x_{2}} \ldots p_{k}^{x_{k}}, 0 \leq x_{i} \leq n \\
& =\frac{n!}{\prod_{i=1}^{k} x_{i}!} \cdot \prod_{i=1}^{k} p_{i}^{x_{j}}, \quad \sum_{i=1}^{k} x_{i}=n \quad \ldots(7 \cdot 29 \tag{7.29}
\end{align*}
$$

which is the required probability function of the multinomial distribution. It is so-called since (7.29) is the general term in the multinomial expansion

$$
\left(p_{1}+p_{2}+\ldots+p_{k}\right)^{n}, \sum_{i=1}^{k} p_{i}=1
$$

Since, total probability is 1 , we have

$$
\begin{equation*}
\sum_{x} p(x)=\sum_{\dot{x}}\left[\frac{n!}{x_{1}!x_{2}!\ldots x_{k}!} p_{1}^{x_{1}} p_{2}^{x_{2}} \ldots p_{k}^{x_{k}}\right]=\left(p_{1}+p_{2} \ldots+p_{k}\right)^{n}=1 \tag{a}
\end{equation*}
$$

7.7.1. Moments of Multinomial Distribution. The moment generating function is given by

$$
\begin{align*}
M_{X}(t) & =M_{X_{1}, x_{2}} \ldots, x_{k}\left(t_{1}, t_{2}, \ldots, t_{k}\right)=E\left[\exp \left\{\begin{array}{c}
\left.\sum_{i=1}^{k} t_{i} X_{i}\right\} \\
x_{i}
\end{array}\right]\right. \\
& =\sum_{x}\left[\frac{n!}{x_{1}!x_{2}!\ldots x_{k}!} p_{1}^{x_{1}} p_{2}^{x_{2}} \ldots p_{k}^{x_{k}} \exp \left(\sum_{i=1}^{k} t_{i} x_{i}\right)\right] \\
& =\sum_{x}\left[\frac{n!}{x_{1}!x_{2}!\ldots x_{k}!}\left(p_{1} e^{t_{1}}\right)^{x_{1}} \ldots\left(p_{k} e^{k_{k}}\right)^{x_{i}}\right] \\
& =\left(p_{1} e^{t_{1}}+p_{2} e^{t_{2}}+\ldots+p_{k} e^{k_{k}}\right)^{n} \tag{7•30}
\end{align*}
$$

where $\quad x=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. [On using (7.29 (a) ], Now $M_{X_{1}}\left(t_{1}\right)=M_{X}\left(t_{1}, 0,0, \ldots, 0\right)=\left(p_{1} e^{t_{1}}+p_{2}+p_{3}+\ldots+p_{k}\right)^{n}$

$$
=\left[\left(1-p_{1}\right)+p_{1} e^{d_{1}}\right]^{n} \quad\left(\because \sum_{i} p_{i}=1\right)
$$

$\Rightarrow X_{1} \sim B\left(n, p_{1}\right)$
[By uniqueness theorem of m.g.f.]
Similarly, we shall get:
$X_{i} \sim B\left(n, p_{i}\right) ; i=1,2, \ldots, k$.

$$
\begin{aligned}
\Rightarrow \quad E\left(X_{i}\right) & =n p_{i} \text { and } \operatorname{Var} X_{i}=n p_{i}\left(1-p_{i}\right) ; i=1,2, \ldots, k \\
E_{.}\left(X_{i} X_{j}\right) & =\left[\frac{\partial^{2} M}{\partial t_{i} \partial t_{j}}\right]_{i-0}, i=j \\
& =\left[n p_{i} e^{t_{i}}(n-1)\left(p_{1} e^{t_{i}}+\ldots+p_{k} e^{t_{i}}\right)^{n-2} p_{j} e^{f_{j}} .\right]_{\mathrm{C}} \\
& =n(n-1) p_{i} p_{j}
\end{aligned}
$$

$\operatorname{Cov}\left(X_{i}, X_{j}\right)=E\left(X_{i} X_{i}\right)-E\left(X_{i}\right) E\left(X_{j}\right)=n(n-1) p_{i} p_{j}-n^{2} p_{i} p_{j}=-n p_{i} p_{j}$
$\therefore \rho\left(X_{i}, X_{j}\right)=\frac{\operatorname{Cov}\left(X_{i}, X_{j}\right)}{\sigma_{X_{i}} \sigma_{X_{j}}}=\frac{-n p_{i} p_{j}}{\sqrt{n p_{i}\left(1-p_{i}\right) n p_{j}\left(1-p_{j}\right)}}$

$$
=-\left[\frac{p_{i} p_{j}}{\left(1-p_{i}\right)\left(1-p_{j}\right)}\right]^{1 / 2}
$$

Example 7.54. The trinomial distribution of two r.v.'s $X$ and $Y$ is given by:

$$
f_{X, Y}(x, y)=\frac{n!}{x!y!(n-x-y)!} p^{x} q^{y}(1-p-q)^{n-x-y}
$$

for $x, y=0,1,2, \ldots, n$ and $x+y \leq m$,
where $0 \leq p, 0 \leq q$ and $p+q \leq 1$.
(i) Find the marginal distributions of $X$ and $Y$
(ii) Find the conditional distributions of $X$ and $Y$ and nbtain $E(Y \mid X=x)$ and $E(X \mid Y=y)$
(iii) Find the correlation coefficient between $\boldsymbol{X}$ and $Y$.
[Delhi Univ. B.Sc. (Maths Hons.) 1988; Spl Course-Statistics 1989;' 25]

Solution. The joint m.g.f. of $X$ and $Y$ is given by :

$$
\begin{align*}
M_{X_{1} Y}\left(t_{1}, t_{2}\right) & =E\left(e^{t_{1} X+t_{2} Y}\right)=\sum_{x=0}^{n} \sum_{y=0}^{n-x}\left(p e^{t_{1}}\right)^{x}\left(q e^{t_{2}} y^{y}(1-p-q)^{n-x-y}\right. \\
& =\left[p e^{t_{1}}+q e^{t_{2}}+(1-p-q)\right]^{n}  \tag{i}\\
M_{X}\left(t_{1}\right) & \left.=M\left(t_{1}, 0\right)=\{1-p)+p e^{t_{1}}\right\}^{n} \Rightarrow X \sim B(n, p)  \tag{ii}\\
M_{Y}\left(t_{2}\right) & =M\left(0, t_{2}\right)=\left\{(1-q)+q e^{f_{i}}\right\}^{n} \Rightarrow Y \sim B(n, q) \quad \ldots(i) \tag{iii}
\end{align*}
$$

Observe that $M\left(t_{1}, t_{2}\right) \neq M\left(t_{1}, 0\right) \times M\left(0, t_{2}\right) \Rightarrow X$ and $Y$ are not independent.
(ii) The conditional distribütion of $X$ given $Y=\boldsymbol{y}$ is given by:

$$
\begin{align*}
& f(X \mid Y=y)=\frac{f_{X Y}(x, y)}{f_{Y}(y)}=\frac{f_{X Y}(x, y)}{{ }^{n} C_{y} q^{y}(1-q)^{n-y}} \quad[\because Y \sim B(n, q)] \\
&=\frac{(n-y)!}{x!(n-y-x)!}\left(\frac{p}{1-q}\right)^{x}\left(\frac{1-p-q}{1-q}\right)^{n-y-x} \\
&=\binom{n-y}{x}\left(\frac{p}{1-q}\right)^{x}\left(1-\frac{p}{1-q}\right)^{n-y-x} \quad ; x=0,1, \ldots, n \\
& \Rightarrow \quad X \mid(Y=y) \sim B(n-y, p /(1-q))  \tag{iv}\\
& \Rightarrow E(X \mid(Y=y))=(n-y) \cdot p /(1-q) \tag{v}
\end{align*}
$$

Similarly, we shall get
(iii) Correlation Coefficient pXY:

Since $X \sim B(n, p), E(X)=n p, \operatorname{Var} X=n p(1-p)$

$$
Y \sim B(n, q), E(Y)=n q, \operatorname{Var} Y=n q,(1-q)
$$

$$
E(X Y)=\left.\frac{\partial^{2} M\left(t_{1}, t_{2}\right)}{\partial t_{1} \partial t_{2}}\right|_{t_{1}-t_{2}=0}=n(n-1) p q
$$

$\operatorname{Cov}\left(X_{\nu} Y\right)=E(X Y)-E(X) E(Y)=n(n-1) p q-n^{2} p q=-n p q$

$$
\begin{align*}
& f(Y \mid X=x)=\frac{f_{X Y}(x, y)}{f_{X}(x)}=\frac{f(x, y)}{{ }^{n} C_{x} p^{x}(1-p)^{n-x}} \quad[\because X \sim B(n, p)] \\
& =\binom{n-x}{y}\left(\frac{q}{1-p}\right)^{y}\left(1-\frac{q}{1-p}\right)^{n-x-y} ; y=0,1, \ldots n . \\
& \Rightarrow \quad Y \mid(X=x) \sim B(n-x, q /(1-p))  \tag{vi}\\
& \Rightarrow E[Y \mid(X=x)]=(n-x) q /(1-p) \tag{vii}
\end{align*}
$$

$$
\therefore \rho_{X Y}=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{-n p q}{\sqrt{n p(1-p) n q(1-q)}}=-\left[\frac{p q}{(1-p)(1-q)}\right]^{1 / 2}
$$

Note. Here $p+q \neq 1$.
Example 7.55. If $X_{1}, X_{2}, \ldots, X_{k}$ are $k$ independent Poisson variates with prameters $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ respectively, prove that the conditional distribution $P\left(X_{1} \cap X_{2} \cap \ldots \cap X_{k} \mid X\right)$, where $X=X_{1}+X_{2}+\ldots+X_{k}$ is fixed, is multinomial.
[Lucknow U. B.Sc. (Hons.), 1992]
Soluṭion. $P\left[X_{1} \cap X_{2} \cap \ldots \cap X_{k} \mid X=n\right]$

$$
\begin{aligned}
& =P\left[X_{1}=r_{1} \cap X_{2}=r_{2} \cap \ldots \cap X_{k}=r_{k} \mid X=n\right] \\
& =\frac{P\left[X_{1}=r_{1} \cap X_{2}=r_{2} \cap \ldots \cap X_{k}=r_{k} \cap X=n\right]}{P(X=n)} \\
& =\frac{P\left[X_{1}=r_{1} \cap \ldots \cap X_{k-1}=r_{k-1} \cap X_{k}=n-r_{1}-r_{2} \ldots-r_{k-1}\right]}{P(X=n)} \\
& =\frac{P\left(X_{1}=r_{1}\right) P\left(X_{2}=r_{2}\right) \ldots P\left(X_{k-1}=r_{k-1}\right) P\left(X_{k}=n-r_{1}-\ldots-r_{k-1}\right)}{P(X=n)}
\end{aligned}
$$

( $\because X_{1}, X_{2}, \ldots, X_{k}$ are independent )
Further, since $X_{i},(i=1,2, \ldots, k)$ are independent Poisson variates with parameters $\lambda_{i}$ respectively, $X=X_{1}+X_{2}+\ldots+X_{k}$ is also a Poisson variate with parameter $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}=\lambda$ (say).

Hence $P\left\{X_{1} \cap X_{2} \cap \ldots \cap X_{k} \mid X=n\right]$

$$
=\frac{\frac{e^{-\lambda_{1}} \lambda_{1}^{r_{1}}}{r_{1}!} \ldots \frac{e^{-\lambda_{k-1}} \lambda^{r_{k}-1}}{r_{k-1}!}: \frac{e^{-\lambda_{k}} \lambda_{k}^{n-r_{1}-\ldots-r_{k-1}}}{\left(n-r_{1}-\ldots-r_{k-1}\right)!}}{\frac{e^{-\lambda} \lambda^{n}}{n!}}
$$

$$
=\left[\frac{n!}{r_{1}!r_{2}!\ldots r_{k-1}!\left(n-r_{1}-\ldots-r_{k-1}\right)!}\right]
$$

$$
\times\left[\left(\frac{\lambda_{1}}{\lambda}\right)^{r_{1}} \cdots\left(\frac{\lambda_{k-1}}{\lambda}\right)^{r_{k-1}} \quad\left(\frac{\lambda_{t}}{\lambda}\right)^{n-r_{1}-\ldots-r_{k-1}}\right]
$$

$$
=\frac{n!}{r_{1}!r_{2}!\ldots r_{k}!} p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{k}^{r_{k}}
$$

where $\sum_{i=1}^{k} r_{i}=n$ and $\sum_{i=1}^{k} p_{i}=\sum_{i=1}^{k}\left(\frac{\lambda_{i}}{\lambda}\right)=\frac{1}{\lambda} \sum_{i=1}^{k} \lambda_{i}=1$
Thus the conditional distribution $P\left(X_{1} \cap X_{2} \cap \ldots \cap X_{k} \mid X=n\right.$ multinomial with probabilities $p_{i}=\left(\lambda_{i} / \lambda\right) ; i=1,2, \ldots, k$ in $k$ classes.

Remark. If $X_{i}$ 's are identically distributed independent Poisson vaṛ̣iates with parameter $m$ (say), then $\lambda_{i}=m ; i=1,2, \ldots, k$ and $\lambda=\sum_{i=1} \lambda_{i}=k m$.

$$
\therefore \quad p_{i}=\frac{\lambda_{i}}{\lambda}=\frac{1}{k}
$$

Hence in this case the conditional distribution of $X_{1}, X_{2}, \ldots, X_{k}$, given that their sum $X_{1}+X_{2}+\ldots+X_{k}=n$, is a multinomial distribution with index $n$ and the probability in each class being equal to $1 / k$.

## EXERCISE 7(f)

1. If $X_{1}, X_{2}, \ldots, X_{k}$ have a multinomial distribution with the parameters $n$ and $p_{i}(i=1,2, \ldots, k)$ with $\Sigma p_{i}=1$, obtain the joint probability

$$
P\left(X_{1}=x_{1} \cap X_{2}=x_{2} \cap \ldots \cap X_{k}=x_{k}\right)
$$

Obtain the corresponding moment generating function. Hence, or otherwise show that $E\left(X_{i}\right)=n p_{i}, V\left(X_{i}\right)=n p_{i}\left(1-p_{i}\right)$
and $\quad \operatorname{Cov}\left(X_{i}, X_{j}\right)=-n p_{i} p_{j},(i \neq j)$.
2. Discuss the marginal and conditional distributions, associated with the multinomial distribution. If ( $n_{1}, n_{2}, \ldots, n_{k}$ ) have a multinomial distribution with parameters ( $n, p_{i}, p_{2}, \ldots, p_{k}$ ) and if $c_{i}, d_{i}, i=1,2, \ldots k$ are constants, find the variance of $\sum c_{i} n_{i}$ and co-variance between $\sum c_{i} n_{i}$ and $\Sigma d_{i} n_{i}$.

$$
i-1 \quad i=1 \quad i=1
$$

3. If the random variables $X_{1}, X_{2}, \ldots, X_{k}$ bave a multinomial distribution, show that the marginal distribution of $X_{i}$ is a binomial distribution with the parameters $n$ and $p_{i}$, with $i=1,2, \ldots, k$.
4. For the trinomial distribution of two r.v.'s $X$ and $Y$ given by:

$$
f(x, y)=\frac{n!}{x!y!(n-x-y)!} p_{1}^{x} p_{2}^{v} p_{3}^{n-x-y}
$$

where $x$ and $y$ are non-negative integers with $x+y \leq n$ and $p_{1}, p_{2}, p_{3}$ are proper positive fractions with $p_{1}+p_{2}+p_{3}=1$, and
$f(x, y)=0$, otherwise
Show that (i) $X \sim B\left(n, p_{1}\right)$ and $Y \sim B\left(n, p_{2}\right)$
(ii) $X \mid(Y=y)-B\left(n-y, p_{1} /\left(1-p_{2}\right)\right)$ and $Y \mid(X=x)-B\left(n-x, p_{2} \mu\left(1-p_{1}\right)\right)$
(iii) $\rho(X, Y)=-\left[p_{1} \underline{p}_{2} /\left(1-p_{1}\right)\left(1-p_{2}\right)\right]^{1 / 2}$
4. If ' $n$ '. dice, each of which has 6 faces marked 1 to 6 are thrown, find the probability of getting a sum ' $s$ ' on them.

Hint. The exhaustive number of ways in which $n$ dice can fall is $6^{n}$.
Since the total number of permutations in which six numbers, viz., $1,2, \ldots, 6$ taken ' $n$ ' at a time can add to $s$ is the coefficient of $x^{5}$ in the multinomial expansion of $\left(x+x^{2}+\ldots+x^{6}\right)^{n}$, the required number of
favourable cases for getting a sum ' $s$ ' on a dice is the co-efficient of $x^{5}$ in the expansion of $\left(x+x^{2}+\ldots+x^{6}\right)^{n}$.
$\therefore$ Required Probability $=\frac{1}{6^{n}}$ [co-efficient of $x^{5}$ in $\left.\left(x+x^{2}+\ldots x^{6}\right)^{n}\right]$
Now identically, we have :

$$
x+x^{2}+\ldots+x^{6}=x\left(1+x+\ldots+x^{5}\right)=x\left(\frac{1}{1-x^{6}}\right)
$$

and by binomial expansion

$$
\begin{array}{ll} 
& x^{n}\left(1-x^{6}\right)^{n}=\sum_{k=0}^{n}(-1)^{k} \cdot{ }^{n} C_{k} x^{n+6 k} . \\
\text { and } \quad(1-x)^{-n}=\sum_{r=0}^{\infty}{ }^{n} C_{r}(-x)^{r}=\sum_{r=0}^{\infty}{ }^{n+r-1} C_{r} \cdot x^{\prime}=\sum_{r=0}^{\infty}{ }^{n+r-1} C_{n-1} \cdot x^{\prime} \\
\therefore \quad & {\left[x\left(\frac{1-x^{6}}{1-x}\right)\right]^{n}=\sum_{k=0}^{n} \sum_{r=0}^{\infty}(-1)^{k} \cdot{ }^{n} C_{k} \cdot{ }^{n+r-1} C_{n-1} \cdot x^{n+6 k+r}}
\end{array}
$$

To find the co-efficient of $x^{s}$, we put $n+6 k+r=s i . e ., n+r=s-6 k$
Thus the co-efficient of $x^{5}$ in $\left(x+x^{2}+\ldots+x^{6}\right)^{n}$

$$
=\sum_{k=0}^{(s-n / 6}(-1)^{k} \cdot{ }^{n} C_{k} \cdot{ }^{s-6 k-1} C_{n-1},
$$

summation being extended over the integral values of $\boldsymbol{k}$ not exceeding ( $s_{*}-n$ )/6.

Hence required probability $=\sum_{k=0}^{(s-n) / 6}(-1)^{k} \cdot{ }^{n} C_{k}{ }^{s-6 k-1} C_{r} / 6^{n}$
Remarks. 1. The probability of getting a sum ' $s$ ' with a throw of $n$ dice, each having ' $f$ faces marked 1 to $f$ is the co-efficient of $x^{5}$ in

$$
\frac{1}{f^{n-}}\left[\left(x+x^{2}+\ldots+x^{f}\right)^{n}\right]
$$

2. If $n$ dice have faces $f_{1}, f_{2}, \ldots, f_{n}$ respectively, then the required probability of getting a sum ' $s$ ' is the co-efficient of $x^{5}$ in

$$
\frac{1}{f_{1}, f_{2} \ldots f_{n}}\left[\left(x+x^{2}+\ldots+x_{1}^{f_{1}}\right)\left(x+x^{2}+\ldots+x^{f_{2}}\right) \ldots\left(x+x^{2}+\ldots+x^{f_{1}}\right)\right]
$$

6. What is the probability of obtaining a sum of 15 points by throwing five dice toegther?

Hint. The number of exhaustive cases in throwing of 5 dice is $6^{5}$.
The number of 'ways in which the 5 dice thrown will give 15 points is the co-efficient of $x^{15}$ in the expansion of $\left(x^{1}+x^{2}+x^{3}+\ldots+x^{6}\right)^{5}$.

Favc urable number of cases
$\therefore \quad=$ coefficient of $x^{15}$ in $\left(x+x^{2}+\ldots+x^{6}\right)^{5}$

$$
=\text { coefficient of } x^{10} \text { in }\left(1+x+\ldots+x^{5}\right)^{5}
$$

$$
\begin{aligned}
= & \text { coefficient of } x^{10} \text { in }\left(1-x^{6}\right)^{5}(1-x)^{-5} \\
\left(1-x^{6}\right)^{5}= & \left(1-{ }^{5} C_{1} x^{6}+{ }^{5} C_{2} x^{12}-\ldots-x^{30}\right)=\left(1-5 x^{6}+10 x^{12}-\ldots-x^{30}\right) \\
(1-x)^{-5}= & 1+5 x+\frac{5 \times 6}{2!} x^{2}+\frac{5 \times 6 \times 7}{3!} x^{3}+\frac{5 \times 6 \times 7 \times 8}{4!} x^{4}+\ldots \\
& \quad+\frac{5 \times 6 \times 7 \times \ldots \times 14}{10!} x^{10}+\ldots \\
= & \left(1+5 x+15 x^{2}+35 x^{3}+70 x^{4}+\ldots+1001 x^{10}+\ldots\right)
\end{aligned}
$$

$\therefore$ Favourable number of cases

$$
\begin{aligned}
& =\text { co-efficicient of } x^{10} \text { in }\left(1-5 x^{6}+10 x^{12}-\ldots-x^{30}\right) \\
& \quad \times\left(1+5 x+\ldots+70 x^{4}+\ldots+1001 x^{10}+\ldots\right)
\end{aligned}
$$

$$
=(1001-5 \times 70)=651
$$

Hence the required probability $=\frac{651}{6^{5}}=\frac{651}{7776}$
7. Four dice, each marked 1 to 6 , are thrown together. Find the probability of a total count being
(i) Exactly 12 and
or (ii) More than or equal to 20.
8. Four tickets marked $00,01,10,11$ respectively are placed in a bag. A ticket is drawn at random five times, being replaced each time. Find the probability that the sum of the numbers on the tickets thus drawn is 23 .
9. Show that the mode of the multinomial distribution is given by $x_{1}, x_{2}, \ldots x_{k}$, satisfying

$$
n p_{i}-1<x_{i} \leq(. n+k-1) p_{i} ; i=1,2, \ldots, k
$$

[In order to establish this, show that

$$
\left.p_{i} x_{j} \leq p_{j}\left(x_{i}+1\right) \text { for } 1 \leq i, j \leq k\right]
$$

7.8. Discrete Uniform Distribution. A random variable $X$ is said to have uniform distribution on $n$ points $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ if its p.m.f. is given by :

$$
\begin{equation*}
P\left(X=x_{i}\right)=\frac{1}{n} ; i=1,2, \ldots, n \tag{7•31}
\end{equation*}
$$

For example, if $X$ bas a uniform distribution on the points $\{0,1,2, \ldots, n\}$, then $P(X=i)=\frac{1}{n+1} ; i=0,1,2, \ldots, n$.

Such distributions can be conceived in practice if under the given experimental conditions, the differeṇt values of the random variable become eugally likely. Thus for a die experiment, and for an experinient with a deck of cards such distribution is appropriate.
7.9. Power Series Distribution. A discrete r.v. $X$ is said tofollow a generalized power series distribution (g.p.s.d.), if its probability mass function is given by-

$$
P(X=x)=\left\{\begin{array}{l}
\frac{a_{x} \theta^{x}}{f(\theta)} \quad ; x=0,1,2, \ldots ; a_{x} \geq 0  \tag{732}\\
0, \text { elsewhere }
\end{array}\right.
$$

where $f(\theta)$ is a generatıng function, i.e.,

$$
\begin{equation*}
f(\theta)=\sum_{x \in S} a_{x} \theta^{x}, \theta \geq 0 \tag{7.32aa}
\end{equation*}
$$

so that $f(\theta)$ is positive, finite and differentiable and $S$ is a non-empty countable sub-set of non-negative integers.

Remarks 1. By taking proper choice of $S$ and $f(\theta)$, the g.p.s.d. can be reduced to binomial, Poisson and logarithmic series distribution and their truncated forms.
2. An inflated powerseries distribution (p.s.d.), inflated at zero is given by

$$
P(X=x)=\left\{\begin{array}{l}
1-\alpha+\frac{\alpha a_{0}}{f\left(\theta_{0}\right)}, x=0  \tag{7•33}\\
\alpha \frac{a_{x} \theta^{x}}{f(\theta)} ; x=1,2, \ldots
\end{array}\right.
$$

where $\alpha(0<\alpha \leq 1)$, is the inflation parameter.
3. The truncated p.s.d. is given by:

$$
\begin{align*}
P(X=x \mid S) & =\frac{a_{x} \theta^{x}}{f(\theta)} / f(S), x \in S \\
& =0, \text { otherwise } \\
\Rightarrow \quad P(X=x \mid S) & =\frac{a_{x} \theta^{x}}{f_{1}(\theta)} ; x \in S, \text { where } f_{1}(\theta)=\sum_{x \in S} a_{x} \theta^{x} \\
& =0, \text { otherwise } \tag{7•34}
\end{align*}
$$

7.9.1. Moment Generating Function of p.s.d.

$$
\begin{align*}
\dot{M}_{X}(t) & =\sum_{x=0}^{\infty} e^{x x} P(X=x)=\sum_{x=0}^{\infty} e^{x x}\left\{a_{x} \theta^{x} / f(\theta)\right\} \\
& =\frac{1}{f(\theta)} \sum_{x=0}^{\infty} a_{x}\left(\theta e^{t}\right)^{x}=\frac{f\left(\theta e^{t}\right)}{f(\theta)} \tag{7•35}
\end{align*}
$$

7.9-2. Recurrence Relation for Cumulants of p.s.d. The cumulant generating function is given by

$$
\begin{gather*}
K_{X}(t)=\log M_{X}(t)=\log \left[\frac{f\left(\theta, e^{t}\right)}{f(\theta)}\right] \\
\sum_{r=1}^{\infty} \kappa_{r} \frac{t^{r}}{r!}=\log f\left(\theta e^{t}\right)-\log f(\theta) \tag{1}
\end{gather*}
$$

Differentiating (1) partially w.r.to $\theta$ and $t$ respectively, we get

$$
\begin{align*}
& \sum_{r=1}^{\infty} \frac{\partial}{\partial \theta} \kappa_{r} \frac{t^{r}}{r!}=\frac{e^{t} f^{\prime}\left(\theta e^{t}\right)}{f\left(\theta e^{t}\right)}-\frac{f^{\prime}(\theta)}{f(\theta)}  \tag{2}\\
& \text { and } \quad \sum_{r=1}^{\infty} \kappa_{r} \frac{r f^{-1}}{r!}=\frac{\theta e^{t} f^{\prime}\left(\theta e^{t}\right)}{f\left(\theta e^{\prime}\right)}
\end{align*}
$$

Subtracting (3) from $\theta$ times (2), we get

$$
\theta \sum_{r=1}^{\infty} \frac{\partial}{\partial \theta} \kappa_{r} \frac{l}{r!}=\sum_{r=1}^{\infty} \kappa_{r} \cdot \frac{r^{-1}}{(r-1)!}-\frac{\theta \cdot f^{\prime}(\theta)}{f(\theta)}
$$

Comparing like powers of $t$ on both sides, we get

$$
\begin{equation*}
0=\kappa_{1}-\frac{\theta f^{\prime}(\theta)}{f(\theta)} \Rightarrow \kappa_{1}=\frac{\theta f^{\prime}(\theta)}{f(\theta)} \tag{7•36}
\end{equation*}
$$

and $\kappa_{r+1}=\theta \cdot \frac{d}{d \theta} \kappa_{r} ; r=1,2, \ldots \quad$ (Comparing co-efficient of $t / r!$ )
Remark. We have

$$
\begin{equation*}
\text { Mean }=\kappa_{1}=\frac{\theta f^{\prime}(\theta)}{f(\theta)} \tag{7.36a}
\end{equation*}
$$

Alternatively

$$
\text { Mean }=\sum_{x=0}^{\infty} x\left\{a_{x} \theta^{x} / f(\theta)\right\}=\frac{\theta}{f(\theta)} \sum_{x=0}^{\infty} x a_{x} \theta^{x-1}=\frac{\theta f^{i}(\theta)}{f(\theta)}
$$

7.9.3. Particular Cases of g.p.s.d. 1.- Binomial Distribution. Let us take $\theta=p /(1-p), f(\theta)=(1+\theta)^{n}$ and $S=\{0,1,2, \ldots, n\}$, a set of $(n+1)$ non - negative integers then

$$
\begin{aligned}
f(\theta) & =\sum_{x \in S} a_{x} \theta^{x} \Rightarrow\left(1^{2}+\theta\right)^{n}=\sum_{x=0}^{n} a_{x} \theta^{x} \\
\Rightarrow \quad a_{x} & =\binom{n}{x} \\
\therefore P(X=x) & =\frac{\binom{n}{x}\left[\frac{p}{(1-p)}\right]^{x^{x}}}{} \\
& -\left[1+\frac{p}{(1-p)}\right]^{n} \\
& =\left\{\begin{array}{l}
\binom{n}{x} p^{x}(1-p)^{n-x} ; x=0,1, \ldots, n \\
0, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

which is the probability mass function of the binomial distribution with parameters $n$ and $p$.
2. Negative Binomial Distribution. Let us take $\theta=p /(i+p)$, $f(\theta)=(1-\theta)^{-n}$ and $S=\{0,1,2, \ldots$ ad infinity $\}, 0 \leq \theta<1, n>0$.
which is the probability mass function of the negative binomial distribution.
3. Logarithmic Series Distribution. Let $f(\theta)=-\log (1-\theta)$ and $S=\{1,2,3, \ldots\}$.

Then $f(\theta)=\sum_{x \in S} a_{x} \theta^{x} \Rightarrow-\log (1-\theta)=\sum_{x=1}^{\infty} a_{x} \theta^{x}$, i.e., $a_{x}=\frac{1}{x}$

$$
\therefore P(X \doteq x)=\left\{\begin{array}{l}
\frac{a_{x} \theta^{x}}{f(\theta)}=\frac{\theta^{x}}{x\left[-\log \left(1-\theta_{1}\right)\right]} ;=1,2,3, \ldots \\
0,
\end{array}\right.
$$

4. Poisson Distribution. Let $f(\theta)=e^{\theta}, S=\{0,1,2, \ldots\}$. Then

$$
f(\theta)=\sum_{x \in S} a_{x} \theta^{x} \Rightarrow e^{\theta}=\sum_{x=0}^{\infty} a_{x} \theta^{x} \text { i.e., } a_{x}=\frac{1}{x!}
$$

$$
\therefore \quad P(X=x)=\frac{a_{x} \theta^{x}}{f(\theta)}=\frac{\theta^{x}}{x!e^{\theta}}=\frac{e^{-\theta} \theta^{x}}{x!} ; x=0,1,2, \ldots
$$

which is the probability mass function of the Poisson distribution with parameter $\theta$.

## ADDITIONAL EXERCISES ON CHAPTER VII

1. Show that the necessary and sufficient conditions for two given numbers $a, b$ to be respectively the mean and the variance of some binomial distribution are that $a>b>0$ and $\frac{a^{2}}{a-b}$ is an integer.

Show furber that when these conditions are satisfied, thé binomial distribution is uniquely deternined.

$$
\begin{aligned}
& \text { Now } f(\theta)=\sum_{x \in S} a_{x} \theta^{x} \Rightarrow(1-\theta)^{-n}=\sum_{x=0}^{\infty} a_{x} \theta^{x} \\
& \Rightarrow \quad a_{x}=(-1)^{x}\binom{-n}{x}=(-1)^{x} \cdot(-1)^{x}\binom{n+x-1}{x}=\binom{n+x-1}{x} \\
& \therefore \quad P(X=x)=\sum_{x=0}^{\infty}\binom{n+x-1}{x}[(p / 1+\underline{p})]^{x} /\left[1-\{p /(1+p) \mid]^{-n}\right. \\
& =\sum_{x=0}^{\infty}\binom{n+x-1}{x} p^{x}(1+p)^{-(n+x)} ; x=0,1,2, \ldots \\
& =\sum_{x=0}^{\infty}\binom{-n}{x}(1+p)^{-(n+x)}(-p)^{x} ; x=0,1,2, \ldots
\end{aligned}
$$

2. In a game of taking a chance, a contestant has to give correct answers to 4 out of 5 questions to win the contest. Questions arè given with 3 answers each, out of which one is a correct answer. If a contestant answers the questions by selecting the answers at random, what is the probability that he will win the contest?

Ans. $\quad 10 / 3^{5}=0.0412$
3. Suppose the automatic machines of a plant fail with probability $q$, the machine failure is independent from machine to machine and the plant stays in operation, if at'least half of the machines run. Consider a two-machine plant and a four-machine plant. Show that the value of $q$ for uninterrupted operations,
(i) when the value of $q$ is same in both plants is $\frac{1}{2}$,
(ii) when a two-machine plant is perferred is $q>\frac{1}{2}$, and
(iii) when a four-machine plant is preferred is $q<\frac{1}{2}$
4. If $\mathrm{b}(r ; n, p)={ }^{n} C_{r} p^{r} \cdot q^{n-r}$ is the binomial probability in the usual notation and if $B(k ; n, p)=\sum_{r=0,} b(r ; n, p)$, prove the following results for the "tails" of the binomial distribution.
(i) $1-B\left(k^{\prime}-1 ; n, p\right)^{\prime} \leq \frac{n}{k-n p} b(k ; n, p), k>n p+1$
(ii)

$$
\begin{align*}
B(k ; n, p) & \leq \frac{n}{n p-k} b(k ; n, p), k<n p \\
1-B(k ; n, p) & =n\binom{n-1}{k} \int_{0}^{p} t^{k}(1-t)^{n-k-1} d t \tag{iii}
\end{align*}
$$

5. If a coin is tossed $\boldsymbol{n}$ times where $\boldsymbol{n}$ is very large even number, show that the probability of getting exactly $\left(\frac{1}{2} n-p\right)$ heads and $\left(\frac{1}{2} n+p\right)$ tạils is approximately

$$
\left(\frac{2}{\pi n}\right)^{\frac{1}{2}} e^{-2 p^{2} /}
$$

6. If $X \sim B(n, p)$, show that
$P(X \leq 2)=P[X \geq(n-2)]$, if and only if $p=\frac{1}{2}$.
[Calcutta Univ. B.Sc. (Hons.), 1989]
7. If $X \sim B(n, p)$, show that $X$ is symmetrically distributed about $c$ if and only if $p=1 / 2$ and $c=n / 2$.
(Madurai Univ. M.A., 1991)
8. If $X \sim B(n, p)$, and $Y=\dot{X}^{2}$, find corr. $(X, Y)$
[Delhi Univ. (Stat Hons.) Spl. Course; 1989]
9. $A$ and $B$ have equal chances of winning a single game, $A$ wants $n$ games and $B, n+1$ games to win a match. Show that the odds in favour of $A$ are $1+P$ to $1-P$, where $P=\frac{(2 n)!}{n!n!2^{2 n}}$

Hint. The probability that $A$ wins at least $n$ games is

$$
\begin{aligned}
& { }^{2 n} C_{n} q^{n} p^{n}+{ }^{2 n} C_{n+1} q^{n-1} p^{n+1}+\ldots+{ }^{2 n} C_{2 n} p^{2 n} \\
& \text { Now }{ }^{2 n} C_{0}+{ }^{2 n} C_{1}+\ldots+{ }^{2 n} C_{n-1}+{ }^{2 n} C_{n}+{ }^{2 n} C_{n+1}+\ldots+{ }^{2 n} C_{2 n}=2^{2 n} \\
& \therefore{ }^{2 n} C_{n+1}+{ }^{2 n} C_{n+3}+\ldots+{ }^{2 n} C_{2 n}=\frac{1}{2}\left[2^{2 n}-{ }^{2 n} C_{n}\right] \\
& \therefore \text { Probability of A's win }=\frac{1}{2^{2 n}\left(\frac{1}{2}\left(2^{2 n}-2 n C_{n}\right)\right)=\frac{1}{2}(1-P)} \\
& \therefore \text { Probability of A's losing }=1-\frac{1}{2}(1-P)=\frac{1}{2}(1+P)
\end{aligned}
$$

Hence the result.
10. (a) The chance of success in each Beinoulli trial is $p$. If $p_{k}$ is the probability that there are even number of successes in $k$ trials, prove that

$$
\begin{equation*}
p_{k}=p+p_{k-1}\left(1^{\prime}-2 p\right) \tag{}
\end{equation*}
$$

Deduce that $p_{k}=\frac{1}{2}\left[1+(1-2 p)^{k}\right]$
(b) Also obtain the probability generating function of (*) and hence obtain an explicit expression for $p_{k}$
(c) Obtain an expression for $p_{k}$ directly without using (a) or (b).
11. A spider and a fly are situated at the comers $(0,0)$ and $(n, n)$ of a rectangular grid. The spider walks only north or east, the fly only south or west. They take their steps simultanequsly to an adjacent vertex of the grid. Show that, if the successive steps are independent and equally likely to go in each of the two possible directions, the probability that they will meet is $\binom{2 n}{n}\left(\frac{1}{2}\right)^{2 n}$
[Delhi Univ. B.Sc. (Statistics Hons.) Spl. Course, 1988]
12. For the binomial distribution, show that the probability that the number of successes in $n$ trials should not exceed $x$ is given by

$$
\begin{aligned}
& \int_{p / q}^{\infty} \frac{y^{x}}{(1+y)^{n+1}} d y \\
& \int_{0}^{\infty} \frac{y^{x}}{(1+y)^{n+1}} d y
\end{aligned}
$$

where $p$ is the probability of success.

## 13. Prove the identity

$$
\begin{aligned}
& p^{n}+\binom{n}{1} p^{n-1} q+\binom{n}{2} p^{n-2} q^{2}+\ldots+\binom{n}{k} p^{i-k} q=\sum_{x=0}^{k}\binom{n}{x}\left(p^{n-x} q^{x}\right) \\
&=\frac{\int_{0}^{p} x^{n-k-1}(1-x)^{k} \cdot d x}{\int_{0}^{1} x^{n-k-1}(1-x)^{k} d x}
\end{aligned}
$$

Hint. For Questions 12 and 13, see Example 7.23.
14. Let $X$ be a random variable whose probability function is $b(x ; n, p)$. Let $Y=X / n$ be a new random variable. Show that the expected value of $Y$ is $p$ and the variance of $Y$ is $p q / n$. If $p(y)$ is the probability function for $Y$, show that $p .(y)=b(n y ; n, p)$. What are the possible values that $y$ can take on?
15. Suppose that the number of telephone calls that an operator receives from 9.00 to 9.05 hours in a day follows a Poisson distribution with mean 3. Find the probability that (i) the operator will receive no calls in that time interval tomorrow, (ii) In the next three days the operator will receive a total of 1 call in that time interval.

Ans. (i) $e^{-3}$
(ii) $3 \times\left(e^{-3}\right)^{2}\left(1-e^{-3}\right)$.
16. A large number of observations on a given solution which contained bacteria were made taking samples 1 ml . each, noting down the number of bacteria present in each sample. Assuming the Poisson distribution, and given that $10 \%$ samples contained no bacteria, find the average number of bacteria per nl .

Ans. $\log _{e} 10$ or $2 \cdot 3026$
17. The number of oil tankers, say $N$, arriving at a certain refinery each day has a Poisson distribution with parameter 2 . Present port facilities can service three tankers a day. If more than three tankers arrive in a day, the tankers in excess of three must be sent to a nother por.
(i) On a given day, what is the probability of having to send tankers away?
(ii) How much must present facilities be increased to permit handling all tankers on approximately 90 per cent of days?
(iii) What is the expected number of tankers arriving per day?
(iv) What is the expected number of tankers serviced daily? and
(v) What is the expected number of tankers turned away daily?
Ans. (i) 0.145 ,
(ii) 4 ,
(iii) 2 ,
(iv) 1.785 and
(v) 0.215 .
18. If $X$ is any non-negative integer valued variate and $a$ is any positive number, show that

$$
P(X \geq a) \leq t^{-a} \cdot E\left(t^{X}\right) ; t>1
$$

Verify the inequality

$$
P(X \geq 2 \lambda) \leq(e / 4)^{\lambda} \text { when } X \sim P(\lambda) .
$$

19. If $X$ is any non-negative integer valued and $a$ is any positive number, show that

$$
P(X \leq a) \leq t^{-a} E\left(t^{X}\right), 0<t \leq 1 .
$$

Verify the inequality :

$$
P\left(X \leq \frac{1}{2} m\right) \leq(2 / e)^{m / 2}, \text { when } X \sim P(m)
$$

20. Suppose $(X, Y)$ have the joint p.m.f.

$$
f(x, y)=\frac{e^{-(a+b)} a^{x} b^{y-x}}{x!(y-x)!}, x=0,1,2, \ldots ; y=x, x+1, \ldots
$$

Show that the correlation coefficient between $X$ and $Y$ is $[a /(a+b)]^{1 / 2}$.

Also obtain the distribution of $\boldsymbol{Y}-X$.
[Delhi Univ.,(Spl. Course. Statistics Hons.), 1988]
Hint. $M_{X, Y}\left(t_{1}, t_{2}\right)=\sum_{x=0}^{\infty} \sum_{y=x}^{\infty}\left[e^{t_{1} x+t_{2} y} \frac{e^{-(a+b)} \cdot d^{x} b^{y-x}}{x!(y-x)!}\right]$

$$
\begin{gather*}
=e^{-(a+b)}\left[\sum_{x=0}^{\infty} \frac{\left(a e^{t_{1}} e^{t_{2}}\right)^{x}}{x!} \sum_{z=0}^{\infty} \frac{\left(b e^{t_{2}}\right)^{z}}{z!}\right] ;(y-x=z) \\
=\exp \left[a e^{t_{1}+t_{2}}+b e^{t_{2}}-a-b\right]  \tag{**}\\
M_{X}\left(t_{1}\right)=M\left(t_{1}, 0\right)=\exp \left[a\left(e^{t_{1}}-1\right)\right] \Rightarrow X \sim P(a) \\
M_{Y}\left(t_{1}\right)=M\left(0, t_{2}\right)=\exp \left[(a+b)\left\{e^{t_{2}}-1\right\}\right] \Rightarrow Y \sim P(a+b) \\
E(X Y)=\left.\frac{\partial^{2} M\left(t_{1}, t_{2}\right)}{\partial t_{1} \partial t_{2}}\right|_{t_{1}=t_{2}=0}=a^{2}+a b+a
\end{gather*}
$$

$\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=a^{2}+a b+a-a(a+b)=a$
Distribution of $Y-X$. Taking $t_{1}+t_{2}=0 \Rightarrow t_{1}=-t_{2}$ in (*),

$$
\begin{gathered}
M\left(-t_{2}, t_{2}\right)=E\left(e^{-t_{2} X+t_{2} Y}\right)=E\left(e^{\left(Y-X_{2} t_{2}\right.}\right)=\exp \left[b\left(e^{t_{2}}-1\right)\right] \\
\Rightarrow \quad Y-X \sim P(b)
\end{gathered}
$$

21. If $X$ is Negative Binomial variate with parameters ( $k$ and $Q^{-1}$ ), prove that

$$
\begin{aligned}
P(X \geq m) & =\frac{1}{B(m, k)} \cdot \int_{0}^{P} \frac{x^{m-1} d x}{(1+x)^{k+m}} ; Q-P=1 \\
\text { Hint } P(X \geq m) & =\sum_{r=m}^{\infty}\binom{-k}{r} Q^{-k-r}(-P)^{r} \\
& =\sum_{r=m}^{\infty}\binom{k+r-1}{r} Q^{-k-r} P^{r} \\
\frac{d}{d P}[P(X \geq m)] & =\sum_{r=m}^{\infty}\left(T_{r}-T_{r+1}\right) ; T_{r}=r \cdot\binom{k+r-1}{r} P^{r-1} Q^{-k-r} \\
& =T_{m}=\frac{1}{B(m, k)} \cdot P^{m-1} Q^{-k-m}
\end{aligned}
$$

Intègrating, we get

$$
P(X \geq m)=\frac{1}{B(m, k)} \int_{0}^{P} \frac{x^{m-1} d x}{(1+x)^{k+m}} \quad(\because Q-P=1)
$$

(b) If $X$ is N.B. $(k, p)$, show that $\cdot$

$$
P \cdot(X \geq m)=\frac{1}{B(m, k)} \cdot \int_{p}^{1} y^{k-1}(1-y)^{m-1} d y
$$

22. In a sequence of independent trials, the probability of a success on each trial is ' $p$ '. By considering the outcome of the first trial, show that $G_{r}(t)$, the p.g.f. of the number of trials required to achieve the rth success, satisfies:

$$
G_{r}(t)=p t G_{r-1}(t)+q t G_{r}(t)
$$

and hence obtain $G_{r}(t)$. [Delhi Univ. (Spl. Course Statistics Hons.),1987]
Ans. $\quad G_{r}(t)=[p t /(1-q t)]^{r}$
23. Let $X$ and $Y$ be independent random variables with the same (geometric) distribution given by $P(X=k)=p q^{k} ; k=0,1 ; 2, \ldots$

Let $Z=\max (X, Y)$
(i) Find the probability distribution of $Z$.
(ii) Find the joint probability distribution of $X$ and 2 .
(iii) Find the conditional probability distribution of $X$ given $Z=l$, i.e., compute $P(X=k \mid Z=l)$ for all $k, l=0,1,2, \ldots$
(iv) Find the conditional probability distribution of $Z$ given $X=k$, i.e. compute $P(Z=l \mid X=k)$ for all $k, l \doteq 0,1,2, \ldots$
Ans. (i) $P(Z=l)=p q^{\prime}\left[2-q^{\prime}-q^{d+1}\right] ; l=0,1,2, \ldots$
(ii) $P(Z=l \cap X=k)=\left\{\begin{array}{l}0, \text { if } l<k \\ p q^{k}\left(1-q^{k+1}\right) \text { if } l=k=0,1,2, \ldots \\ p^{2} d^{k+1} \text { if } l>k=0,1,2 v . .\end{array}\right.$
(iii) $P(X=k \mid Z-l)=\left\{\begin{array}{l}0 \text { if } l<k \\ \left(1-q^{k+1}\right) /\left(2-q^{k}+q^{k+1}\right) \text { if } l-k=0,1,2, \ldots \\ p q^{k} /\left(2-q^{\prime}-q^{l+1}\right) \text { if } l>k=0,1,2, \ldots\end{array}\right.$
(iv) $P(Z=l \mid X=k)=\left\{\begin{array}{l}0 \text { if } l<k \\ 1-q^{k+1} \text { if } l=k=0,1,2, \ldots \\ p q_{,} \text {if } l>k=0,1,2, \ldots\end{array}\right.$
24. Suppose that $X_{1}, X_{2}, \ldots, X_{n}$ are mutually independent indicator random variables, with $P\left(X_{i}=1\right)=p, 0<p<1$. Show that for $1 \leq M \leq N$,

$$
P\left(\sum_{i=1}^{M} X_{i}=k \mid \sum_{i=1}^{N} X_{i}=n\right)=\frac{\binom{M}{k}\binom{N-M}{n-k}}{\binom{N}{n}}
$$

25. Suppose one makes $(m+n)$ independent trials of an experiment whose probability of success at each trial is $p$. Let $q=(1-p)$. Show that for any $k=0,1,2, \ldots n$, the conditional probability that exactly $(m+k)$ trials will result in success, given that the first $m$ trials result in success, is equal to $\binom{n}{k} p^{k} q^{n-k}$. Show further that the conditional probability that exactly is equal to

$$
\binom{m+n}{m+k}\left(\frac{p}{q}\right)^{k} / \sum_{r=0}^{n}\binom{m+n}{m+r}\left(\frac{p}{q}\right)^{r}
$$

26. Let $X_{1}, \dot{X}_{2}, \ldots, X_{n}^{\prime}$ be independent Bernoulli variates with common parameter $p=P\left(X_{1}=1\right)$. Let $S_{j}=X_{1}+X_{2}+\ldots+X_{j}$ for $1 \leq j \leq n$. Show that $P\left(S_{j}=r \mid S_{n}=s\right)$ does not depend on $p(0<p<1)$ and takes the form of a hypergeometric probability for $1 \leq j \leq n, 0 \leq r \leq s \leq n$.

Hint. $S_{n} \sim B(n, p)$

$$
\begin{aligned}
P\left(S_{j}\right. & \left.=r \cap S_{n}=s\right)=\binom{j}{r} p^{r} q^{j-r} \cdot\binom{n-j}{s-r} p^{s-r} q^{n-j-s+r} \\
P\left(S_{j}\right. & \left.=r \mid S_{n}=s\right)=P\left(S_{j}=r \cap S_{n}=s\right) / P\left(S_{n}=s\right) \\
& =\binom{j}{r}\binom{n-j}{s-r}+\binom{n}{s} ; 1 \leq j \leq n, 0 \leq r \leq s \leq n
\end{aligned}
$$

a result, which is independent of $p$.
27. An um contains $w$ white balls and $b$ black balls. Balls are drawn one at a time from the urn, without replacement. Find the distribution of the number $X$ of draws needed to obtain the $k$ th black ball. Find also the factorial moments $E\left[X^{(r)}\right]$.
[Delhi Univ. B.Sc. Statistics Hons. (Spl. Course), 1989]
Ans. $P(X=x)=\frac{\binom{b}{k-1}\binom{w}{x-k}}{\binom{b+w}{x-1}} \times\left(\frac{b-k+1}{b+w-x+1}\right)$

$$
=\binom{x-1}{k-1}\binom{b+w-x}{b-k}+\binom{b+w}{b} ;(\text { On simplification })
$$

For $E\left[X^{(r)}\right]$, proceed as in § 7.6.2.

$$
E\left[X^{(r)}\right]=k^{(r)}(b+w+1)^{(r)} /(b+1)^{(r)}
$$

28. The joint p.m.f. of two discrete r.v.'s $X_{1}$ and $X_{2}$ is:

$$
p\left(x_{1}, x_{2}\right)=\binom{n_{1}}{x_{1}}\binom{n_{2}}{x_{2}-x_{1}} p^{x_{2}}(1-p)^{n_{1}+n_{2}-x_{2}}
$$

with $x_{1} \leq x_{2} \leq n_{2}+x_{1} ; 0 \leq x_{1} \leq n_{1}$.
Find the marginal distributions $c_{2}^{*} X_{1}$ and $X_{2}$.

Ans. $\quad X_{1} \sim B\left(n_{1}, p\right)$ and $X_{2} \sim B\left(n_{1}+n_{2}, p\right)$
29. Two discrete random variables $\dot{X}$ and $Y$ have the joint probability distribution :

$$
\begin{aligned}
p(x, y)= & \frac{9!}{x!y!(9-x-y)!}\left(\frac{1}{3}\right)^{9}, \text { where } \\
& 0 \leq x \leq 9,0 \leq y \leq 9 \text { and } 0 \leq(x+y) \leq 9
\end{aligned}
$$

(i) Show that the marginal distribution of $X$ is binomial with parameters 9 and $1 / 3$.
(ii) Show that the conditional distribution of $Y$ given $X=3$ is also binonial with parametèrs 6 and $1 / 2$.
30. A Polya process is defined by the quantities:

$$
\begin{aligned}
P_{k}(t) & =\left[\frac{\lambda t}{1+b \lambda t}\right]^{k} \frac{1(1+b) \ldots \mid 1+(k-1) b) \mid}{k!} P_{0}(t) \\
\text { where } P_{0}(t) & =(1+b \lambda t)^{-1 / b}
\end{aligned}
$$

and $\lambda, b$ are parameters, $t$ is a continuous variable and $k$ may take zero or poisitive integral values only. Verify that the distribution satisfies the requirements for a probability distribution in $K$ and find the expectation of $K$ and its variance.

Hint. Let $K$ be a random variable with the distribution, $P(K=k)=P_{k}(t) ; k=0,1,2, \ldots, \infty$.

$$
\begin{aligned}
\sum_{k=0}^{\infty} P_{k}(t) & =(1+b \lambda t)^{-2} \sum_{k=0}^{\infty}\left[\frac{\lambda t}{1+b \lambda t}\right]^{k} \times \frac{b^{k}\left[\frac{1}{b}\right]\left[\frac{1}{b}+1\right] \cdots\left[\frac{1}{b}+k-1\right]}{k!} \\
& =(1+b \lambda t)^{-\nu t} \sum_{k=0}^{\infty}\left[\frac{\lambda t}{1+b \lambda t}\right]^{k} b^{k}\binom{(1 / b)+k-1}{k} \\
& =(1+b \lambda t)^{-1 / b} \frac{1}{\left[1-\frac{b \lambda t}{1+b \lambda t}\right]^{1 / b} *=1}
\end{aligned}
$$

$\therefore P_{k}(t)$ represents a probability distribution for every fixed $b, \lambda$ and $t$.

$$
\text { M.G.F. of } K=E\left(e^{K u}\right)=\sum_{k=0}^{\infty} e^{u k} P_{k}(t) \text {. }
$$

$$
*(1-x)^{-n}=\sum_{k=0}^{\infty}\binom{-n}{k}(-x)^{k}=\sum_{k=0}^{\infty}\binom{n+k-1}{k} x^{k}
$$

$$
\begin{aligned}
= & (1+b \lambda t)^{-1 / b} \sum_{k=0}^{\infty}\left[e^{k u} \frac{(\lambda t)^{k}}{(1+b \lambda t)^{k}} \frac{b^{k}}{}\left[\frac{1}{b}\right]\left[\frac{1}{b}+1\right] \ldots\left[\frac{1}{b}+k-1\right]\right. \\
= & (1+b \lambda t)^{-1 / b} \sum_{k=0}^{\infty}\left[\frac{e^{u} b \lambda t}{1+b \lambda t}\right]^{k}\binom{(1 / b)+k-1}{k} \\
= & (1+b \lambda t)^{-1 / b} \frac{1}{\left[1-\cdot \frac{e^{u} b \lambda t}{1+b \lambda t}\right]^{1 / b}}=\left[1+b \lambda t-e^{u} b \lambda t\right]^{-1 / b} \\
= & g(u),(\operatorname{say}) \\
& g^{\prime}(u)=\frac{1}{b}\left[1+b \lambda t-e^{u} b \lambda t\right] \quad-(1 / b)-1 \\
& E(K)=\mu_{1}^{\prime}(\text { about origin })=\text { Mean }=\left[g^{\prime}(u)\right] u=0 \\
& =\left[\frac{1}{b}\right][1+b \lambda t-b \lambda t] \quad\left(e^{u} b \lambda t\right)
\end{aligned}
$$

Similarly

$$
\mu_{2}^{\prime}=\left[g^{\prime}(u)\right]_{u-0}=(b+1) \lambda^{2} t^{2}+\lambda t
$$

$$
\therefore \quad \text { Variance }=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\lambda t(1+b \lambda t) .
$$

## OBJECTIVE TYPE QUESTIONS

1. (i) Match the correct parts to make a valid statement :
(a) Binomial distribution applies to
(b) Poisson distribution applies to
(c) The mean of a Hypergeometric distribution
(d) The moment generating function of negative binomial distribution
(e) The coefficient of kurtosis of a binomial distribution
(f) The variance of geometric distribution
(g) Variance of Hypergeometric distribution
2. rare events
3. repeated tiwo alternatives.
4. $1-6 p q$
$n p q$
5. $n \cdot \frac{M}{n}\left(1-\frac{M}{n}\right)\left(\frac{N-n}{N-1}\right)$
6. $\left(Q-p e^{t}\right)^{-r}$
7. $\frac{n M}{N}$
8. $\frac{q}{p^{2}}$
II. Under what conditions binomial distribution tends to (i) Poisson distribution, (ii) Normal distribution, (iii) Geometric distribution. Give practical examples (one each) where you would expect binomial, Poisson, negative binomial and geometric distribution.
III. State the relationship between :
(i) Mean and variance of Poisson distribution.
(ii) Mean and variance of negative binomial distribution.
(iii) Mean and variance of geometric distribution.
(iv) Poisson distribution and binomial distribution.
(v) Hypergeometric distribution and binomial distribution.
IV. Name the discrete distribution for which
(i) Mean and variance have the same value.
(ii) Mean is greater than the variance.
V. State which of the following statements are True and which are False. In case of the false statement, give the correct statement :
(i) Mean of binomial distribution is $\mathbb{B}$ and variance is 5 .
(ii) Mean of Poisson distribution is 2 and variance is 3 .
(iii) The sum of two independent Poisson variates is also a Poisson variate. The result holds for the difference also.
(iv) For a binomial distribution, Mean $=$ Mode $=$ Median
(v) The Poisson distribution is a limiting case of binçmial distribution when $n \rightarrow \infty, p \rightarrow 0, n p \rightarrow m$.
(vi) Nearly all the distributions are particular cases of Poisson distribution.
(vii) The sum of two binomial variates is a binomial variate if the variables are independent and have the different probabilities of success.
(viii) Negative binomial distribution may be regarded as the generalisation of geometric distribution.
VI. Fill in the blanks :
(i) The variance of a binomial distribution is $\qquad$
(ii) The $\beta$-coefficient of skewness of the binomial distribution is
(iii) The moment generating function of Poisson distribution is
(iv) The characteristic function of negative binomial distribution is $\qquad$
(v) The coefficient of skewness of a Poisson distribution is
(vi) Poisson distribution is a limiting case of binomial distribution under the conditions
(vii) For Poisson distribution all cumulants
(viii) Mean > variance for ......... distribution.
(ix) For the Poisson distribution, the variance and the third central moment are
(x) Mean < variance for $\qquad$ distribution.
VII. Give the correct answer to each of the following :
(i) The skewness in a binomial distribution will be zero, if

$$
\text { (a) } p<\frac{1}{2} \text {, (b) } p=\frac{1}{2} \text {, (c) } p>\frac{1}{2} \text {, (d) } p<q \text {. }
$$

(ii) The mean and variance of negative binomial distribution:
(a) are same, (b) cannot be same, (c) are sometimes equal in limiting case, as $n \rightarrow \infty$.
(iii) The characteristic function of Poisson distribution $P(n)$ is
(a) $e^{m(i-1)}$,
(b) $e^{m\left(e^{i t}-1\right)}$
(c) $e^{\text {mit }}$, (d) none of these.
(iv) The coefficient of variation of Poisson distribution with mean 4 is
(a) $\frac{1}{4}$,
(b) $\frac{2}{4}$,
(c) $4,(d) 2$
(v) The coefficient of kurtosis of a Poisson distribution with mean $m$ is
(a) $1 / m$, (b) $-1 / m$, (c) $m$, (d) $3+(1 / m)$
(vi) The mean of a Hypergeometric distribution is
(a) $\frac{N(M-1)}{N(N-1)}$, (b) $\frac{M(M-1)}{N(N-1)}$, (c) $\frac{N M(M-1)}{N(N-1)}$, (d) None of these
(vii) In a Poisson distribution, the second moment about the origin is 12 . Then its third moment about mean is (a) 2, (b) 3 , (c) 5 , (d) 10 .
(viii) The mean of the binomial distribution ${ }^{10} C_{x}\left(\frac{2}{5}\right)^{x}\left(\frac{3}{5}\right)^{10-x} ; x=0,1$, $2, \ldots, 10$ is (a) $4,(b) 6,(c) 5,(d) 0$.
(ix) The mean of Poisson variate is (a) greater than, (b) less than, (c) equal to, (d) twice, its variance.
( $x$ ) The moment generating function of Geometric distribution is (a) $p\left(1-q e^{\prime}\right)$, (b) $p /\left(1-q e^{\prime}\right)$, (c) $p e^{\prime} /\left(1-q e^{t}\right)$, (d) None of these.
VIII. By using the uniqueness property of m.g.f.'s, determine the distribution if the M.G.F. is as follows :
(a) $M(t)=\left(\frac{1}{2}+\frac{1}{2} e^{\prime}\right)^{6}$, (b) $M(t)=\frac{\left(1+e^{\prime}\right)^{5}}{32}$
(c) $M(t)=\frac{\left(1+2 e^{\prime}\right)^{3}}{27},(d) M(t)=e^{3\left(e^{t}-t\right)}$,
(e) $M(t)=e^{\left(e^{t}-1\right) / 4},(f) M(f)=\frac{1}{3} e^{-t}\left(e^{-t}-\frac{2}{3}\right)^{-1}$
(g) $M(t)=4\left(3 e^{-t}-1\right)^{-2}$, (h) $M(t)=\left(3 e^{-t}-2\right)^{-3}$

Ans. (a) Binomial, $n=6, p=\frac{1}{2}$; (b) Binomial, $n=5, p=\frac{1}{2}$;
(c) Binomial, $n=3, p=\frac{2}{3}$; (d) Poisson, $\lambda=3$,
(e) Poisson, $\lambda=\frac{1}{4}$, (f) Geometric with $p=1 / 3$,
(g) Negative binomial with $r=2, p=\frac{2}{3}$;
(h) Negative binomial with $r=3, p=1 / 3$.

## CHAPTER EIGHT

## Theoretical Continuous Distributions

8.1. Rectangular (or Uniform Distribution. A random variable $X$ is said to have a continuous uniform distribution over an interval $(a, b)$ if its probability density function is constant $=k$ (say), over the entire range of $X$, i.e.,

$$
f(x)=\left\{\begin{array}{l}
k, a<x<b \\
0, \text { otnerwise }
\end{array}\right.
$$

Since total probability is always unịty, we have

$$
\begin{aligned}
& \int_{a}^{b} f(x) d x=1 \Rightarrow k \int_{a}^{b} d x=1 \text { i.e., } k=\frac{1}{b-a} \\
& \therefore \quad f(x)=\left\{\begin{array}{l}
\frac{1}{b-a}, a<x<b \\
0, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Remarks. 1. $a$ and $b,(a<b)$ are the two parameters of the uniform distribution on ( $a, b$ ) .
2. The distribution is also known as rectangular distribution, since the curve $y=f(x)$ describes a rectangle over the $x$-aixs and between the ordinates at $x=a$ and $x=b$.
3. The distribution function $F(x)$ is given by

$$
F(x)=\left\{\begin{array}{l}
0, \text { if }-\infty<x<a \\
\frac{x-a}{b-a}, \quad a \leq x \leq b \\
1, \quad b<x<\infty
\end{array}\right.
$$

Since $F(x)$ is not continuous at $x=a$ and $x=b$, it is not differentiable at these points. Thus $\frac{d}{d x} F(x)=f(x)=\frac{1}{b-a} \neq 0$, exists everywhere except at the points $x=a$ and $x=b$. and consequently p.d.f. $f(x)$ is given by (8.1).


4. The graphs of uniform p.d.f. $f(x)$ and the corresponding distribution function $F(x)$ are given on page $8 \cdot 1$ :
5. For a rectangular or uniform variate $X$ in $(-a, a)$, p.d.f. is given by

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{2 a},-a<x<a \\
0, \text { otherwise. }
\end{array}\right.
$$

### 8.1.1. Moments of Rectangular Distribution.

$$
\begin{equation*}
\mu_{r}^{\prime}=\int_{a}^{b} x^{r} f(x) d x=\frac{1}{(b-a)} \int_{a}^{b} x^{r} d x=\frac{1}{(b-a)}\left[\frac{b^{r+1}-a^{r+1}}{r+1}\right] \tag{8.2}
\end{equation*}
$$

In particular

$$
\text { Mean }=\mu_{1^{\prime}}=\frac{1}{(b-a)}\left[\frac{b^{2}-a^{2}}{2}\right]=\frac{b+a}{2}
$$

and $\quad \mu_{2}{ }^{\prime}=\frac{1}{(b-a)}\left[\frac{b^{3}-a^{3}}{3}\right]=\frac{1}{3}\left(b^{2}+a b+a^{2}\right)$
$\therefore \quad \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{1}{3}\left(b^{2}+a b+a^{2}\right)-\left(\frac{b+a}{2}\right)^{2}=\frac{1}{12}(b-a)^{2}$
8.1.2. Moment Generating Function is given by

$$
M_{X}(t)=\int_{a}^{b} e^{t x} f(x) d x=\frac{e^{b t}-e^{a t}}{t(b-a)}
$$

8.1.3. Characteristic Function is given by

$$
\varphi_{X}(t)=\int_{a}^{b} e^{i t x} f(x) d x=\frac{e^{i b t}-e^{i a t}}{t(b-a)}
$$

8.1.4. Mean Deviation about Mean, $\eta$ is given by

$$
\begin{aligned}
\eta & =E \mid X-\text { Mean }\left|=\int_{a}^{b}\right| x-\text { Mean } \mid f(x) d x \\
& =\frac{1}{(b-a)} \int_{a}^{b}\left|x-\frac{a+b}{2}\right| d x \\
& =\frac{1}{(b-a)} \int_{-(b-a) / 2}^{(b-a) / 2}|t| d t \quad\left[t=x-\frac{a+b}{2}\right] \\
& =\frac{1}{(b-a)} \cdot 2 \int_{0}^{(b-a) / 2} t d t=\frac{b-a}{4}
\end{aligned}
$$

Example 8:1 If $X$ is miformly dismiluted with meatil I anilvariance t/3. find $P(X<0)$.
${ }^{2}[$ Delhi Univ. B.A. (Hons. Spl. Course-Statistics), 1989]
Solution. Let $X \sim U|a . b|$. so that $p(1)=\frac{1}{b-a}: a \ll x<b$. We are given:
Mean $=\frac{b+a}{2}=1 \quad \Rightarrow \quad b+a=2$
$\operatorname{Var}(X)=\frac{1}{12}(b-a)^{2}=\frac{4}{3} \quad \Rightarrow \quad(b-a)^{2}=16 \quad \Rightarrow \quad b-a= \pm 4 \quad$ in
Solving, we get : $a=-1$ and $b=3 ; \quad(a<b)$.

$$
\begin{gathered}
\therefore \quad p(x)=\frac{1}{4} ;-1<x<3 \\
\\
\\
P(X<0)=\int_{-1}^{1} p(x) d x=\frac{1}{4}|x|_{-1}^{0}=\frac{1}{4}
\end{gathered}
$$

Example 5.2. Subway trains on a certain line run every half hour between mid-night and six in the morning. What is the probability that a man entering the slation at a random time during this period will have to -wait at least wenty minutes?

Solution. Let the r.v. $X$ denote the waiting time (in minutes) for the next train. Under the assumption that a man arrives at the station at random, $X$ is distributed uniformly on ( 0,30 ), with p.d.f.,

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{30}, 0<x<.30 \\
0, \text { otherwise }
\end{array}\right.
$$

The probability that he thas to wait at least 20 minutes is

$$
P(\bar{X} \geq 20)=\int_{20}^{30} f(x) \cdot d x=\frac{1}{30} \int_{20}^{30} \cdot 1 \cdot d x=\frac{1}{30} \cdot(30-20)=\frac{1}{3}
$$

Example 8.3. If Xhas a uniform distribution in [ 0.1 l, find the distribu tion (p.ã.f.) of $-2 \log X$. Identify the distribution also.
[Delhi Univ. B.S.c. (̈̈tàt: Hons.), 1989,' 86]
Solution. Let $Y=-2 \log X$. Then the distribution function $G$ of $Y$ is

$$
\begin{aligned}
& G_{Y}(\dot{j})=\dot{P}(Y \leq \dot{y})=P(-2 \log X \leq y) \text {. } \\
& =\underset{\sim}{P(\log X \geq-y / 2})=P\left(X \geq e^{-y / 2}\right)=1-P\left(X \leq e^{-y / 2}\right) . \\
& =1-\int_{0}^{e} f(x) d x=1-\int_{0}^{e} 1 \cdot d x=1-e^{-x / 2} .
\end{aligned}
$$

$$
\begin{equation*}
[\because \text { as } X \text { ranges in }(0,1), Y=-2 \log X \text { rañgës'from } 0 \text { to } \infty] \tag{*}
\end{equation*}
$$

Remark. This example illustrates that if $X \sim U[0,1]$, then $Y=-2$ $\log X$, has an exponential distribution with parameter $\theta=\frac{1}{2}$. [ c.f. § 8.6] or $Y=-2 \log X$ has chi-square distribution with $n=2$ degrees of freedom [ c.f. Chapter 13, § 13.2].

Example 8.4. Show that for the rectangular distribution :

$$
f(x)=\frac{1}{2 a},-a<x<a
$$

the m.g.f. about origin is $\frac{1}{a t}$ ( sinh at ) . Also show that moments of even order are given by

$$
\mu_{2 n}=\frac{a^{2 n}}{(2 n+1)}
$$

Solution. M.G.F. about origin is given by

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{t x}\right)=\int_{-i a}^{a} e^{i x} f(x) d x=\frac{1}{2 a} \int_{-a}^{a} e^{i x} d x \\
& =\frac{1}{2 a}\left|\frac{e^{t x}}{t}\right|_{-a}^{a}=\frac{1}{2 a t}\left(e^{a t}-e^{-a i t}\right)=\frac{\sinh a t}{a t} \\
& =\frac{1}{a t}\left[a t+\frac{(a t)^{3}}{3!}+\frac{(a t)^{5}}{5!}+\ldots\right]=1+\frac{a^{2} t^{2}}{3!}+\frac{a^{4} t^{4}}{5!}+\ldots
\end{aligned}
$$

Since there are no terms with odd powers of $t$ in $M(t)$, all moments of odd order about origin vanish, i.e.,

$$
\cdot \mu^{\prime} 2 n+1 \text { (about origin) }=0
$$

In particular $\quad \mu_{1}^{\prime}$ (about origin) $=0$, i.e., mean $=0$
Thus

$$
\mu_{r}^{\prime}(\text { about origin })=\mu_{r}
$$

(since mean is origin)
Hence $\quad \mu_{2 n+1}=0 ; n=0,1,2, \ldots$
i.e., all moments of odd order about mean vanișḥ. The moments of even order are given by
$\mu_{2 n}=$ coefficient of $\frac{t^{2 n}}{(2 n)!}$ in $M(t)=\frac{a^{2 n}}{(2 n+1)}$
Example 8.5. If $\dot{X}_{1}$ and $X_{2}$ are independent rectangular variates on [0, I], find the distributions of
(i) $X_{1} / X_{2}$,
(ii) $X_{1} X_{2}$,
(iii) $X_{1}+X_{2}$, and
(iv) $X_{1}-X_{2}$

Solution. We are given

$$
f_{X_{1}}\left(x_{1}\right)=f_{X_{2}}\left(x_{2}\right)=1 ; 0<x_{1}<1,0<x_{2}<1
$$

Since $X_{1}$ and $X_{2}$ are independent, their joint p.d.f. is

$$
f\left(x_{1}, x_{2}\right)=f\left(x_{1}\right) f\left(x_{2}\right)=1
$$

(i) Let us transform to

$$
\begin{aligned}
& u=\frac{x_{1}}{x_{2}}, v=x_{2} \quad \text { i.e., } x_{1}=u \cdot x_{2}=v \\
& J=\frac{\partial\left(x_{1}, x_{2}\right)}{\partial(u, v)}=\left|\begin{array}{cc}
v & 0 \\
u & 1
\end{array}\right|=v
\end{aligned}
$$



$$
\begin{aligned}
& x_{1}=0 \text { maps to } u=0, v=0 \\
& x_{1}=1 \text { maps to } u v=1 \text { (Rectangular hyperbola) } \\
& x_{2}=0 \text { maps to } v=0 \text { and } x_{2}=1 \text { maps to } v=1
\end{aligned}
$$

The joint p.d.f. of $U$ and $V$ becomes

$$
g(u, v)=f\left(x_{1}, x_{2}\right)|J|=v ; 0<u<\infty, 0<v<\infty
$$

To obtain the marginal distribution of $U$, we have to integrate out $v$.
In region (I),

$$
g_{1}(u)=\int_{0}^{1} v d v=\left|\frac{v^{2}}{2}\right|_{0}^{1}=\frac{1}{2}, 0 \leq u \leq 1
$$

In region (II),
$g_{1}(u)=\int_{0}^{1 / u} v d v=\left|\frac{v^{2}}{2}\right|_{0}^{1 / u}=\frac{1}{2 u^{2}}, 1<u<\infty$
Hesice the distribution of $U=\frac{X_{1}}{X_{2}}$ is given by

$$
\begin{aligned}
g(u) & =\frac{i}{2}, 0 \leq u \leq 1 \\
& =\frac{1}{2 u^{2}}, 1,<u<\infty
\end{aligned}
$$

(ii) Let $u=x_{1} x_{2}, v=x_{1}$, i.e., $x_{1}=v, x_{2}=\frac{u}{v}$

$$
J=\left|\begin{array}{rr}
0 & 1 \\
\frac{1}{\dot{v}} & -\frac{u}{v^{2}}
\end{array}\right|=-\frac{1}{v}
$$

$x_{1}=0$ maps to $v=0, x_{1}=1$ maps to $v=1$,
$x_{2}=0$ maps to $u=0$, and $x_{2}=1$ maps to $u=v$

Moreover, $r=\frac{\| \prime}{r_{2}} \Rightarrow 1 \geq 11$
(since $0<x_{2}<1$ ),
The joint p.d.f. of $U$ and $V$ is
$g(u, v)=f\left(x_{1}, x_{2}\right)|J|=\frac{1}{v} ; 0<u<1,0<v<1$

$$
g(u)=\int_{u}^{1} \frac{1}{v} d v=[\log v]_{u}^{1}=-\log u, 0<u<1
$$

(iii) and (i:). Let ${ }^{l}=x_{1}+x_{2}$,


$$
\begin{array}{r}
\text { and } J=\left|\begin{array}{rr}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right|=-\frac{1}{2} \\
\therefore g(u, v)=f\left(x_{1}^{*}, x_{2}\right)|J|=\frac{1}{2}, 0<\dot{u}<2,-1<v<1
\end{array}
$$

In region ( $I$ ), (see figure below)

$$
g_{1}(u)=\int_{-u}^{u} \cdot \frac{1}{2} d v=\frac{1}{2}|v|_{-u}^{\prime u}=u
$$

and in region (II) ,


$$
\begin{aligned}
& g_{2}(u)=\int_{u-2}^{2-u} \frac{1}{2} d v=\frac{1}{2}|v|_{u-2}^{2-u}=2-u \\
& \therefore \quad g(u)=\left\{\begin{array}{l}
u, 0<u<1 \\
2:-u, 1<u<2
\end{array}\right.
\end{aligned}
$$

For the distribution of $V$, we split the region as: $O A B$ and $O A \dot{C}$.
In region $O A B$ :

$$
h_{1}(v)=\int_{v}^{2-v} \frac{1}{2} d u=\frac{1}{2}[2-v-v]=1-v, 0<v<1
$$

In region $O A C$ :

$$
h_{2}(v)=\int_{-v}^{2+v} \frac{1}{2} d u=\frac{1}{2}[2(1+v)]=1+v,-1<v<0
$$

Hence the distribution of $V=X_{1}-X_{2}$ is given by

$$
h(v)=\left\{\begin{array}{cc}
1-v, & 0<v<1 \\
1+v, & -1<v<0
\end{array}\right.
$$

Example 8.6. If $X$ is:a! rañdom variäble with a continuoius distribution function $F$, then $F(X)$ has a uniform distribution on $[0,1]$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1987,' 85]
Solution. Since $F$ is a distribution function, it is non-decreasing. Let $Y=F(X)$, then the distribution function $G$ of $Y$ is given by

$$
G_{Y}(y)=P(Y \leq y)=P[F(X) \leq y]=P\left[X \leq F^{-1}(y)\right],
$$

the inverse exists, since $F$ is non-decreasing and given to be continuous.

$$
\therefore \quad G_{Y}(y)=F\left[F^{-1}(y)\right]
$$

since $F$ is the distribution function of $X$.
$\therefore \quad G_{Y}(y)=y$
Therefore the p.d.f. of $Y=F(X)$ is given by:

$$
g_{Y}(y)=\frac{d}{d y}\left[G_{Y}(y)\right]=1
$$

Since $F$ is a d.f., $Y$ takes the values in the range $[0,1]$.
Hence $g_{r}(y) \div 1,0 \leq y \leq 1$
$\Rightarrow Y$ is a uniform variate on $[0 ; 1$.$] .$
Remark. Suppose $X$ is a random variable with p.d.f.,
then $\quad f_{X}(x)=\left\{\begin{array}{l}e^{-x}, x \geq 0 \\ 0, \text { otherwise } \\ 0, \text { if } x<0 \\ 1-e^{-x}, \text { if } x \geq 0\end{array}\right.$
Then by above result $F(X)=1-e^{-X}$ is uniformly distributed on [0, 1].
Example 8.7. If $X$ and $Y$ are independent rectangular.variates for the range -a to a each, then show that the sum $X+Y=U$, has the probability density

$$
\begin{aligned}
& \varphi(u)=\frac{2 a+u}{4 a^{2}},-2 a \leq u \leq 0 \\
& \varphi(u)=\frac{2 a+u}{4 a^{2}}, 0 \leq u \leq 2 a
\end{aligned}
$$

Solution. Since $X$ and $Y$ are independent rectangular variates, each in the interval $(-a, a)$, we hạve

$$
f_{1}(x)=\left\{\begin{array}{l}
\frac{1}{2 a},-a<x<a \\
0, \text { elsewhere }
\end{array}\right.
$$

and

$$
f_{2}(y)=\left\{\begin{array}{l}
\frac{1}{2 a},-a<y<a \\
0, \text { elsewhere }
\end{array}\right.
$$

Hence by compound probability theorem, the joint probability differential of, $X$ and $Y$ is given by

$$
d P(x, y)=f_{1}(x) f_{2}(y) d x \cdot d y=\frac{1}{4 a^{2}} d x d y,-a<(x, y)<a
$$

Let us define new variables $U$ and $V$ as follows:

$$
\Rightarrow \quad \begin{array}{ll}
u=x+y, & v=x-y \\
\Rightarrow \quad x=\frac{u+v}{2} \quad \text { and } y=\frac{u-v}{2}
\end{array}
$$

Jacobian of the transformation $J$ is given by

$$
J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v}
\end{array}\right|=\left|\begin{array}{rr}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right|=-\frac{1}{2}
$$

Thus the probability differential of $U$ and $V$ becomes

$$
\begin{equation*}
d G(u, v)=\frac{1}{4 a^{2}}|J| d u d v=\frac{1}{8 a^{2}} d u d v \tag{*}
\end{equation*}
$$

Integrating w.r.to. $v$ over specified range, we can find the distribution of $\boldsymbol{U}$.

Let us consider the region to the left of $v$ - axis, i.e., to the left of the line $A C$. In this region, the values of $v$ are bounded by the lines $x=-a$ and $y=-a$.

For fixed values of $u$,

$$
x=-a \quad \Rightarrow \quad \frac{u+v}{2}=-a \quad \Rightarrow \quad v=-(u+2 a)
$$

and

$$
y=-a \quad \Rightarrow \quad \frac{u-v}{2}=-a \quad \Rightarrow \quad v=(u+2 a)
$$



Thus integrating $\left({ }^{*}\right)$ w.r.to. $v$ between the limits $-(u+2 a)$ and $(u+2 a)$, the distribution of $U$ becomes

$$
g_{1}(u) d u=\int_{-(u+2 a)}^{u+2 a} \frac{1}{8 a^{2}} \cdot d u d v=\frac{1}{8 a^{2}}|v|_{-(u+2 a)}^{u+2 a} d u=\frac{-u+2 \dot{a}}{4 a^{2}} d u
$$

In the region to the left of $v$-axis, i.e., below the line $A C, u$ varies from the points $(x=-a, y=-a)$ to the point $(x=0, y=0)$ and since $u=x+y$, in this region $u$ lies between $(-a-a)$ and $(0+0)$, i.e., between $-2 a$ to 0 .

$$
\therefore \quad g_{1}(u) d u=\frac{u+2 a}{4 a^{2}},-2 a \leq u \leq 0
$$

In the region to the right of $v$-axis, i.e., above the line $A C$, the values of $v$ are bounded by the lines $x=a$ and $y=a$ and for fixed values of $u$,

$$
\begin{aligned}
x=a \quad & \Rightarrow \frac{u+v}{2}=a \quad \\
y=a \quad \Rightarrow \quad \frac{u-v}{2}=a \quad & \Rightarrow \quad v=-(2 a-u)
\end{aligned}
$$

In this region $a$ varies from the point $(x=0, y=0)$ to the point ( $x=a$, $y=a$ ), i.e., $u=x+y$ varies from 0 to $2 a$. Thus integrating ( ${ }^{*}$ ) w.r.to. $v$ between the limits $-(2 a-u)$ to $(2 a-u)$, we get the distribution of $U$ as

$$
\begin{aligned}
g_{1}(u) d u & =\int \begin{array}{c}
2 a-u \\
-(2 a-u) \\
8 a^{2}
\end{array} u d v=\frac{1}{8 a^{2}}|v| \frac{-(2 a-u)}{2 a-u} d u \\
& =\frac{2 a-u}{4 a^{2}} d u, 0 \leq u \leq 2 a
\end{aligned}
$$

For an alternative and simpler solution, see Remark 5 to § 8.1-5, (Triangular Distribution).

Example. 8.8. On the $x$-axis $(n+1)$ points are taken independently between the origin and $x=1$, all positions being equally likely. Show that probability
that the $(k+1)$ th of these points, counted from the origin, lies in the intenval $x-\frac{1}{2} d x$ to $x+\frac{1}{2} d x$ is. .

$$
\binom{n}{k}(n+1) x^{k}(1-x)^{n-k} d x
$$

Verify that integral of this expression from $x=0$ to $x=1$ is unity:
Solution. Here $X$ is given to be a random variable uniformly distributed on [0,1] .

$$
\begin{array}{lrl}
\therefore & f_{X}(x) & =1,0 \leq x \leq 1 \\
\text { Now } & P(0<X<x) & =\int_{.0}^{x} f(x) d x=\int_{0}^{x} 1 . d x=x \\
\therefore & P(X>x) & =1-P(X \leq x)=1-x
\end{array}
$$

$$
\begin{equation*}
\text { Also } P\left(x-\frac{d x^{\prime}}{2}<X<x+\frac{d x}{2}\right)=\int_{x-\frac{d x}{2}}^{x+\frac{d x}{2}} f(x) d x=d x \tag{3}
\end{equation*}
$$

Required probability ' $p$ ' is given by
$p=P\left\{\right.$ out of $(n+1)$ points, $k$ points lie in the closed interval $\left[0, x-\frac{d x}{2}\right]$ and out of the remaining $(n+1-\dot{k})$ points, $(n-k)$ points lie in

$$
\begin{aligned}
& \left.\left[x+\frac{d x}{2}, 1\right] \text { and one point lies iṇ } \cdot\left(x-\frac{d x}{2}, x+\frac{d x}{2}\right)\right\} \\
& \quad=\left[\binom{n+1}{k} x^{k}\right] \times\left[\binom{n+1-k}{n-k}(1-x)^{n-k}\right] \times d x
\end{aligned}
$$

on using (1), (2) and (3) respectively.

$$
\begin{aligned}
\therefore \quad & =\frac{(n+1)!}{k!(n+1-k)!} \cdot x^{k} \cdot \frac{(n+1-k)!}{(n-k)!} \cdot(1-2)^{n-k} d x \\
& =\binom{n}{k}(n+1) x^{k}(1-x)^{n-k} d x
\end{aligned}
$$

To prove that the area of this expression from $x=0$ to $x=1$ is unity, use Beta-integral

$$
\int_{0}^{1} x^{m-1}(1-x)^{n-1} d x=B(m, n)=\frac{\Gamma m \Gamma n}{\Gamma(m+n)} ; m>0, n>0 .
$$

8.1.5. Triangular Distribution. A random variable $X$ is said to have a triangular distribution in the interval $(a, b)$, if its p.d.f. is given by:

$$
f(x)= \begin{cases}2(x-a) /\{(b-a)(c-a)\} & ; a<x \leq c  \tag{8.2a}\\ 2(b-x) \nmid\{(b-a)(b-c)\} & ; c<x<b\end{cases}
$$

Remarks. 1. We write $X \sim \operatorname{Trg} .(a, b)$, with peak at $x=c$. The graph of the p.d.f. is shown in the diagram on page 8-11.
2. The distribution is so called because the graph of its p.d.f. is a triangle with peak at $x=c$.

3. The m.g.f. of $\operatorname{Trg}(a, b)$ variate, with peak at $x=c$ is given by:

$$
\begin{align*}
M_{X}(t) & =\int_{a}^{b} e^{t x} f(x) d x=\left(\int_{a}^{c}+\int_{c}^{b}\right) e^{t x} f(x) \cdot d x . \\
& =\frac{2}{(b-a)(c-a)} \int_{a}^{c} e^{t x}(x-a) d x+\frac{2}{(b-a)(b \div-c)} \int_{c}^{b} e^{t x} \cdot(b-x) d x \\
& =\frac{2}{t^{2}}\left\{\frac{e^{a t}}{(a-b)(a-\dot{c})}+\frac{e^{c t}}{(c-a)(c-b)}+\frac{e^{b t}}{(b-a)(b-c)}\right\} ; a<b<c \tag{8-2b}
\end{align*}
$$

(On integration by parts)
4. In particular, taking $a=0, c=1$ and $b=2$, in ( $8 \cdot 2 a$ ), the p.d.f. of the $\operatorname{Trg}(0,2)$ variate with peak at $x=1$ is given by:

$$
f(x)=\left\{\begin{array}{lc}
x ; & 0 \leq x \leq 1 \\
2-x ; & 1 \leq x \leq 2 \\
0, & \text { otherwise }
\end{array}\right.
$$

and its m.g.f. is , $\quad \cdot M X(t)=\left(e^{t}-1\right)^{2} / t^{2}$,
which is left as an exercise to the reader.
5. In particular, replacing $a$ by $-2 a, b$ by $2 a$ and $c$ by 0 , the p.d.f. of triangular distribution on the interval $(-2 a, 2 a)$ with peak at $x=0$ is given by:

$$
f(x)= \begin{cases}(2 a+x) / 4 a^{2} ; & -2 a<x<0 \\ (2 a-x) / 4 a^{2} ; & 0<x<2 a\end{cases}
$$

The m.g.f. of (8.2e) is given by :

$$
\begin{aligned}
M_{X}(t) & =\int_{-2 a}^{2 a} e^{i x} f(x) d x \\
& =\frac{1}{4 a^{2}}\left[\int_{-2 a}^{0} e^{t x} \cdot(2 a+x) \cdot d x+\int_{0}^{2 a x} e^{i x x}(2 a-x) d x\right]
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{4 a^{2}}\left[e^{\iota x}\left\{\frac{2 a+x}{t}-\frac{1}{t^{2}}\right\}\right]_{-2 a}^{0}+\frac{1}{4 a^{2}}\left[e^{t x}\left\{\frac{2 a-x}{t}+\frac{1}{t^{2}}\right\}\right]_{0}^{2 a} \\
& =\frac{1}{4 a^{2}}\left[-\frac{2}{t^{2}}+\frac{1}{t^{2}}\left\{e^{2 u t}+e^{-2 u t}\right\}\right] \\
& =\frac{1}{4 a^{2} t^{2}}\left\{e^{2 u t}+e^{-2 u t}-2\right\}=\left[\frac{e^{a t}-e^{-u t}}{2 a t}\right]^{2}
\end{align*}
$$

Aliter. We may obtain ( $8.2 f$ ) directly from ( $8.2 b$ ) on replacing a by $-2 a, b$ by $2 a$ and $c$ by 0 ..

Example 8.9. If $X$ and $Y$ are i.i.d. $U[-a, a]$ variates, find the p.d.f. of $Z=X+Y$ and identify the distribution.

Solution. Since $X$ and $Y$ are i.i.d. $U$ [ $-a, a$ ], we have : [c.f. § 8.1-2.],

$$
\begin{align*}
M_{X}(t) & =M_{Y}(t)=\left(e^{a t}-e^{-a t}\right) /(2 a t)  \tag{}\\
M_{X+Y}(t) & =M_{X}(t) M_{Y}(t)=\left[\frac{e^{a t}-e^{-a t}}{2 a t}\right]^{2} \tag{**}
\end{align*}
$$

since $X$ and $Y$ are independent.
But (**) is the m.g.f. of $\operatorname{Trg}(-2 a, 2 a)$ variate with peak at $x=0$ [c.f. Remark 5, equation (8.2f)]
Hence by uniqueness theorem of m.g.f., $Z=X+Y \sim \operatorname{Trg}(-2 a, 2 a)$ with p.d.f. as given in (8.2e), Remark 5.

Aliter $M_{X+Y}(t)=\frac{1}{4 a^{2} t^{2}}\left[e^{2 \alpha t}-2+e^{-2 \alpha t}\right]$
[From (**)]

$$
=\frac{2}{t^{2}}\left[\frac{e^{-2 a t}}{(-2 a-0)(-2 a-2 a)}+\frac{e^{o . t}}{(0+2 a)(0-2 a)}+\frac{e^{2 a t}}{(2 a-0)(2 a+2 a)}\right]
$$

which is of the form (8.2b), [ c.f. Remark 3], with $a$ replaced by $-2 a$ and $b$ replaced by $2 a$ and $c$ by 0 . Hence $X+Y \sim \operatorname{Trg}(-2 a, 2 a)$ with p.d.f. $p(x)$ given in (8.2e) .

Remarks 1.' Thè distribution of $X+\dot{Y}$ has also bėen obtained in Example 8.7.
2. Similarly we can find the distribution of $X-Y$.

$$
\begin{equation*}
M_{X-Y}(t)=M_{X}(t) \cdot M_{Y}(-t)=\left[\frac{e^{a t}-e^{-a t}}{2 a t}\right]^{2} \tag{*}
\end{equation*}
$$

$\Rightarrow X-Y \sim \operatorname{Trg}(-2 a, 2 a)$, with peak at $x=0$.

## EXERCISE 8 (a)

1. The bus company $A$ schedules a north bound bus every 30 minutes at a certain bus-stop. A man comes to the stop at a random time. Let the random variable $X$ count the number of minutes he has to wait for the next bus. Assume $X$ has a
uniform distribution over the interval $(0,30)$. This is how we interpret the'statement that he enters the station at the random time $]$.
(i) For each $k=5,10,15,20,30$ compute the probability that he has to wait at least $k$ minutes for the next bus.
(ii) A competitor, the bus company $B$ is allowed to schedule a north bound bus every 30 minutes at the samé station but at least 5 minutes must elapse between the arrivals of the competitive buses. Assume the passengers come at the bus stop at random times and always board the first bus that arrives. Show that the company $B$ can arrange its schedule so that it receives five times as many passengers as that of its competitor.
2. (a) A random variable $X$ has a uniform dịstribution over (-3,3), compute
(i) $P(X=2), P(X<2), P(|X|<2)$. and $P(|X-2|<2)$
(ii) Find $k$ for which $P(X>k)=1 / 3$. [Gorakhpur Univ. B.Sc. 1992)
(b) Suppose that $X$ is uniformly distributed over $(-\alpha,+\alpha)$, where $\alpha>0$. Determine $\alpha$ so that
(i) $P(X>1)=1 / 3, \quad$ (ii) $P(X<1 / 2)=0.3$ and
(ii) $P(|X|<1)=P(|X|>1)$.

Ans. (i) $\alpha=3$, (ii) $\alpha=5 / 6$, (iii) $\alpha=2$.
(c) Calculate the coefficient of variation for the rectangular distribution in $(0, b)$ given that the probability law of the distribution is

$$
P(X \leq t)=\frac{t}{b}
$$

(d) If $X$ is uniformly distributed over [1,2], find $z$ so that

$$
\left.P\left(X>z+\mu_{x}\right)=\frac{1}{4} \quad \text { (Ans. } Z=\frac{1}{4}\right)
$$

3 (a). If a random variable $X$ has the density function $f(x)$, prove that

$$
Y=\int_{-\infty}^{x} f(x) d x
$$

has a rectangular distribution over ( 0,1 ). If

$$
\begin{aligned}
f(x) & =\frac{1}{2}(x-1), \quad 1 \leq x \leq 3 \\
& =0, \text { otherwise }
\end{aligned}
$$

determine what interval for $Y$ will correspond to the interval

$$
1 \cdot 1 \leq X \leq 2 \cdot 9 .
$$

Ans. $y=F(x)=(x-1)^{2} / 4 ; 1 \leq x \leq 3 ; 0.0025 \leq y \leq 0.9025$
(b). Show that whatever be the distribution function $F(x)$ of a r.v. $X$,

$$
P[a \leq F(X) \leq b]=b-a, 0 \leq(a, b) \leq 1
$$

[Delhi Univ. B.Sc. (Stat. Hons), 1986]
Hint. $\quad Y=F(X) \sim \dot{U}[0,1]$.
4. (a) For the rectantular distribution,

$$
\begin{aligned}
f(x) & =\frac{1}{2 a} ;-a \leq x \leq a . \\
& =0, \text { otherwise. }
\end{aligned}
$$

show that the moments of odd order are zero, and $\mu_{2 r}=a^{2 r} /(2 r+1)$.
[Madurai Kamraj Univ. B.Sc. 1992 ]
(b) $\dot{\mathrm{A}}$ distribution is given by

$$
f(x) d x=\frac{1}{2 a} d x,-\dot{a} \leq x \leq a
$$

Find the first four central moments and obtain $\beta_{1}$ and $\beta_{2}$.
[Delhi Univ B.Sc. Oct., 1992; Madras Uñiv. B.Sc., 1991]
(c) For a rectangular distribution

$$
d P=k \cdot d x, 1 \leq x \leq 2,
$$

show that Arithmetic mean $>$ Geometric mean $>$ Harmonic mean.
[Vikram Univ. B.Sc. 1993)
(d) If the random variable $X$ follows the rectangular distribution with p.d.f.,

$$
f(x)=1 / \theta, 0 \leq x \leq \theta,
$$

derive the first four moments and the skewness and kurtosis confficients of the distribution.
(e) Let $X$ and $Y$ be independent: variates which are uniformly' distributed over the unit interval $(0,1)$. Find the distributiọn function and the p.d.f. of random variable $Z=X+Y$. Is $Z$ a uniformly distributed variable ? Give reasons.
[Delhi Univ: B.Sc. (Maths. Hons.), 1986]
5. Let $X_{1}$ and $X_{2}$ be independent random variables unifromly distributed over the interval $(0,1)$. Find
(i) $P\left(X_{1}+X_{2}<0.5\right)$,
(ii) $P\left(X_{1}-X_{2}<0.5\right)$,
(iii) $\dot{P}\left(X_{1}^{2}+X_{2}^{2}<0 \cdot 5\right)$,
(iv) $P\left(e^{-X_{1}}<0.5\right)$, and (v) $P\left(\cos \pi X_{2}<0.5\right)$.

Ans. (i) 0.125 , (ii) 0.875 . (iii) 0.393 , (iv) $1-\log 2$, and (v) $2 / 3$.
6. A random variable $X$ is uniformly distributed over ( 0,1 ), find the probability density functions of
(i) $Y=X^{2}+1$, and (ii) $Z=1 /(X+1)$.
7. (a) If the random variable $X$ is uniformly distributed over $\left(0, \frac{1}{2} \pi\right)$, compute the expectation of the function $\sin X$. Also find the distribution of $Y=\sin X$, and show that the mean of this distribution is the same as the above expectation.

Ans. $2 / \pi, f_{Y}(y)=2 /\left(\pi \sqrt{1-y^{2}}\right), 0<y<1$.
(b) If $X \sim U[-\pi / 2, \pi / 2]$ distributed, find the p.d.f. of $Y=\tan X$.
[Deihi Univ. B.A. Hons. (Spl. Course-Statistics), 1989]
8. (a) Show that for the rectangular distribution::

$$
d F=d x, 0 \leq x<1
$$

$\mu_{1}^{\prime}($ about origin $)=1 / 2$, variance $=1 / 12$ and mean deviation about mean $=1 / 4$.
[Madras Univ B.Sc Sept. 1991; Delhi U. B.Sc. Sept. 1992]
(b) Find the characteristic function of the random variable $Y=\log E(X)$ where $F(X)$ is the distribution function of a random variable $X$. Evaluate the $r$ th moment of $Y$.
9. If $X \sim U\left[0,1^{\prime}\right]$, find the distribution of $Y=1 / X$. Find $E(1 / X)$, if it exists.

Ans. $\quad g_{\gamma}(y)=1 / y^{2} ; \quad 1 \leq y<\infty ; \quad E(Y)=E(1 / X)$ does not exist.
10. Let $X$ be uniformly distributed on $[-1,1]$. Find the distribution function and hence the p.d.f. of $Y=X^{2}$. [Delhi Univ. B.Sc. (Maths. Hons.), 1988]
11. Let $f_{X}(x)=6 x(1-x) ; 0 \leq x \leq 1$. Find $y$ as a function of $x$ such that $Y$ has p.d.f. .

$$
g(y)=3(1-\sqrt{y}) ; \quad 0 \leq y \leq 1
$$

[Delhi Univ. B.A. Hons. (Spl. Course-Statistics), 1988]
Hint.

$$
F(x)=\int_{0}^{x} f(x) d x=3 x^{2}-2 x^{3} \sim U[0,1]
$$

$$
G(y)=\int_{0}^{y} g \cdot(y) \cdot d y^{\prime}=3 y-2 y^{3 / 2} \sim U \cdot[0,1]
$$

Setting $\quad F(x)=G(y)$, we get $y=x^{2}$.
12. The variates $a$ and $b$ are independently and uniformly distributed in the intervals $[0,6]$ and $[0,9]$ respectively. Find the probability that $x^{2}-a x+b=0$ has two real roots.

Ans. $P\left(b \leq a^{2} / 4\right)=\int_{a=0}^{1} \int_{b=0}^{a^{2} / 4} \frac{1}{6 \times 9} d a d b=1 / 3$.
13. Find the probability that the roots of the equation $x^{2}+2 b x+c=0$ should be real, given that $b \sim U[-\alpha, \alpha]$ and $c \sim U[-\beta, \beta]$ are independent.

Ans. Probability $=F\left(b^{2} \geq c\right)^{2}=1-P\left(b^{2} \leq c\right)=1-P(|b| \leq \sqrt{c})$

$$
=\int_{-\beta}^{\beta}\left(\int_{-\sqrt{c}}^{\sqrt{c}}\left(\frac{1}{2 \alpha}\right)\left(\frac{1}{2 \beta}\right) d b\right) d c
$$

14. If $a, b, c$ are randomly chosen between 0 and 1 , find the probability that the quadratic equation $a x^{2}+b x+c=0$ has real roots.

15. (a) Suppose $X$ has a rectangular distribution on ( $-1,{ }^{4} 1{ }^{1}$ ). 'Cómpute:" $P\left[\frac{|X-E(X)|}{\sigma_{X}} \geq 2\right]$ and compare it with the upper bound given by Chebyshev's
(b) Compare the upper bound of the probability,

$$
P\{|X-E(X)| \geq 2 \sqrt{V(X)}\}
$$

obtained from Chebyshev's inequality, with exact probabilty if $X$ is uniformly distributed over $(-1,3)$.

Ans. (b) Probability $\leq 1 / 4$, Exact Probability $=0$
16. Two independent variates are each uniformly distributed within the range $-a$ to $+a$. Show that their sum $X$ has a probability density given by

$$
\begin{aligned}
f(x) & =\frac{2 a+x}{4 a^{2}}, \quad-2 a \leq x \leq 0 \\
& =\frac{2 a-x}{4 a^{2}}, \quad 0 \leq x \leq 2 a
\end{aligned}
$$

Verify that the m.g.f. calculated from the value of $f(x)$ is equal to

$$
\left(\frac{1}{a t} \sinh a t\right)^{2}
$$

17. The random variables $X$ and $Y$ are independent and both have the uniform distribution on $[0,1]$. Let $Z=|X-Y|$. Prove that. for real $\theta$,

$$
\varphi(Z, \theta)=2\left[1+i \theta-e^{i \theta}\right] / 2 .
$$

Hence deduce the general expression for $E\left(Z^{n}\right)$.
Hint. $\varphi(\theta ;|X-Y|)=\int_{0}^{1} \int_{0}^{1} e^{i \theta|x-y|} f(x, y) d x d y$

$$
=2 \int_{0}^{1}\left(\int_{0}^{x} e^{i \theta(x-y)} d y\right) d x
$$



Ans. $2 /[(n+1)(n+2)]$
18. If $X$ and $Y$ are independently and uniformly distributed random variables in the interval $(0,1)$, show that the distribution of $X+Y$ is given by the density function

$$
f(z)= \begin{cases}z & 0 \leq z<1 \\ 2-z & 1 \leq z \leq 2 \\ 0 & \text { elsewhere }\end{cases}
$$

## [Hint. See Triangular distribution]

19. Ship $A$ makes radio signals to the base and the probability of the interval between consecutive signals is uniformly distributed between 4 hours and 24 hours and is zero outside this range. Ship $B$ makes radio signals to the base and the probability of the interval between consecutive signals is uniformly distributed between 10 hours and 15 hours and is zero outside this range.
(i) Ship $A$ has just signalled. What is the probability that it will make two further signals in the next 12 hours?
(ii) Ships ' $A$ and $B$ have just signalled at the same time. What is the probability that Ship $A$ will make at least two further signals before ship $B$ next signals? [Institute of Actuaries (London), April 1978]
20. If $X \sim U[0,1]$, prove that for $b<c$ fixed, $Y=(c-b) X+b$ is uniform on $[b, c]$.
8.2. Normal Distribution. The normal distribution was first discovered in 1733 by English mathematician De-Moivre, who obtained this continuous distribution as a limiting case of the binomial distribution and applied it to problems arising in the game of chance. It was also known to Laplace, no later than 1774 but through a historical error it was credited to Gauss, who first made reference to it in the beginning of 19th century (1809), as the distribution of errors in Astronomy. Gauss used the normal curve to describe the theory of accidental errors of measurements involved in the calculation of orbits of heavenly bodies. Throughout the eighteenth and nineteeth centuries, various efforts were made to establish the normal model as the underlying law ruling all continuous random variables. Thus, the name "normal". These efforts, however, failed because of false premises. The normal model has, nevertheless, become the most important probability model in statistical analysis.

Definition. A random variable $X$ is said to ahve a normal distribution with parameters $\mu$ '(called 'mean') and $\sigma^{2}$ (called 'variance') if its density.function is given by the probability law :

$$
\begin{align*}
& f(x ; \mu, \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left\{\frac{x-\mu}{\sigma}\right\}^{2}\right] \\
& f(x ; \mu, \sigma)=\frac{1}{\sigma \sqrt{2 \pi} e^{-(x-\mu)^{2} / 2 \sigma^{2}}} \\
& \quad-\infty<x<\infty,-\infty<\mu<\infty, \sigma>0 \tag{8.3}
\end{align*}
$$

Remarks. 1. A random variable $X$ with mean $\mu$ and variance $\sigma^{2}$ and following the normal law (8.3) is expressed by $X \sim N\left(\mu, \sigma^{2}\right)$
2. If $X \sim N\left(\mu, \sigma_{0}^{2}\right)$, then $Z=\frac{X-\mu}{\sigma}$, is a standard normal variate with

$$
E(Z)=0 \text { and } \operatorname{Var}(Z)=1
$$

and we write $Z \sim N(0,1)$.
3. The p.d.f. of standard normal variate $Z$ is given by

$$
\varphi(z)=\frac{1}{\sqrt{2 \pi}}-e^{-z^{2} / 2},-\infty<z<\infty .
$$

and the correspónding distribution function, denoted by $\Phi(z)^{\prime}$ is given by

$$
\begin{aligned}
\Phi(z) & =P(Z \leq z) \cdot=\int_{-\infty}^{\bar{i}} \varphi(u) \cdot d u \\
& =\frac{1}{\sqrt{2 \pi}} \int_{r \infty}^{-} e^{-u^{2} / 2} d u
\end{aligned}
$$

We shall prove below two important results on the distribution function $\dot{\Phi} \cdot(:)$ of standard normal variate.

Result 1.

$$
\begin{aligned}
\Phi(-z) & =1-\Phi(z) \quad . \quad \text { (By symmetry) } \\
\Phi(-z) & =P(Z \leq-z)=P(Z \geq z) \quad \\
& =1-P(Z \leq z) \\
& =1
\end{aligned}
$$

Proof.

$$
\begin{aligned}
& =1-\Phi(z) \\
& \text { Result 2. }{ }^{\circ} P(a \leq X \leq b)=\Phi\left(\frac{. b^{\prime}-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right\} \text {, where } X \sim N\left(\mu, \sigma^{2}\right) \\
& \text { Proof. . }{ }^{\prime} P(a \leq X \leq b)=P\left(\frac{a,-\mu}{\sigma} \leq Z \leq \frac{b-\mu}{\sigma}\right) ; \quad\left(Z=\frac{X-1 \mu}{\sigma},\right) \text {. } \\
& =P\left(Z^{\prime} \leq \frac{b-\mu}{\sigma} \cdot\right)-P\left(z \leq \frac{a-\mu}{\sigma}\right) \\
& =\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)
\end{aligned}
$$

4. The graph of $f(x)$ is a famous 'bell_shaped' curve. The top.of the bell is directly above the mean $\hat{\mu}$. For large values of $\dot{\sigma}$, the curve tends to flatten out and for small values of $\sigma$, it hàs a sharp peak.'
8.2-1. Normal Distribution as a Limiting form of Binomial Distribừtion. Normal distribution is another limiting form:of the binomial distribution under the following conditions :
(i) $n$, the number of trials'ì indèfinitely large, ite: $n \rightarrow \infty$ and
(ii) neither $p$ nor $q$ is very small.

The probability function of the binomial distribution with parameters $n$ and $p$ is given by

$$
\begin{equation*}
p \ddot{(x)}=\binom{n}{x} \ddot{\ddot{p}} q^{n-x}=\frac{n!!}{x!(n-\tilde{x})!} p^{x^{n}} q^{n-x} ; x=0,1,2, \ldots, n \tag{}
\end{equation*}
$$

Let us now consider the standard binomial variate :

When

$$
\begin{equation*}
Z=\frac{X-\dot{E}(X)}{\sqrt{V(X)}}=\frac{X-n p}{\sqrt{n p \dot{q}}} ; X=0,-1,2, \ldots, n \tag{**}
\end{equation*}
$$

$$
X=0, Z=\frac{-n p}{\sqrt{n \dot{p} q}}=-\sqrt{n p / q}
$$

$$
\text { and when } X=n, Z=\frac{n-n p}{\sqrt{n p q}}=\sqrt{n q / p}
$$

Thus in the limit as. $n \rightarrow \infty, Z$ takes the values from $-\infty$ to $\infty$. Hence the distribution of $X$ will be a continuous distribution over the range $-\infty$ to $\infty$.

We want the limiting form of (*) under the above two conditions. Using Stirling's approximation to $r$ ! for large $r$, viz.,

$$
\lim _{r \rightarrow \infty} r!\simeq \sqrt{2 \pi} e^{-r} r^{r+(1 / 2)}
$$

we have in the limit as $n \rightarrow \infty$ and consequently $x \rightarrow \infty$,

$$
\left.\begin{array}{rl}
\lim p(x) & =\lim \left[\frac{\sqrt{2 \pi} e^{-n} n^{n+\frac{1}{2}} p^{x} q^{n-x}}{\sqrt{2 \pi} e^{-x} x^{x+\frac{1}{2}} \sqrt{2 \pi} e^{-(n-x)}(n-x)^{n-x+\frac{1}{2}}}\right] \\
& =\lim \left[\frac{1}{\sqrt{2 \pi}} \frac{1}{\sqrt{n p q}} \cdot \frac{(n p)^{x+\frac{1}{2}}(n q)^{n-x+\frac{1}{2}}}{\left.x^{x+\frac{1}{2}(n-x)^{n-x+\frac{1}{2}}}\right]}\right. \\
& =\lim \left[\frac{1}{\sqrt{2 \pi} \sqrt{n p q}}\left(\frac{n p}{x}\right)^{x+\frac{1}{2}}\left(\frac{n q}{n-x}\right)^{n-x+\frac{1}{2}}\right. \tag{***}
\end{array}\right]
$$

From (**), we have

$$
X=n p+Z \sqrt{n p q} \Rightarrow \frac{X}{n p}=1+Z \sqrt{q /(n p)}
$$

Also

$$
\begin{aligned}
n-X & =n-n p-Z \sqrt{n p q}=n q-Z \sqrt{n p q} \\
\therefore \quad & \frac{n-X}{n q}=1-Z \sqrt{p /(n q)} . \text { Also } d z=\frac{1}{\sqrt{n p q}} d x
\end{aligned}
$$

Hence the probability differential of the distribution of $Z$, in the limit is given from (***) by

$$
\begin{equation*}
d G(z)=g(z) d z=\lim _{n \rightarrow \infty}\left[\frac{1}{\sqrt{2 \pi}} \times \frac{1}{N}\right] d z \tag{8.4}
\end{equation*}
$$

where $\quad N=\left[\cdot \frac{x}{n p}\right]^{x+\frac{1}{2}}\left[\frac{n-x}{n q .}\right]^{n-x+\frac{1}{2}}$

$$
\begin{aligned}
& \log N=\left(x+\frac{1}{2}\right) \log (x / n p)+\left(n-x+\frac{1}{2}\right) \log \{(n-x) / n q\}, \\
&=\left(n p+z \sqrt{n p q}+\frac{1}{2}\right) \log \left[1+z \sqrt{(q / n p)^{\prime}}\right] \\
&+\left(n q-z \sqrt{n p q}+\frac{1}{2}\right) \log [1-z \sqrt{(p / n q)}] \\
&=\left(n p+z \sqrt{n p q}+\frac{1}{2}\right)\left[z \cdot \sqrt{(q / n p)}-\frac{1}{2} z^{2}(q / n p)+\frac{1}{3} z^{3}(q / n p)^{3 / 2}-\ldots\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\left(n q-z \sqrt{n p q}+\frac{1}{2}\right)\left[-z \sqrt{(p / n q)}-\frac{1}{2} z^{2}(p / n q)-\frac{1}{3} z^{3}(p / n q)^{3 / 2}-\ldots\right] \\
& =\left[\left\{\left\{z \sqrt{n p \dot{q}}-\frac{1}{2} q z^{2}+\frac{1}{3} z^{3} \frac{q^{3 / 2}}{\sqrt{n p}}+z^{2} q-\frac{1}{2} z^{3} \frac{q^{3 / 2}}{\sqrt{n p}}\right.\right.\right. \\
& \\
& \left.+\frac{1}{2} z \sqrt{q / n p}-\frac{1}{4} z^{2} \frac{q}{n p}+\ldots\right) \\
& \\
& +\left(-z \sqrt{n p q}-\frac{1}{2} z^{2} p-\frac{1}{3} z^{3} \frac{p^{3 / 2}}{\sqrt{n q}}+z^{2} p\right. \\
& \left.\left.+\frac{1}{2} z^{3} \frac{p^{3 / 2}}{\sqrt{n p}}-\frac{1}{2} z \sqrt{p / n q}-\frac{1}{4} z^{2} \frac{p}{n p}+\ldots\right\}\right]
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
\log N & =\left[-\frac{1}{2} z^{2}(p+q)+z^{2}(p+q)+\frac{z}{2 \sqrt{n}}\{\sqrt{q / p}+\sqrt{p / q}\}+0\left\{n^{-1 / 2}\right\}\right] \\
& =\frac{z^{2}}{2}+0\left(n^{-1 / 2}\right) \rightarrow \frac{z^{2}}{2} \text { as } n \rightarrow \infty
\end{aligned}
$$

$$
\therefore \quad \lim _{n \rightarrow \infty} \log N=\frac{z^{2}}{2} \Rightarrow \lim _{n \rightarrow \infty} N=e^{z^{2} / 2}
$$

Substituting in (8.4), we get

$$
\begin{align*}
& \text { g in (8.4), we get }  \tag{8.4a}\\
& d G(z)=g(z) d z=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2} d z,-\infty<z<\infty
\end{align*}
$$

Hence the probability function of $Z$ is

$$
\begin{equation*}
g(z)=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2},-\infty<z<\infty \tag{8-4b}
\end{equation*}
$$

This is the probability density function of the normal distribution with mean 0 and unit variance.

If $X$ is normal variate with mean $\mu$ and s.d. $\sigma$ then $Z=(X-\mu) / \sigma$ is standard normal variate. Jacobian of transformation is $1 / \sigma$. Hence substituting in $\{8.4(b)\}$, the p.d.f. of a normal variate $X$ with $E(X)=\mu, \operatorname{Var}(X)=\sigma^{2}$ is given by

$$
f_{X}(x)=\left\{\begin{array}{l}
\frac{1}{\sigma \sqrt{2 \pi}} e^{-(a-\mu)^{2} / 2 \sigma^{2}},-\infty<x<\infty \\
0, \text { otherwise }
\end{array}\right.
$$

Remark. Normal distribution can also be óbtained as a limiting case of Poisson Distribution with the parameter $\lambda \rightarrow \infty$.
8.2.2. Chief Characteristics of the Normal Distribution and Normal Probability Curve. The normal probability curve with mean $\mu$ and standard deviation $\sigma$ is given by the equation

$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(x^{2}-\mu\right)^{2} / 2 \sigma^{2}},-\infty<x<\infty
$$

and has the following properties :
(i) The curve is bell shaped and symmetrical about the line $x=\mu$.
(ii) Mean, median and mode of the distribution coincide. *
(iii) As $x$ increases numerically, $f(x)$ decreases rapidly, the maximum probability occurring at the point $x=\mu$, and given by $[p(x)]_{\max }=\frac{1}{\sigma \sqrt{2 \pi}}$.
(iv) $\beta_{1}=0$ and $\beta_{2}=3$.
(v) $\mu_{2 r+1}=0,(r=0,1,2, \ldots)$,

$$
\text { and } \mu_{2 r}=1.3 .5 \ldots(2 r-1) \sigma^{2 r},(r=0,1,2, \ldots)
$$

(vi) Since $f(x)$ being the probability, can never be negative, no portion of the curve lies below the $x$-axis.
(vii) Linear combination of independent normal'variates is also a normal variate.
(viii) $x$-axis is an asymptote to the curve.
(ix) The points of inflexion of the curve are given by

(x) Mean deviation ạbout mean, is,

$$
\left.\begin{array}{c}
\text { n deviation about mean is. } \\
\sqrt{2 / \pi} \sigma \approx \frac{4}{5} \sigma \text { (approx.) }
\end{array}\right\} \text { Q.D. }=\frac{Q_{3}-Q_{1}^{\prime}}{2} \approx \frac{2}{3} \sigma .
$$

We have (approximately)

$$
\left.\begin{array}{rl}
\quad \text { Q.D. :M.D. : S.D. }:: \frac{2}{3} \sigma: \frac{4}{5} \sigma: \sigma:: \frac{2}{3}: \frac{4}{5}: 1 \\
\Rightarrow \quad \text { Q. D. : M.D.: S.D. }:: 10: 12: 15
\end{array}\right] \begin{aligned}
& \text { (xi) Area Property } \\
& P(\mu-\sigma<X<\mu+\sigma)=0.6826 \\
& P(\mu:-2 \sigma<X<\mu+2 \sigma) \\
& \quad P(\mu-3 \sigma<X<\mu+3 \sigma)=0.9544 \\
&=0.9973
\end{aligned}
$$

The following; table gives the area under the normal probability curve for some important vạlues of standard normal variate $Z_{\text {d }}$

| Distances from the'mean órdinates in ternis of $\pm \sigma$ | . Area under the curve |
| :---: | :---: |
| $Z= \pm 0.745$ | $50 \%=0.50$ |
| $Z= \pm 1.00$ | $68826 \%=0.6826$ |
| $Z= \pm 1.96$ | - $95 \%=0.95$ |
| $Z= \pm 2.0$ | $95.44 \%=0.9544$ |
| $Z= \pm 2 \cdot 58$ | : $99 \%=0.99$ |
| $Z= \pm .3 \cdot 0 \quad 1$ | $1 \quad 99.73 \%=0.9973$ |

(xii) If $X$ and $Y$ are independent standard normal variates, then it can be easily proved that $U=X+Y$ and $V=X-Y$ are independently distributed, $U \sim N(0,2)$ and $V \sim N(0,2)$.

We state (without proof) the converse of this result which is due to $D$. Bernstein.

Bernstein's Theorem. If $X$ and,$Y$ are independent and identically distributed random variables with finite varaince and if $U=X+Y$ and $V=X-Y$ are independent, then all r.v.'s $X, Y, U$ and $V$ are normally distributed.
(xiii) We state below another result which characterises the normal distribution.

If $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d. r.v.'s with finite variance, then the common distribution is normal if and only if :

$$
\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i} \quad \text { and } \quad s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}
$$

or

$$
\sum_{i=1}^{n} X_{i} \text { and } \sum_{i=1}^{n}\left(X_{i}-\bar{X} .\right)^{2}
$$

are independent.
[For 'If part', see Theorem 13.5]
In the following sequences we shall establish some of these properties.
8.2.3. Mode of Normal Distribution. Mode is the value of $\boldsymbol{x}$ for which $f(x)$ is maximum, i.e., mode is the solution of,

$$
f^{\prime}(x) \mid=0 \text { and } f^{\prime \prime}(x)<0
$$

For normal distribution with mean $\mu$ and standard deviation $\sigma^{\prime}$,

$$
\rho \quad \log f(x)=c-\frac{1}{2 \sigma^{2}}(x-\mu)^{2},
$$

where $c=\log (1 / \sqrt{2 \pi} \sigma)$, is a constant.
Differentiating w.r.t. $x$, we get

$$
\frac{1}{f(x)} \cdot f^{\prime}(x)=-\frac{1}{\sigma^{2}}(x-\mu) \Rightarrow f^{\prime}(x)=-\frac{1}{\sigma^{2}}(x-\mu) \cdot f^{\prime}(x)
$$

and

$$
f^{\prime \prime}(x)=-\frac{1}{\sigma^{2}}\left[1 . f(x)+(x-\mu) f^{\prime}(x)\right]=-\frac{f(x)}{\sigma^{2}}\left[1-\frac{(x-\mu)^{2}}{\sigma^{2} \ldots .}\right](8 \cdot 6)
$$

Now $f^{\prime}(x) \neq 0 \Rightarrow x-\mu=0$ i.e., $x=\mu$
At the point $x=\mu$, we havè from (8.6)

$$
f^{\prime \prime}(x)=-\frac{1}{\sigma^{2}}[f(x)]_{x=\mu}=-\frac{1}{\sigma^{2}} \cdot \frac{1}{\sigma \sqrt{2 \pi}}<0
$$

Hence $x=\mu$, is the mode of the normal distribution.
8.2.4. Median of Normal Distribution. If $M$ is the median of the normal distribution, we have

$$
\begin{aligned}
& \int_{-\infty}^{M} f(x) d x=\frac{1}{2} \Rightarrow \frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{M} \exp \left\{-(x-\mu)^{2} \cdot / 2 \cdot \sigma^{2}\right\} d x=-\frac{1}{2} \\
& \Rightarrow \frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\mu} \exp _{2}^{\prime}\left\{-(x-\mu)^{2} \cdot / 2, \sigma^{2}\right\} d x
\end{aligned}
$$

$$
+\frac{1}{\sigma \sqrt{2 \cdot \pi}} \int_{\mu}^{M} \exp \cdot\left\{-\cdots(x-i \mu)^{2} /\left(2 \sigma^{2}\right)_{\}}\right\} d x=\frac{1}{2}
$$

But $\left.\left.\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\mu} \exp \right\rvert\, z-(x-\mu)^{2} / 2 \cdot \sigma^{2}\right\} d x=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{0} \exp \left(-z^{2} / 2\right) d z=\frac{1}{2}$
$\therefore$ From (8.7), we get

$$
\begin{aligned}
& \frac{1}{2}+\frac{1}{\sigma \sqrt{2 \pi}} \int_{\mu}^{M} \operatorname{expp}_{\mu}^{\prime}\left\{-(x-\mu)^{2} / 2 \sigma^{\prime}\right\} d x=\frac{1}{2} \\
\Rightarrow \quad & \frac{1}{\sigma \sqrt{2 \pi}} \int_{\dot{\mu}}^{M} \exp \left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x=0 \Rightarrow \mu=M
\end{aligned}
$$

Hence for the normal distribution, Mean $=$ Median $_{\text {; }}$
Remark. From $\$ 8 \cdot 2 \cdot 3$ and $\S 8 \cdot 2 \cdot 4$, we find that for the normal distribution mean, median and mode coincide. Hence the distribution is symmetrical.
8.2.5. M:G.F. of Normal Distribution. The m.g.f. (about origin) is given by

$$
\begin{aligned}
M_{X}(t) & =\int_{-\infty}^{\infty} e^{\alpha x} f(x) d x=\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{\alpha x} \exp \cdot\left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \operatorname{ex} \dot{p}\{t(\dot{\mu}+\sigma z)\} \exp \left(-z^{2} / 2\right) d z \\
& =e^{\mu t} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\left(z^{2}-2 t \sigma \bar{z}\right)^{\prime}\right\} d z=,
\end{aligned}
$$

$$
\begin{align*}
& =e^{\mu t \cdot \frac{1}{\sqrt{2, \pi}}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left\{(z-\sigma t)^{2}-\sigma^{2} t^{2}\right\}\right] d z \\
& =e^{\mu t+t^{2} \sigma^{2} / 2} \times \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp ,\left\{-\frac{1}{2}(z, \sigma, \sigma)^{2}\right\} d z \\
& =e^{\mu t+t^{2} \sigma^{2} / 2} \times \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-u^{2} / 2\right) d u \\
& M_{X}(t)=e^{\mu i+t^{2} \sigma^{2} / 2} \tag{8•8}
\end{align*}
$$

Hence
Remark. M.G.F. of Standard Normal Variate. If $X \sim N\left(\mu, \sigma^{2}\right)$, then standard normal variate is given by

$$
Z=(X-\mu) / \sigma
$$

Now $M_{Z}(t)=e^{-\mu t / \sigma} \quad M_{X}(t / \sigma)=\exp (-\mu t / \sigma) ; \exp \cdot\left(\frac{\mu t}{\sigma}+\frac{t^{2}}{\sigma^{2}} \cdot \frac{\sigma^{2}}{2}\right)$ $=\exp \left(t^{2} / 2\right)$
8.2.6. Cumulant Generating Funćtion (c.g.f.) of Normal Distribution. The c.g.f. of normal distribution is given by

$$
\begin{aligned}
K_{X}(t) & =\log _{e} M_{X}(t)=\log _{e}\left(e^{\mu t+t^{2}, \sigma^{2}, 2}\right):=\mu t+\frac{t^{2} \cdot \sigma^{2}}{2} \\
\therefore \quad \text { Mean } & =\kappa_{1}=\text { Coefficient of } t \text { in } K_{X}(t)=\mu \\
\text { Variance } & =\kappa_{2}=\text { Coefficient of } \frac{t^{2}}{2!} \text { in } K_{X}(t)=\sigma^{2}
\end{aligned}
$$

and $\quad \kappa_{r}=$ Coefficient of $\frac{t^{r}}{r!}$ in $K_{X}(t)=0 ; r=3,4 \ldots$
Thus $\mu_{3}=\kappa_{3}=0$ and $\mu_{4}=\kappa_{4}+3 \kappa_{2}^{2}=3 \boldsymbol{\sigma}^{4}$
Hence $\quad \beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=0 \quad$ and $\quad \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=3$
8.2.7. Moments of Normal Distribution. Odd order moments about mean are given by

$$
\begin{aligned}
\mu_{2 n+1} & =\int_{-\infty}^{\infty}(x-\mu)^{2 n+1} f(x) d x \\
& =\frac{1}{\sigma \cdot \sqrt{2 \cdot \pi}} \int_{-\infty}^{\infty}(x-\mu)^{2 n+1} \exp \cdot\left(-(x-\mu)^{2} / 2 \sigma^{2}\right] d x \\
\therefore \quad \mu_{2 n+1} & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}(\sigma z)^{2 n+1} \exp \left(-z^{2} / 2\right) d z \quad\left[i=\frac{x-\mu}{\sigma}\right]
\end{aligned}
$$

$$
\begin{equation*}
=\frac{\sigma^{2 n+1}}{\sqrt{2 \dot{\pi}}} \int_{-\infty}^{\infty} z^{2 n+1} \exp \left(-z^{2} / 2\right) d z=0 \tag{8•10}
\end{equation*}
$$

since the integrand $z^{2 n+1} e^{-z^{2} / 2}$ is an odd function of $z$.
Even order moments about mean are given by

$$
\begin{aligned}
\mu_{2 n} & =\int_{-\infty}^{\infty}(x-\mu)^{2 n} f(x) d x \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}(\sigma z)^{2 n} \exp \left(-z^{2} / 2\right) d z \\
& =\frac{\sigma^{2 n}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} z^{2 n} \exp \left(-z_{:}^{2} / 2\right) \cdot d z \\
& =\frac{\sigma^{2 n}}{\sqrt{2 \pi}} \cdot 2 \int_{0}^{\infty} z^{2 n} \exp \left(-z^{2} / 2\right) d z
\end{aligned}
$$

(since integrand is an even function of $z$ )

$$
\begin{aligned}
& \therefore \quad \mu_{2 n}=\frac{2 \sigma^{2 n}}{\sqrt{2 \pi}} \int_{0}^{\infty}(2 t)^{n} e^{-t} \frac{d t}{\sqrt{2 t}} \\
&=\frac{2^{n} \cdot \sigma^{2 n}}{\sqrt{\pi}} \int_{0}^{\infty} e^{-t} t^{\left(n+\frac{1}{2}\right)-1} d t \\
& \Rightarrow \quad\left[\frac{z^{2}}{2}=t\right] \\
& \quad \mu_{2 n}=\frac{2^{n} \sigma^{2 n}}{\sqrt{\pi}} \cdot \Gamma\left(n+\frac{1}{2}\right)
\end{aligned}
$$

Changing $n$ to $(n-1)$, we get

$$
\begin{array}{rlrl} 
& & \mu_{2 n-2} & =\frac{2^{n-1} \cdot \sigma^{2 n-2}}{\sqrt{\pi}} \Gamma\left(n-\frac{1}{2}\right) \\
& \therefore \quad \frac{\mu_{2 n}}{\mu_{2 n-2}} & =2 \sigma^{2} \cdot \frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma\left(n-\frac{1}{2}\right)}=2 \sigma^{2}\left(n-\frac{1}{2}\right)[\because \Gamma(r) \because(r-1) \Gamma(r-1)] \\
\Rightarrow \quad & \mu_{2 n} & =\sigma^{2}(2 n-1) \mu_{2 n-2} \tag{8•11}
\end{array}
$$

which gives the recurrence relation for the moments of normal distribution:
From (8.11), we have

$$
\begin{align*}
\mu_{2 n} & =\left[(2 n-1) \sigma^{2}\right]\left[(2 n-3) \sigma^{2}\right] \mu_{2 n-4} \\
& \left.=\left[(2 n-1) \sigma^{2}\right][2 n-3) \sigma^{2}\right]\left[(2 n-5) \sigma^{2}\right] \mu_{2 n-6} \\
\vdots & \vdots \\
& =\left[(2 n-1) \sigma^{2}\right]\left[(2 n-3) \sigma^{2}\right]\left[(2 n-5) \sigma^{2}\right] \ldots\left(3 \sigma^{2}\right)\left(1 \sigma^{2}\right) \cdot \mu_{0}  \tag{8-12}\\
& =1.3 .5 \ldots(2 n-1) \sigma^{2 n}
\end{align*}
$$

From (8 10) and (8.12) we conclude that for the normal distribution all odd order moments about mean vanish and the even order moments about mean are given by (8.12).

Aliter. The above resulf can also be obtained quite conveniently as follows:
The m.g.f. (about mean) iss given by

$$
E\left[e^{t(X-\mu)}\right]=e^{-\mu t} E\left(e^{\prime X}\right)=e^{-\mu t} M_{X}(t)
$$

where $M_{X}(t)$ is the m.g.f. (about origin).

$$
\begin{align*}
& \therefore \text { m.g.f. (about mean) }=e^{-\mu t} e^{\mu t+i^{2} \sigma^{2} / 2}=e^{i^{2} \sigma^{2} / 2} \\
& =\left[1+\left(t^{2} \sigma^{2} / 2\right)+\frac{\left(t^{2} \sigma^{2} / 2\right)^{2}}{2!}+\frac{\left(t^{2} \sigma^{2} / 2\right)^{3}}{3!}+\ldots+\frac{\left(t^{2} \sigma^{2} / 2\right)^{n}}{n!}+\ldots\right] \ldots
\end{align*}
$$

The co efficient of $\frac{t^{r}}{r!}$ in (8-13) gives $\mu_{r}$; the ith moment about mean. Since there is no term with odd powers of $t$ in (8.13), all moments of odd order about mean vanish.
i.e., $\quad \mu_{2 n+1}=0 ; n=0,1,2, \ldots$
and

$$
\begin{aligned}
\mu_{2 n} & =\text { Coefficient of } \frac{t^{2 n}}{(2 n)!} \text { in }(8 \cdot 13)=\frac{\sigma^{2 n} \times(2 n)!}{2^{n} n!} \\
& =\frac{\sigma^{2 n}}{2^{n} n!} \cdot[2 n \cdot(2 n-1)(2 n-2)(2 n-3) \ldots 5.4 .3 .2 .1 .] \\
& =\frac{\sigma^{2 n}}{2^{n} \cdot n!}[1.3 .5 \ldots(2 n-1)][2.4 .6 \ldots(2 n-2) \cdot 2 n] \\
& =\frac{\sigma^{2 n}}{2^{n} \cdot n!}[1.3 .5 \ldots(2 n-1)] 2^{n}[1.2 .3 \ldots n] \\
& =1.3 .5 \ldots(2 n-1) \sigma^{2 n}
\end{aligned}
$$

Remark. In particular, we have from (8.10) and (8.12),

$$
\mu_{3}=0 \text { and } \mu_{2}=1 \cdot \sigma^{2}, \mu_{4}=1 \cdot 3 \sigma^{4}
$$

- Hence $\beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=0$ and $\beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{3 \sigma^{4}}{\sigma^{4}}=3$, the results which have already been obtained in (8.9) .
8.2.8 . A linear combination of independent normal variates is also a normal variate. Let $X_{i},(i=1,2, \ldots, n)$ be $n$ independent normal variates with mean $\mu_{i}$ and variance $\sigma_{i}^{2}$ respectively. Then

$$
\begin{equation*}
M_{X_{i}}(t)=\exp \left\{\mu_{i} t+\left(t^{2} \sigma_{i}^{2} / 2\right)\right\} \tag{8.14}
\end{equation*}
$$

- The m.g.f. of their linear combination $\Sigma a_{i} X_{i}$, where $a_{1}, a_{2}, \ldots, a_{n}$ are con$i=1$
stants, is given by

$$
M \Sigma a_{i} X_{i .}(t)=M a_{1} X_{1}+a_{2} X_{2}+. .+a_{n} X_{n}(t)
$$

$$
\begin{align*}
& =M_{a_{1} X_{1}}(t) . M_{a_{2} X_{2}}(t) \ldots M_{a_{n} X_{n}}(t) \\
& \quad\left(\because X_{i}^{\prime} \text { 's are independent }\right) \\
& =M_{X_{1}}\left(a_{1} t\right) . M_{X_{2}}\left(a_{2} t\right) \ldots M_{X_{n}}\left(a_{n} t\right) \quad \ldots(8 \cdot 15) \\
& \quad\left[\because M_{c_{X}}(t)=M_{X}(c t)\right]
\end{align*}
$$

From (8.14), we'have

$$
M_{X_{i}}\left(a_{i} t\right)=e^{M_{i} a_{i} t+i^{2} a_{i}^{2} \sigma_{i}^{2} / 2^{0}}
$$

$\therefore$ (8.15), gives

$$
\begin{aligned}
M_{i} a_{i} x_{i}(t) & =\left[e^{\mu_{1} a_{1} t+t^{2} a_{1}^{2} a_{1}^{2} / 2} \times e^{\mu_{2} a_{2} t+t^{2} a_{2}^{2} \sigma_{2}^{2} / 2} \times \ldots \times e^{\mu_{n} a_{n} t+t^{2} a_{0}^{2} \sigma_{0}^{2} / 2}\right] \\
& =\exp \left[\left(\sum_{i=1}^{n} a_{i} \mu_{i}\right) t+t^{2}\left(\sum_{i=1}^{n} a_{i}^{2} \sigma_{i}^{2}\right) / 2\right]
\end{aligned}
$$

which is the m.g.f. of a normal variate with mean $\sum_{i=1} a_{i} \mu_{i}$ and variance $i=1$.
$\sum_{i}^{n} a_{i}^{2}-\sigma_{i}^{2}$. Hence by uniqueness theorrem of m.g.f., i=1

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} X_{i} \sim N\left[\sum_{i=1}^{n} a_{i} \mu_{i}, \sum_{i=1}^{n} a_{i}^{2} \sigma_{i}^{2}\right] . \tag{8-15a}
\end{equation*}
$$

Remarks 1. If we take $a_{1}=a_{2}-1, a_{3}=a_{4}-\ldots=0$, then

$$
X_{1}+X_{2} \sim N\left(\mu_{1}+\mu_{2}, \sigma_{1}^{2}+\sigma_{2}^{2}\right)
$$

If we take $a_{1}=1, a_{2}=-1, a_{3}=a_{4}=\ldots=0$, then

$$
X_{1}-X_{2} \sim N\left(\mu_{1}-\mu_{2}, \sigma_{1}^{2}+\sigma_{2}^{2}\right)
$$

Thus we see that the sum as well as the difference of two independent normal variates is also a normal variate. This result provides a sharp contrast to the Poisson distribution, in which case though the sum of two independent Poisson variates is a Poisson variate, the difference is not a Poisson variate.
2. If we take
$a_{1}=a_{2}=\ldots=a_{n}=1$, then we get

$$
\begin{equation*}
\sum_{i=1}^{n} X_{i} \sim N\left[-\sum_{i=1}^{n} \mu_{i}, \sum_{i=1}^{n} \sigma_{i}^{2}\right] \tag{8-15b}
\end{equation*}
$$

i.e., the sum of independent niormal variates is also a nörmal variate, which establishes the additive property of the normal distribution.
3. If $X_{i} ; i=1,2, \ldots, n$ are identically and independently distributed as $N\left(\mu, \sigma^{2}\right)$ and if we take $a_{1}=a_{2}=\ldots=a_{n}=1 / n$,
then

$$
\frac{1}{n} \sum_{i=1}^{n} X_{i} \sim N\left\{\frac{1}{n} \sum_{i=1}^{n} \mu, \frac{1}{n^{2}} \sum_{i=1}^{n} \sigma^{2}\right\}
$$

$$
\Rightarrow \quad \bar{X} \sim N\left(\mu, \sigma^{2} / n\right), \text { where } \bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}
$$

This leads to the following important conclusion :
If $X_{i},(i=1,2, \ldots, n)$, are ịdentically and independently distributed normal variates with mean $\mu$ and variance $\sigma^{2}$, then their mean $\bar{X}$ is ąlso $N\left(\mu, \sigma^{2} / n\right)$.
8.2.9. Points of Inflexion of Normal Curve. At the point of inflexion of the normal curve, we should have

$$
f^{\prime \prime}(x)=0, \text { and } f^{\prime \prime}(x) \neq 0
$$

For normalcurve, we have from (8:6)

$$
\begin{array}{ll} 
& f^{\prime \prime}(x)=-\frac{f(x)}{\sigma^{2}}\left[1-\frac{(x-\mu)^{2}}{\sigma^{2}}\right] \\
\therefore & f^{\prime \prime}(x)=0 \Rightarrow 1-\frac{(x-\mu)^{2}}{\sigma^{2}}=0 \Rightarrow x=\mu \pm \sigma
\end{array}
$$

It can be easily verified that at the points $x=\mu \pm \sigma, f^{\prime \prime \prime}(x) \neq 0$.
Hence the points of inflexion of the norimal curve are given by $x=\mu \pm \sigma$ and $f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-1 / 2}$ i.e., they are equi-distant (at a distance $\sigma$ ) from the mean.

## 8.2-10. Mean Deviation from thè Mean for Noṛmal Distribution.

M.D. (about mean) $=\int_{-\infty}^{\infty}|x-\mu| f(x)^{\prime} d x$

$$
\begin{aligned}
& =\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty}|x-\mu:| e^{-(x-\mu)^{2} / 2 \sigma^{2}} d x \\
& =\frac{\sigma}{\sqrt{2 \pi}} \int_{-\infty}^{\infty}|z| e^{-z^{2} / 2} d z \quad\left[\frac{x-\mu}{\sigma}=z\right] \\
& =\frac{2 \sigma^{\prime}}{\sqrt{2 \pi}} \cdot \int_{0}^{\infty}|z| e^{-z^{2} / 2} d z
\end{aligned}
$$

since the integrand $|z| e^{-z^{2} / 2}$ is un even function of $z$.
Since in $[0, \infty],|z|=z$, we have
M.D. (about mean) $=\sqrt{2 / \pi} \sigma \int_{0}^{\infty} z e^{-z^{2} / 2} d z$

$$
=\sqrt{2 / \pi} \sigma_{:} \int_{0}^{\infty} e^{-t} d t \quad, \quad\left[\frac{z^{2}}{2}=t\right]
$$

$$
\begin{aligned}
& =\sqrt{2 / \pi} \sigma\left|\frac{e^{-1}}{-1}\right|_{0}^{\infty} \\
& =\sqrt{2 / \pi} \sigma \\
& =\frac{4}{5} \sigma \text { (approx.) }
\end{aligned}
$$

8.2.11. Area Property (Normial Probability Integral). If $X \sim N\left(\mu, \sigma^{2}\right)$, then the probability that random value of $X$ will lie between $X=\mu$ and $X=x_{1}$ is given by

$$
\begin{aligned}
& \quad P\left(\mu<X<\dot{x}_{1}\right)=\int_{\mu}^{x_{1}} f(x) d x=\frac{1}{\sigma \sqrt{2 \pi}} \int_{\mu}^{x_{1}} e^{-(x-\mu)^{2} /\left(2 \sigma^{2}\right)} d x \\
& \text { Put } \frac{X-\mu}{\sigma}=Z \text {, i.e., } X-\mu=\sigma Z \\
& \text { When } X=\mu, Z=0 \text { and when } X=x_{1}, Z=\frac{x_{1}-\mu}{\sigma}=z_{1},(\text { say }) . \\
& \therefore P\left(\mu<X<x_{1}\right)=P\left(0<Z<z_{1}\right)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{z_{1}} e^{-z^{2} / 2} d z=\int_{0}^{z_{1}} \varphi(z) d z
\end{aligned}
$$

where $\varphi(z)=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2}$, is the probability function of standard normal variate.
The definite integral $\int_{0}^{z_{1}} \varphi(z) d z$ is known as normal probability integral and gives the area under standard normal curve between the ordinates at $Z=0$ and $Z=z_{1}$. These areas have been tabulated for different values of $z_{1}$, at intervals of 0.01 [c.f. Appendix, Table IV].


In particular, the probability that a random value of $X$ lies in the interval $(\mu-\sigma, \mu+\sigma)$ is given by

$$
P(\mu-\sigma<X<\mu+\sigma)=\int_{\mu-\sigma}^{\mu+\sigma} f(x) d x
$$

$$
\begin{array}{rlr}
\Rightarrow P(-1<Z<1) & =\int_{-1}^{1} \varphi(z) d z & {\left[z=\frac{x-\mu}{\sigma}\right]} \\
& =2 \int_{0}^{1} \varphi(z) d z & \text { (By symmetry) } \\
& =2 \cdot \times 0 \cdot 3413=0.6826 & \text { (From tables) ...(8.17) }
\end{array}
$$

Similarly

$$
\begin{align*}
P(\mu-2 \sigma<X<\mu+2 \sigma) & =P(-2<Z<2)=\int_{-2}^{2} \varphi(z) d z \\
& =2 \int_{0}^{2} \varphi(z) d z=2 \times 0.47 \dot{2}=0.9544 \tag{8•}
\end{align*}
$$

and

$$
\begin{align*}
P(\sigma-3 \sigma<X<\mu+3 \sigma) & =P(-3<Z<3)=\int_{-3}^{3} \varphi(z) d z \\
& =2 \int_{0}^{3} \varphi(z) d z=2 \times 0.49865=0.9973 \tag{8-.19}
\end{align*}
$$

Thus the probability that a normal variate $X$ lies outside the range $\mu \pm \mathbf{3} \sigma$ is given by

$$
P(|X-\mu|>3 \sigma)=P(|Z|>3) \pm 1-P(-3 \leq Z \leq 3)=0.0027
$$

Thus in all probability, we should expect a normal Variate to lie within the range $\mu \pm 3 \sigma$, though theoretically; it may range from $-\infty$ to $\infty$.

Remarks. 1. The total area under normal probability curve is unity, i.e.,

$$
\int_{-\infty}^{\infty} f(x) d x=\int_{-\infty}^{\infty} \varphi(z) d z=1
$$

2. Since in the normal probability tables, we are given the areas under standard normal curve, in numerical problems we shall. deal with the standard normal variate $Z$ rather than the variable $Y$ itself.
3. If we want to find area under normal curve, we will ${ }_{\text {somehow or other }}$ try to convert the given area to the form $P\left(0<Z<z_{1}\right)$, since the areas have been given in this form in the tables.

8-2-12. Error Function. If $X \sim N\left(0, \sigma^{2}\right)$, then

$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-x^{2} / 2 \sigma^{2}},-\infty<x<\infty
$$

If we take $h^{2}=\frac{1 .}{2 \sigma^{2}}$ then $f(x)=\frac{h}{\sqrt{\pi}} e^{-h^{2} x^{2}}$

The probability that a random value of the variate lies in the range $\pm x$ is
given by

$$
\begin{align*}
P & =\int_{-\lambda}^{x} f(x) d x=\frac{h}{\sqrt{\pi}} \int_{-\lambda}^{\lambda} e^{-h^{2} x^{2}} d x \\
& =\frac{2 h}{\sqrt{\pi}} \int_{0}^{x} e^{-h^{2} x^{2}} d x=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-h^{2} x^{2}}(h \dot{d} x) \tag{*}
\end{align*}
$$

Taking

$$
\begin{gather*}
\psi(y)=\frac{2}{\sqrt{\pi}} \int_{0}^{1} e^{-y^{2}} d y,(*) \text { may' be re-written as } \\
P=\psi(h x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-h^{2} x^{2}}(h d x) \tag{**}
\end{gather*}
$$

The function $\psi(y)$, known as the error function, is'of fundamental importance in the theory of errors in Astronomy.
8.2.3. Importance of Normal Distribution. Normal distribution plays a very important role in statistical theory because of the following reasons :
(i) Most of the distributions occurring in practice, e.g., Binomial, Poisson, Hypergeometric distributions, etc., can be approximated by normal distribution. Moreover, many of the sampling distributions, e.g., Sțudent's ' $t$ ', Snedecor's F, Chi-squaré distributions, etc., tend to ncrmality for large samples.
(ii) Even if a variable is not normally distributed, it can sometimes be brought to normal form by simple transformation of variable. For example, if the distribution of $X$ is skewed, the distribution of $\sqrt{X}$ might come out to be normal [c.f. Variate Transformations at the end'of this Chapter].
(iii) If $X \sim N\left(\mu, \sigma^{2}\right)$, then

$$
\begin{array}{rlrl} 
& P(\mu-3 \sigma<X<\mu+3 \sigma) & =0.9973 \\
\Rightarrow & P(-3<Z<3) & =0.9973 \\
\Rightarrow & P(1 Z \mid<3) & =0.9973 \\
\Rightarrow & P(l: Z \mid>3)=0.0027
\end{array}
$$

This property of the normal distribution forms the basis of entire Large Sample theory.
(iv) Many of the distributions of sample statistic (e.g., the distributions of sample mean, sample variance, etc.) tend to normality for large samples and as such they can best be studied with the help of the normal curves.
(v) The entire theory of small sample tests, viz., $t, F, \chi^{2}$ tests-etc., is ibased on the fundamental assumption that the parent populations from which the samples have been drawn follow normal distribution.
(vi) Theory of normal curves can be applied to the graduation of the curves which are not normal.
(vii) Normal distribution finds large applications in Statistical Quality Control in industry for setting control limits.

The following quotation due to Lipman tight! reveals the populatity and importance of nomal distrabution .
 perimemers becanse the think it is a mathematical theorem. the manhermatic iams becatuse the thinh it is experimemtal fact."

W J Youden of the National Bureatu of Standard deseribe the impontance of the Nesmal distributon artistically in the following words.

THE NORMAL
LAW OF IERRORS
STANDS OUT IN THE EXPERIENCE OF MANKIND
AS ONE OF THE BROADEST
GENERALISATIONS OF NATURAL
PHILOSOPHY IT SERVES AS THE
GUIDING INSTRUMENT IN RESEARCHES.
IN THE PHYSICAL AND SOCIAI, SCIENCES
AND TN MEDICINE, AGRICULTURE AND ENGINEERING. IT IS AN INDISPENSABLE TOOL FOOR
THE ANALYSIS AND THE INTERPRETATION OF THE BASI'C'DATA OBTAINED BY'OBSERVATION AND EXPERİMENT.

The above presentation, strikingly enough, giyes the shape of the normal probability curve.
8.2 14. Fitting of Normal Dịstribution. In order to fit normal distribution to the given data we first calculate the mean $\mu$. (say), and standard deviation $\sigma$, (say), from the given data. Thẹn the normal curve fitted to the given data is given by

$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp ^{\prime}-(x-\mu)^{2} / 2 \sigma^{2} \ddots,-\infty<x<\infty
$$

To calculate the expected normal frequencies wè first find the standard normal variates corresponding to the lower limits of each of the class intervals. i.e., we compute $z_{i}=\frac{x_{i}^{\prime}-\mu}{\sigma}$, where $x_{\prime}^{\prime}$ is the lower limit of 'the $i$ th class interval
 $\varphi\left(z_{i}\right)$ are computed from the tahles. Finally, the areas for the successive claps intervals are obtained by subtractoon, viz.. $\varphi\left(z_{i}+1\right)-\varphi\left(\pi_{1}\right) .(i=1,2 \ldots)$ and $\varphi n$ multiplying these areas by $N$, we get the expected normal frequencies.

Example 8.10. Obiain the equation of the normal curve that mave be fitted to the following data :

Class. $\quad 60-65 \quad 65-70 \quad 70-75 \quad 75-80 \quad 80-85 \quad 85-9() \cdot 9(0-95 \quad 95-1(0)$

Also obtain the expected mormal frequencies

Solution. For the given data. we have

$$
N=1(x) \cdot \mu=79945 \text { and } \sigma=5545
$$

Hence the equation of the normal curve fitted to the given data is

$$
f(1)^{\prime}=\frac{1(1)(0)}{\sqrt{2 \pi \times 5.545}} \exp \left\{-\frac{1}{2}\left(\frac{1-79 \cdot 9+5}{5545}\right)^{2}\right\}
$$

Theoretical normal frequencies can be obtained as follows .

| class | lamer r less boundo? ( $X^{\prime}$ ) | $Z=\frac{X^{\prime}-\mu}{\sigma}$ | $=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{4}(\pi)$ | $\begin{aligned} & \Delta \varphi(z) \\ = & \psi ;+1-\psi- \end{aligned}$ | Expected frequency $N \Delta \psi(\Omega)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Below |  |  |  |  |  |
| 60 | - - | - | 0 | 0000112 | $012 \cong 0$ |
| 60-65 | 60 | - 3663 | 0000112 | 0002914 \| | $2914 \equiv 3$ |
| 6.5-70 | 65 | -2 745 | 0003026 | 0031044 | $31044 \cong 31$ |
| 70-75 | 70 | -1.826 | 0034070 | 0147870 | $147870 \cong 148$ |
| 75-80 | 75 | -. 0908 | 0181940 | 0322050 | $322050 \cong 322$ |
| 80-85 | 80 | 0010 | 0503990 | 0319300 | $319300 \cong 319$ |
| 85-90 | 85 | 0928 | 0823290 | 0144072 | $144072 \cong 144$ |
| 90-95 | 90 | 1487 | 0967362 | 0029792 | $29792 \cong 30$ |
| 95-100 | 95 | 2.675 | 0997154 | 0002733 | $2733 \equiv 3$ |
| 100 and | 100 | 3683 | 0999887 |  |  |
| Total |  |  |  |  | 1000 |

Example 8.11. For a certain nornal distribution, the first moment about 10 is 40 and the fourth moment about 50 is 48 . What is the arithmetic mean and standard deviation of the distribution :
[Delhi Univ. B.Sc. (Hons. Subs.), 1987; Allahabad Univ. B.Sc. 1990]
Solution. We know that if $\mu_{\prime^{\prime}}$ is the first moment about the point $X=A$, then arithmetic mean is given by:

$$
\text { Mean }=A^{\prime}+\mu_{1}^{\prime}
$$

We are given
$\mu_{1}^{\prime}($ about the point $X=10)=40 \Rightarrow$ Mean $=10+40=50$
Also we are given
$\mu_{4}^{\prime}$ (about the point $\left.X=50\right)=48$, i.e., $\mu_{4}=48$
But for a normal distribution with standard deviation $\sigma_{2}$

$$
\mu_{4}=3 \sigma^{4} \Rightarrow 3 \sigma^{4}=48 \text { i.e., } \sigma=2
$$

Example 8.12. X is normally distributed and the meänrof X is 12 and S.D. is 4. (a) Find out the probability of the following :
(i). $X \geq 20$,
(ii) $X \leq 20$, and
(iii) $0 \leq X \leq 12$
(b) Find $x^{\prime}$, when $P\left(X>x^{\prime}\right)=0.24$.
(c) Find $x_{0}{ }^{\prime}$ and $x_{1}^{\prime}$, when $P\left(x_{0}{ }^{\prime}<X<x_{\prime}^{\prime}\right)=050^{\prime}$ and $\dot{P}\left(X>x_{1}^{\prime}\right)=025$

Solution. (a) We have $\mu=12, \sigma=4$, i.e., $X \sim N(12,16)$.
(i) $P(X \geq 20)=$ ?

When $X=20, \quad Z=\frac{20-12}{4}=2$
$\therefore \quad P(X \geq 20)=\dot{P}(Z \geq 2)=0.5-P(0 \leq Z \leq 2)=0.5-0.4772=0.0228$
(ii) $P(X \leq 20)=1-P(X \geq 20)$

$$
=1-0.0228=0.9772
$$

(iii) $P(0 \leq X \leq 12)=P(-3 \leq Z \leq 0)$
( $\because$ Total probability $=1$ )


$$
=P(0 \leq Z \leq 3)=0.49865
$$

$\underset{\text { (From symmetry) }}{\left(Z=\frac{X-12}{4}\right)}$
(b) When $X=x^{\prime}, Z=\frac{x^{\prime}-12}{4}=z_{1}$ (say)
then, we are given

$$
P\left(X>x^{\prime}\right)=0.24 \Rightarrow P\left(Z>z_{1}\right)=0.24 \text {, i.e., } P\left(0<Z<z_{1}\right)=0.26
$$


$\therefore$ From normal tables,

$$
z_{1}=0.71 \text { (approx.) }
$$

Hence

$$
\frac{x_{1}^{\prime}-12}{4}=0.71 \Rightarrow x_{1}^{\prime}=12+4 \times 0.71=14.84
$$

(c) We.are given

$$
\begin{equation*}
P\left(x_{0}^{\prime}<X<x_{1}^{\prime}\right)=0.50 \text { and } P\left(X>x_{1}{ }^{\prime}\right)=0.25 \tag{}
\end{equation*}
$$

From (*), obviously the pointsio' and $x^{\prime}$ are located as shown in the figure.


When $X=x_{1}^{\prime} . \quad Z=\frac{x_{1}^{\prime}-12}{4}=z$ (say)
and when $X=x_{0}^{\prime}, \quad Z=\frac{x_{0}^{\prime}-12}{4}=-z_{1}$
(It is obvious from the figure)
We have

$$
\begin{aligned}
& P\left(Z>\Sigma_{1}\right) & =0.25 \\
\therefore \quad & z_{1} & =0.67
\end{aligned} \quad \Rightarrow \quad P\left(0<Z<z_{1}\right)=0.25 \quad \text { (From tables) }
$$

Hence $\quad \frac{x_{1}^{\prime}-12}{4}=0.67 \quad \Rightarrow \quad x_{1}^{\prime}=12+4 \times 067=14.68$
and

$$
\frac{x_{0}^{\prime}-12}{4}=-\left(0.67 \quad \Rightarrow \quad x_{0}^{\prime}=12-4 \times 0.67=9.32\right.
$$

Example 8.13. $X$ is a normal variate with mean 30 and S.D. 5. Find the probabilities that
(i) $26 \leq x \leq 40$,
(ii) $x \geq 45$, and
(iii) $\mid x-30+>5$.

Solution. Here $\mu=30$ ) and $\sigma=5$.

(1) When $X=26, Z=\frac{X-\mu}{\sigma}=\frac{26-30}{5}=-0.8$
and when

$$
X=40, Z=\frac{40-30}{5}=2
$$

$\therefore \quad P(26 \leq X \leq 40)=P(-() .8 \leq Z \leq 2)$
$=P(-0) \cdot 8 \leq Z \leq 0)+P(0 \leq Z \leq 2)$
$=P(-0.8 \leq Z \leq 0)+0.4772$
(From tables)
$=P(0 \leq Z \leq 0.8)+0.4772$
(From symmetry)
$P(X \geq 45)=$ ?


When $X=45, \quad Z=\frac{45-30}{5}=3$

$$
\begin{array}{rlrl}
\therefore & & P(X \geq 45) & =P(Z \geq 3)=0.5-P(0 \leq Z \leq 3) \\
& & =0.5-0.49865=0.00135 \\
\text { (iii) } & P(|X-30| \leq 5) & =P(25 \leq X \leq 35)=P(-1 \leq Z \leq 1)  \tag{iii}\\
& & & =2 P(0 \leq Z \leq 1)=2 \times 0.3413=0.6826 \\
\therefore & P(|X-30|>5) & =1-P(|X-30| \leq 5) \\
& & =1-0.6826=0.3174
\end{array}
$$

Example 8.14. The mean yield for one-acre plot is 662 kilos with a s.d. 32 kilos. Assuming normal distribution, how many:one-acre plots in a batch of 1.000 plots would you expect to have yield (i) over 700 kilos, (ii) below 650 kilos, and (iii) what is the lowest yield of the best 100 plots?

Solution. If the r.v. $X$ denotes the yield (in kilos) for one-acre plot, then we are given that $X \sim N\left(\mu, \sigma^{2}\right)$, where $\mu=662$ and $\sigma=32$.
(i) The probability that a plot has a yield over 700 kilos is given by

$$
\begin{aligned}
P(X>700) & =P(Z>1 \cdot 19) ; \quad Z=\frac{X-662}{32} \\
& =0.5-P(0 \leq Z \leq 1 \cdot 19) \\
& =0.5-0.3830 \\
& =0.1170
\end{aligned}
$$

Hence in a batch of 1.000 plots, the expected number of plots with yield over $7(0)$ kilos is $1,000 \times 0.117=117$.
(ii) Required number of plots with yield below 650 kilos is given by

$$
\begin{aligned}
1000 \times P(X<650) & =1000 \times P(Z<-0.38) \\
& =1000 \times P(Z>0.38) \\
& =1000 \times[0.5-P(0 \leq Z \leq 0.38)] \\
& =1000 \times[0.5-0.1480]=1000 \times 0.352 \\
& =352
\end{aligned}
$$

(iii) The lowest yield, say, $x_{1}$ of the best 100 plots is given by

$$
P\left(X>x_{1}\right)=\frac{100}{1000}=0.1
$$

When

$$
\begin{equation*}
X=x_{1}, Z=\frac{x_{1}-\mu}{\sigma}=\frac{x_{1}-662}{32}=z_{1} \text { (say) } \tag{}
\end{equation*}
$$

such that

$$
P\left(Z>z_{1}\right)=0.1 \quad \Rightarrow \quad P\left(0 \leq Z \leq z_{1}\right)=0.4 .
$$

$\Rightarrow \quad z_{1}=1.28$ (approx.)' [From Normal.Probability Tables]
Substituting in (*), we get

$$
\begin{aligned}
x_{1} & =662+32_{y} z=662+32 \times 1.28 \\
& =662+40.96=702.96
\end{aligned}
$$

Hence the best 100 plots have yield over $702 \cdot 96$ kilos.
Example 8.15. There are six hundred Economics students in the postgraduate classes of a university, and the probability for any student to need a copy of a particular book from the university library on any day is 0.05 . How many copies of the book should be kept in the university library so that the probability may be greater than 0.90 that none of the students needing a copy from the library has to come back disappointed? (Use normal approximation to the binomial distribution).
[Delhi Univ. M.A. (Eco.), 1989]
Solution. We are given :

$$
\begin{aligned}
& n=600, p=0.05, \mu=n p=600 \times 0.05=30 \\
& \sigma^{2}=n p q=600 \times 0.05 \times 0.95=28.5 \Rightarrow \sigma=\sqrt{28.5}=5.3
\end{aligned}
$$

We want $x_{1}$ such that

$$
\begin{array}{rrrr} 
& P\left(X<x_{1}\right)>0.90 & & \\
\Rightarrow & P\left(Z<z_{1}\right)>0.90 & & {\left[z_{1}=\frac{x_{1}-3}{5.3}\right.} \\
\Rightarrow & P\left(0<Z<z_{1}\right)>0.40 & & \\
\Rightarrow & z_{1}>1.28 & & \text { [From Normal ] } \\
\Rightarrow & \frac{x_{1}-30}{5.3}>1.28 & \Rightarrow & x_{1}>30+5.3 \times 1.28 \\
\Rightarrow & x_{1}>30+6.784 & \Rightarrow & x_{1}>36.784 \simeq 37
\end{array}
$$

Hence the university library should keep at least 37 copies of the book.
Example 8.16. The marks obtained by a number of students for a certain subject are assumed to be approximately normally distributed with mean value 65
and with a standard deviation of 5 . If 3 students are taken at random from this set what is the probability that exactly 2 of them will have marks over 70?

Solution. Let the r.v. $X$ denote the marks obtained by the given set of students in the given subject. Then we are given that $X \simeq N\left(\mu, \sigma^{2}\right)$ where $\mu=65$ and $\sigma=5$. The probability ' $p$ ' that a randomly selected student from the given set gets marks over 70 is given by

$$
\begin{array}{rlrl} 
& & p & =P(X>70) \\
\text { When } & X & =70, Z=\frac{X-\mu}{\sigma}=\frac{70-65}{5}=1 . \\
\therefore & p & =P(X>70)=P(Z>1) \\
& & =0.5-P(0 \leq Z \leq 1) \\
& & =0.5-0.3413=0.1587 \quad \text { [From Normal probability tables] }
\end{array}
$$

Since this probability is same for each student of the set, the required probability that sout of 3 students selected at random from the set, exactly 2 will have marks over 70, is given by the binomial probability law:
${ }^{3} C_{2} p^{2} \cdot(1-p)=3 \times(0.1587)^{2} \times(0.8413)=0.06357$
Example 8.17. (a) If $\log _{10} X$ is normally distributed with meant 4 and variance 4, find the probability of

$$
1 \cdot 202<x<83180000
$$

(Given $\log _{i 0} 1202=3 \cdot 08, \log _{10} 8318=3.92$ ).
(b) $\log _{10} X$ is normally distributed with mean 7 and variance $3, \log _{10} Y$ is normally distributed with mean 3 and variance unity. If the distributions of $X$ and $Y$ are independent, find the probability of $1 \cdot 202<(X / Y)<83180000$.
[Given $\log _{10}(1202)=3.08, \log _{10}(8318)=3.92$ ]
Solution. (a) Since $\log X$ is a non-decreasing function of $X$, we have $P(1 \cdot 202<X<83180000)=P\left(\log _{10} 1 \cdot 202<\log _{10} X<\log _{10} 83180000\right)$

$$
\begin{aligned}
& =P\left(0.08<\log _{10} X<7.92\right) \\
& =P(0.08<Y<7.92)
\end{aligned}
$$

where $Y=\log _{10} X \sim N^{\prime}(4,4)$ (given).
When

$$
Y=0.08, Z=\frac{0.08-4}{2}=-1.96
$$

and when

$$
Y=7.92, Z=\frac{7.92-4}{2}=1.96
$$

$\therefore$ Required probability $=P(0.08<Y<7.92)$

$$
=P(-1.96<Z<1.96)=2 P(0<Z<1.96)
$$

(By symmetry)

$$
=2 \times 0.4750=0.9500
$$

(b) $P[1 \cdot 202<(X / Y)<83180000]$

$$
=P\left[\log _{10} 1 \cdot 202<\log _{10}(X / Y)<\log _{10} 83180000\right]
$$

$$
=(0.08<U<7.92)
$$

where

$$
U=\log _{10}(X / Y)=\log _{10} X-\log _{10} Y
$$

Sincé $\log _{10} X \sim N(7,3)$ and $\log _{10} Y \sim N(3,1)$, are independent,

$$
\begin{array}{rlrl} 
& \log _{10} X-\log _{10} Y \sim N(7-3,3+1) \\
\Rightarrow \quad & U & =\left(\log _{10} X-\log _{10} Y\right) \sim N(4,4)
\end{array} \quad \text { (c.f. Remark 1, \&8.2.8) }
$$

$\therefore$ Required probability is given by

$$
\begin{aligned}
p & =P(0.08<U<7.92), \text { where } U \sim N(4,4) \\
& =0.95
\end{aligned}
$$

[See part (a)]
Example 8.18. Two independent random variates $X$ and $Y$ are both normally distributed with means 1 and 2 and standard deviatioiss 3 and 4 respectively. If $Z=X-Y$, write the probability density function of $Z$. Also state the median, s.d. and mean of the distribution of $Z$. Find Prob. $\{Z+1 \leq 0\}$.

Solution. Since $X \sim N(1,9)$ ạnd $Y \sim N(2,16)$ are independent, $Z=Y-Y \sim$ $N(1-2,9+16)$, i.e., $Z=X-Y \sim N(-1,25)$. Hence p.d.f. of $Z$ is

$$
p(z)=\frac{1}{5 \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{z+1}{5}\right)^{2}\right] ;-\infty<z<\infty .
$$

For the distribution of $Z$,

$$
\begin{array}{rlrl}
\text { Median } & =\text { Mean }=-1 & \text { and } & \text { s.d. }=\sqrt{25}=5 \\
P(Z+1 \leq 0) & =P(Z \leq-1) \\
& =P(\dot{U} \leq 0) ; \\
& =0.5
\end{array} \quad\left[U=\frac{Z+1}{5} \sim N(0,1)\right]
$$

Example 8:19. Prove that for the normal distribution the quartile deviation, the mean deviation and standard deviation are approximately 10:12:15.
[Dibrugarh Univ. B.Sc. 1993]
Solution. Let $X$ be a $N\left(\mu, \sigma^{2}\right)$. If $Q_{1}$ and $Q_{3}$ are the first andthird quartiles respectively, then by definition

$$
P\left(X<Q_{1}\right)=0.25 \quad \text { and } \quad P\left(X>Q_{3}\right)=0.25
$$

The points $Q_{1}$ and $Q_{3}$ are'located as shown in the figure given below.


When

$$
X=Q_{3}, Z=\frac{Q_{3}-\mu}{\sigma}=z_{1},(\text { say })
$$

and when

$$
X=Q_{1}, Z=\frac{Q_{1}-\mu}{\sigma}=-z_{1} \text { (This is obvious from the figure) }
$$

Subtracting, we have

$$
\frac{Q_{3}-Q_{1}}{\sigma}=2 z_{1}
$$

The quartile deviation is given by

$$
\text { Q.D. }=\frac{Q_{3}-Q_{1}}{2}=\sigma z_{1}
$$

From the figure, obviously, we have

$$
\begin{aligned}
& P\left(0<Z<z_{1}\right)=0.25 \Rightarrow z_{1}=0.67 \text { (approx.) } \quad \text { (Froin Noımal Tables) } \\
& \therefore \quad \text { Q.D. }=\sigma z_{1}=0.67 \sigma=\frac{2}{3} \sigma .
\end{aligned}
$$

For normal distribution mean deviation about mean (c.f. \&8.2-10) is given by

$$
\text { M.D. }=\sqrt{2 / \pi} \sigma=\frac{4}{5} \sigma
$$

Hence Q.D. : M.D. : S.D. $:: \frac{2}{3} \sigma: \frac{4}{5} \sigma: \sigma:: \frac{2}{3}: \frac{4}{5}: 1:: 10: 12: 15$
Example 8.20 (a). In a distribution exactly normah $7 \%$ of the items are under 35 and $89 \%$ are under 63. What are the mean and standard deviation of the distribution?
[Kerala Univ. B.Sc., May 1991]
(b) Of a large group of men, $5 \%$ are under 60 inches in height and $40 \%$ are between 60 and 65 inches. Assuming a normal distribution, find the mean height and standard deviation.
[Nagpur̀ Univ. B.Sc., 1992].
Solution. If $X \sim N\left(\mu, \sigma^{2}\right)$, then we are given

$$
P(X<63)=0.89 \quad \Rightarrow \quad P(X>63)=0.1 .1 \text { and } P(X<35)=0.07
$$

The points $X=63$ and $X=35$ are located as shown in Fig. (i) below.
Since the value $X=35$ is located to the left of the ordinate at $X=\mu$, the corresponding value of $Z$ is negative.

When $X=35, Z=\frac{35-\mu}{\sigma}=-z_{1}$, (say),

and when $X=63, Z=\frac{63-\mu}{\sigma}=23$, (saly),
Thus we have, as is obvious from figures (i) and (ii)

$$
P \cdot(0<Z<2)=0.39 \text { and } P(0<Z<2.1)=043
$$

Hence from normal tables. we have

$$
\begin{array}{rlrl}
z_{2} & =1.23 \text { and } z_{1}=1.48 \\
\therefore & \frac{63-\mu}{\sigma} & =1.23 \text { and } \frac{35-\mu}{\sigma}=-148
\end{array}
$$

Subtracting, we get

$$
\begin{array}{rlrl} 
& \frac{28}{\sigma} & =2.71 \Rightarrow \sigma=\frac{28}{2.71}=10.33 \\
& \therefore & \mu & =35+1.48 \times 10.33=35+15.3=50.3
\end{array}
$$

(b) We are given

$$
P(X<60)=0.05 \text { and } P(60<X<65)=0.40
$$

$$
\text { i.e., } \quad P(X<65)=0.45
$$

Since the total area to the left of the ordinate at $X=\mu$ is $0 \cdot 5$, both the points $X=60$ and $X=65$ are located to the left of $X=\mu$ and consequently the corresponding values of $Z$ are negative.


Let $X \sim N\left(\mu, \sigma^{2}\right)$.

$$
\begin{array}{ll}
\text { When } X=65, & Z=\frac{65-\mu}{' \sigma}=-z_{1} \text { (say), } \\
\text { and when } X=60, & Z=\frac{60-\mu}{\sigma}=-z_{2} \text { (say). }
\end{array}
$$



Thus we have

$$
\begin{aligned}
& P(0<Z<-2)=0.45 \text { and } P(0<Z<-1)=0(05 \\
\therefore \quad & \therefore=1.645 \text { and }-1=0.13 \text { (approx.) } \quad \text { (From Normal'Tables) }
\end{aligned}
$$

Hence $\frac{(0)-\mu}{\sigma}=-1.645 \ldots(*)$ : and $\frac{65-\mu}{\sigma}=-0.13 \ldots(* *)$
Dividing. we get $\frac{6()-\mu}{65-\mu}=\frac{1.645}{0.13} \Rightarrow \mu=\frac{19825}{3(03}=6.5 .42$
$\therefore$ Fromi (*), we have $\sigma=\frac{6()-65.42}{-1.645}=3.29$
Remarks. If we sụbstitute the value of $\mu$ in $\left({ }^{* *}\right)$, we get $\sigma=3.23$ which is only an approximate value since the value of $z_{1}^{3}=0 \cdot 13$, seen from the table, is not exact but only approximate. On the other hand, the value of $22=1.645$ is exact and hence use of $\left(^{*}\right)$ for estimating $\sigma$ gives better approximation.

Example 8.21 If the skulls are clässified as $A, B$ and $C$ according as the length-breadth index is under 75, between 75 and 80 , or over 80 , find approximate. b (assuming that the distribution is normal) the mean and standard deviation of a series in which $A$ are $58 \%, B$ are $38 \%$ and $C$ are $4 \%$, being given that if

$$
f(t)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{1} \exp \left(-x^{2} / 2\right) d x
$$

then

$$
f(0.20)=0.08 \text { and } f(1.75)=0.46
$$

[Delhi Univ. B.Sc., 1989; Burdwan Univ. B.Sc., 1990]
Solution. Let the length-breadth index be denoted by the variable $X$, then we are given

$$
\begin{equation*}
P(X<75)=0.58 \text { and } P(X>80)=0.04 \tag{l}
\end{equation*}
$$

Since $P(X<75)$ represents the total area to the left of the ordinate at the point $X=75$ and $P(X>80)$.represents the total area to the risint of the ordinate at the point $X=80$, it is obvious from (1) that the points $X=15$ and $X=80$ are located at the positions shown in the figure below.


Now $\frac{1}{\sqrt{2} \pi} \int_{0}^{1} \exp \left(-x^{2} 2\right) d x$ represents the area under standard normal curve betwein the ordinates at $Z=0$ and $Z=t, Z$ being a $N(0,1)$ variate.
$\therefore \quad f(t)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{1} \exp \left(-x^{2} / 2\right) d x=P(()<Z<t)$
Hence $\quad f(0.20) \equiv P(0<Z<0.20)=0.08$
and $\quad f(1.75)=P(0<Z<1.75)=0.46$
Let $\mu$ and $\sigma$ be the mean and standard deviation of the distributicn. Then $X \sim N\left(\mu, \sigma^{2}\right)$.

When $X=75, \quad Z=\frac{75-\mu}{\sigma}=z_{1}$ (say),
and when $X=80, \quad Z=\frac{80-\mu}{\sigma}=z_{2}$ (say).
Thus from the figure, it is obvious that

$$
P(X<75)=0.58 \Rightarrow P\left(0<Z<z_{1}\right)=0.08
$$

$\therefore$ Using (2), we have

$$
\begin{equation*}
z_{1}=\frac{75-\mu}{\sigma}=0.20 \tag{3}
\end{equation*}
$$

Also

$$
P(X>80)=0.04 \Rightarrow P\left(0<Z<z_{2}\right)=0.46
$$

$\therefore$ From (2), we get

$$
\begin{equation*}
z_{2}=\frac{80-\mu}{\sigma}=1.75 \tag{4}
\end{equation*}
$$

Solving the equations (3) and.(4), we get

$$
\mu=74.4 \text { (approx.) and } \sigma=3.2 \text { (approx.) }
$$

Example 8.22. In an examination it is laid down that a.student passes if he secures 30 per cent or more marks. He is placed in the first, second or third division according as he secures $60 \%$ or more marks, between $45 \%$ and $60 \%$ marks and marks between $30 \%$ and $45 \%$ respectively. He gets distinction in case he secures $80 \%$ or more marks. It is noticed from the result that $10 \%$ of the students failed in the examination, whereas $5 \%$ of them obtained distinction. Calculate the percentage of students placed in the second division. (Assume normal distribution of marks.)
[Aligar'h Uṇiv. B.Sc., 1991]
Solution. Let the variable $X$. denote the marks (out of $\mathbf{i} 00$ ) in the examination and let $X \sim N\left(\mu, \dot{\sigma}^{2}\right)$. Then we are given

$$
P(X<30)=0.10 \text { and } P(X \geq 80)=0.05
$$

## Thus fromithe figure on next page, we have



When $X=30, \quad Z=\frac{30-\mu}{\sigma}=-z_{1}$ (say),
and when $X=80, \quad Z=\frac{80-\mu}{\sigma}=z_{2}$ (say).
$\therefore \quad P\left(0<Z<z_{2}\right)=0.5-0.05=0.45$
and $\quad P\left(0<Z<z_{1}\right)=P\left(-z_{1}<Z<0\right)$
(By symmetry)

$$
=0.50-0.10=0.40
$$

$\therefore$ From normal tables, we get

$$
z_{1}=1.28 \text { and } z_{2}=1.64
$$

Hence $\quad \frac{30-\mu}{\sigma}=-1.28$

$$
\Rightarrow \quad \frac{\mu-30}{\sigma}=1.28 \text { and } \frac{80-\mu}{\sigma}=1.64
$$

Adding, we get

$$
\frac{50}{\sigma}=2.92 \Rightarrow \sigma=\frac{50}{2.92}=17.12
$$

$\therefore \mu=30+1.28 \times 17.12=30+21.9136=51.9136 \simeq 52$
The probability ' $p$ ' that a candidate is placed in the second division is equal to the probability that his score lies between 45 and 60 , i.e.,

$$
\begin{array}{rlrl}
\vec{p} & =P(45<X<60)=P(-0.41<Z<0.47) & {\left[Z=\frac{X-52}{17.12}\right]} \\
& =P(-0.41<Z<0)+P(0<Z<0.47) & & \\
& =P(0<Z<0.41)+P(0<Z<0.47) & & \text { (By symmetry) } \\
& =0.1591+0.1808=0.3399=0.34 \text { (approx.) } &
\end{array}
$$

Therefore, $34 \%$ candiates got second division in the examination.
Example 8.23. The local authorities in a certain city instal 10,000 electric lamps in the streets of the city: If these lamps have an average life of 1,000 burning hours with a standard deviation of 200 hours, assuming normality; what number of lamps might be expected to fail (i) in the first 800 burning hours? (ii) between 800 and 1,200 burning hours? After what period of burning hour's would you expect that (a) $10 \%$ of the lamps would fail? (b) $10 \%$ of the lamps would be still burning?
[In a normal curve, the area between the ordinates corresponding to $\frac{X-\bar{X}}{\sigma}=0$ and $\frac{X-\bar{X}}{\sigma}=1$ is 0.34134 and $80 \%$ of the area lies between the ordinates corresponding to $\frac{X-\bar{X}}{\sigma}= \pm 1 \cdot 28$ ].

Solution. If the variable $X$ denotes the life of a bulb in burning hours, then we are given that $X \sim N\left(\mu, \sigma^{2}\right)$, where $\mu=1,000$ and $\sigma=200$.
(i) The probability ' $p$ ' that bult fails in the first 800 buming hours is given by

$$
\begin{aligned}
p & =P(X<800)=P(Z<-1)=P(Z>1) \\
& =0.5-P(0<Z<1)=0.5-0.3413=0.1587
\end{aligned}
$$

$$
\left[z=\frac{800-1000}{200}\right]
$$

Therefore out of 10,000 bulbs, the number of bulbs which fail in the first 800 hours is
$-1 \quad 10,000 \times 0.1587=1587$
(ii) Required probability $=P(800<X<1200)=P(-1<Z<1)$

$$
=2 P(0<Z<1)=2 \times 0.3413==0.6826
$$



Hence the expected number of blubs with life between 800 and 1,200 hours of burning life is: $10,000 \times 0.6826=6826$
(a) Let $10 \%$ of the bulbs fail after $x_{1}$ hours ot ourning life. Then we have to find $x_{1}$ such that $\quad P\left(X<x_{1}\right)=0 \cdot 10$

$$
\begin{array}{lrl}
\text { When } X=x_{1}, & Z & =\frac{x_{1}-1000}{200}=-z_{1}(\text { say }) . \\
\therefore & P\left(Z<-z_{1}\right) & =0.10 \Rightarrow P\left(Z>z_{1}\right)=0.10 \\
\Rightarrow & P\left(0<Z<z_{1}\right) & =0.40
\end{array}
$$

## We are given that

$$
\begin{align*}
& P(-1.28<Z<1.28)=0.80 \Rightarrow 2 P(0<Z<1.28)=0.80 \\
& \Rightarrow \quad P \quad P(0<. Z<1.28)=0.40 \tag{2}
\end{align*}
$$


$\therefore$ From (1) and (2), we get

$$
z_{1}=1.28
$$

Hence

$$
\frac{x_{1}-1000}{200}=-1 \cdot 28 \Rightarrow x_{1}=1000-256=744
$$

Thus after 744 hours of buming life, $10 \%$ of the blubs will fail.
(b) Let $10 \%$ of the blubs be still buming after, (say);' $x_{2}$ hours of buming life. Then we have

$P\left(X>x_{2}\right)=0.10 \Rightarrow P\left(Z>z_{2}\right)=0.10$

$$
\left[z_{2}=\frac{x_{2}-1000}{200}\right]
$$

$\Rightarrow \quad P\left(0<Z<z_{2}\right)=0.40$
) A [From (2)]
i.e., $\frac{x_{2}-1000}{200}=1.28 \Rightarrow x_{2}=1000+256=1256$

Hence after 1256 hours of burning life, $10 \%$ of the blubs will be still burning.
Example 8.24. Let $X \sim N\left(\mu, \sigma^{2}\right)$. If $\sigma^{2}=\mu^{2},(\mu>0)$, express $P(X<-\mu \mid X<\mu)$ in terms of cumulative distribution function of $N(0,1)$.
[Delhi Univ. B.Sc. (Maths. Hons.) 1988; (Stat. Hons.). 1993]

## Solution.

$$
P(X<-\mu \mid X<\mu)=\frac{P(X<-\mu \cap X<\mu)}{P(X<\dot{\mu})}=\frac{P(X<-\mu)}{P(X<\mu)} ; \quad(\because \mu>0)
$$

$$
\begin{aligned}
& =\frac{P(Z<-2)}{P(Z<0)} \\
& =\frac{P(Z>2)}{(1 / 2)} ; \\
& =2[1-P(Z \leq 2)]=2[1-\Phi(2)]
\end{aligned}
$$

where $\Phi($.$) is the distribution function of standard normal variate.$
Example 8.25 Can $X$ and $-X$ have the same distribution?
If so, when? , [Delhi Univ. B.A., (Spl. Course Statistics), 1989]
Solution. Yes; $X$ and $-X$ can have the same distribution provided the p.d.f. $f(x)$ of $X$ is symmetric about origin i.e., if $f(-x)=f(x)$.

For example, $X$ and $-X$ have the same distribution if :
(i) $\quad X \sim N(0,1)$
(ii) $X$ has standard cauchy diṣtributioṇ [c.f. § 8.9]

$$
f(x)=\frac{1}{\pi} \cdot \frac{1}{\left(1+x^{2}\right)} ;-\infty<x<\infty
$$

(iii) $X$ has standard Laplace distribution [c.f. § 8.7]

$$
p(x)=\frac{1}{2} e^{-|x|} ;-\infty<x<\infty .
$$

and so on. Obviously $X$ and $Y=-X$ are not identical.
Remark. This example illustrates that if the r.v.'s. $X$ and $Y$ aie identical, they have the same distributions. However if $X$ and $Y$ have the sa'،ıe distribution, it does not imply that they are identical.

Example 8.26. If $X, Y$ are independent normal variaies with means 6, 7 and variances 9, 16 respectively, determine $\lambda$ such that

$$
P(2 X+Y \leq \lambda)=P(4 X-3 Y \geq 4 \lambda)
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1988; B.Sc., 1987]
Solution. Since $X$ and $Y$ are independent, by $\S 8 \cdot 2 \cdot 8$ [c.f. equation (8.15a)], we have
$U=2 X+Y \sim N(2 \times 6+7,4 \times 9+16)$, i.e., $U \sim N(19,52)$

$$
V=4 X-3 Y \sim N(4 \times 6-3 \times 7,16 \times 9+9 \times 16), \text { i.e., } V \sim N \cdot(3,288)
$$

and

$$
P(2 X+Y \leq \lambda)=P(U \leq \lambda)=P\left(Z \leq \frac{\lambda-19}{\sqrt{52}}\right), \text { where } Z \sim N(0,:)
$$

and
Now

$$
\begin{aligned}
& P(2 X+Y \leq \lambda) & =P\{(4 X-3 Y) \geq 4 \lambda \cdot\} \\
\Rightarrow & P\left(Z \leq \frac{\lambda-19}{\sqrt{52}}\right) & =P\left(Z \geq \frac{4 \lambda-3}{12 \sqrt{2}}\right) \\
\Rightarrow & \frac{\lambda-19}{\sqrt{52}} & =-\left(\frac{4 \lambda-3}{12 \sqrt{2}}\right) \\
& \text { Since } \quad P(Z \leq a) & =P(Z \geq b)^{\prime} \Rightarrow a=-b,
\end{aligned}
$$

because normal probability curve is symmetric about $Z=0]$.

$$
\begin{array}{rlrl}
\Rightarrow & \frac{\lambda-19}{\sqrt{13}} & =\frac{3-4 \lambda}{6 \sqrt{2}} \\
\Rightarrow & (6 \sqrt{2}+4 \sqrt{13}) & =114 \sqrt{2}+3 \sqrt{13} \\
\Rightarrow & & \lambda & =\frac{114 \sqrt{2}+3 \sqrt{13}}{6 \sqrt{2}+4 \sqrt{13}}
\end{array}
$$

Example 8.27. If $X$ and $Y$ are independent normal variates possessing a common mean $\mu$ such that

$$
\begin{aligned}
& P(2 X+4 Y \leq 10)+P(3 X+Y \leq 9)=1 \\
& P(2 X-4 Y \leq 6)+P(Y-3 X \geq 1)=1,
\end{aligned}
$$

determine the values of $\dot{\mu}$ and the ratio of the variances of $X$ and $Y$.
Solution. Let $\operatorname{Var}\left(X_{1}\right)=\sigma_{1}^{2}$ and $\operatorname{Var}(Y)=\sigma_{2}^{2}$
Since $E(X)=E(Y)=\mu$, (Given) and $X$ and $Y$ are independent by $\S 8 \cdot 2 \cdot 8$ [c.f. equation ( $8 \cdot 15 a$ )], we have

$$
\begin{aligned}
& 2 X+4 Y \sim N\left(2 \mu+4 \mu, 4 \sigma_{1}^{2}+16 \sigma_{2}^{2}\right), \text { i.e., } N\left(6 \mu, 4 \sigma_{1}^{2}+16 \sigma_{2}^{2}\right) \\
& 3 X+Y \sim N\left(3 \mu+\mu, 9 \sigma_{1}^{2}+\sigma_{2}^{2}\right), \text { i.e., } N\left(4 \mu, 9 \sigma_{1}^{2}+\sigma_{2}^{2}\right) \\
& 2 X-4 Y \sim N\left(2 \mu-4 \mu, 4 \sigma_{1}^{2}+16 \sigma_{2}^{2}\right), \text { i.e., } N\left(-2 \mu, 4 \sigma_{1}^{2}+16 \sigma_{2}^{2}\right) \\
& Y-3 \dot{X} \sim N\left(\mu-3 \mu, \sigma_{2}^{2}+9 \sigma_{1}^{2}\right), \text { i.e., } N\left(-2 \mu, 9 \sigma_{1}^{2}+\sigma_{2}^{2}\right)
\end{aligned}
$$

Let us further write :

$$
\begin{equation*}
4 \sigma_{1}^{2}+16 \sigma_{2}^{2}=\alpha^{2} \quad \text { and } 9 \sigma_{1}^{2}+\sigma_{2}^{2}=\beta^{2} \tag{1}
\end{equation*}
$$

If $Z$ denotes the Standard Normal Variate, i.e, if $Z \sim N(0,1)$, we get

$$
\begin{array}{cc} 
& P(2 X+4 Y \leq 10)+P(3 X+Y \leq 9)=1 \\
\Rightarrow & P\left(Z \leq \frac{10-6 \mu}{\alpha}\right)+P\left(Z \leq \frac{9-4 \mu}{\beta}\right)=1 \\
\Rightarrow & P\left(Z \leq \frac{10-6 \mu}{\alpha}\right)=l-P\left(Z \leq \frac{9-4 \mu}{\beta}\right)=P\left(Z \geq \frac{9-4 \mu}{\beta}\right) \\
\Rightarrow & \frac{10-6 \mu}{\alpha}=-\left(\frac{9-4 \mu}{\beta}\right), \tag{2}
\end{array}
$$

(Since normal distribution is symmetric about $Z=0$ ).
Similarly

$$
\begin{array}{cc} 
& P(2 X-4 Y \leq 6)+P(Y-3 X \geq 1)=1 \\
\Rightarrow & P\left(Z \leq \frac{6+2 \mu}{\alpha}\right)+P\left(Z \geq \frac{1+2 \mu}{\beta}\right)=1 \\
\Rightarrow & P\left(Z \leq \frac{6+2 \mu}{\alpha}\right)=1-P\left(Z \geq \frac{1+2 \mu}{\beta}\right)=P\left(Z \leq \frac{1+2 \mu}{\beta}\right) \\
\Rightarrow & \frac{6+2 \mu}{\alpha}=\frac{1+2 \mu}{\beta} \tag{3}
\end{array}
$$

Solving (2) and (3), we get

$$
\begin{equation*}
\frac{\alpha}{\beta}=\frac{6+2 \mu}{1+2 \mu}=\frac{10-6 \mu}{4 \mu-9} \tag{4}
\end{equation*}
$$

$$
\begin{array}{lc}
\Rightarrow & (6+2 \mu)(4 \mu-9)=(10-6 \mu)(1+2 \mu) \\
\Rightarrow & 5 \mu^{2}-2 \mu-16=0 \\
\Rightarrow & \mu=\frac{2 \pm \sqrt{4+320}}{10}=\frac{2 \pm 18}{10} \\
\Rightarrow & \text { Substituting } \mu=2 \text { in (4), we get. }
\end{array}
$$

$$
\frac{\alpha}{\beta}=\frac{10}{5}=2, \text { i.e., } 4=\frac{\alpha^{2}}{\beta^{2}}
$$

From (l), we get

$$
\begin{array}{ll} 
& 4=\frac{4 \sigma_{1}^{2}+16 \sigma_{2}^{2}}{9 \sigma_{1}^{2}+\sigma_{2}^{2}}=\frac{4+16 \lambda}{9+\lambda} \\
\Rightarrow \quad 4(9+\lambda)=4+16 \lambda \Rightarrow \lambda=\frac{32}{12}=\frac{8}{3}
\end{array} \quad\left[\text { Taking } \lambda=\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}\right]
$$

Again putting $\quad \mu=-1.6$ in (4), we get

$$
\left(\frac{14}{11}\right)^{2}=\frac{\alpha^{2}}{\beta^{2}}=\frac{4+16 \lambda}{9+\lambda} \Rightarrow \lambda=\frac{1280}{1740}=\frac{64}{87}
$$

Example 8.28. If two normal universes $A$ and $B$ have the same totäl frequency but the standard deviation of universe $A$ is $k$ times that of the universe $B$, show that maximum frequency of universe $A$ is $l / k$ times that of universe $B$.

Solution. Let $N$ be the same total frequency for each of the two universes $A$ and $B$. If $\sigma$ is the standard deviation of universe $B$, then the standard deviation of universe $A$ is $k \sigma$. Let $\mu_{1}$ and $\mu_{2}$ be the means of the universes $A$ and $B$ respectively.

The frequency function of universe $A$ is given by

$$
f_{A}(x)=\frac{N}{k \cdot \sqrt{2} \pi} \exp \left\{-\left(x-\mu_{1}\right)^{2} / 2 k^{2} \sigma^{2}\right\}
$$

and the frequency function of universe $B$ is given by

$$
f_{B}\left(x^{\prime}=\frac{\ddot{N}}{\sigma \sqrt{2} \pi} \exp \left\{-\left(x-\mu_{2}\right)_{0}^{2} / 2 \sigma^{2}\right\}\right.
$$

Since, for a normal distribution, the maximum frequency occurs at the point $x=$ mean, we have

$$
\begin{aligned}
{\left[f_{A}(x)\right]_{\max } } & =\text { Maximum frequency of universe } A \\
& =\left[f_{A}(x)\right]_{x=\mu_{1}} \\
& =\left[\frac{N}{k \sigma \sqrt{2 \pi}} \exp \left\{-\left(x-\mu_{1}\right)^{2} / 2 k^{\prime 2} \sigma^{2}\right\}\right]_{r=\mu_{1}}=\frac{N}{k \sigma \sqrt{2 \pi}}
\end{aligned}
$$

Similarly

$$
\left[f_{B}(x)\right]_{\text {max }}=\left[f_{B}(x)\right]_{x=\mu_{2}}
$$

$$
\left.\begin{array}{ll}
=\left[\frac{N}{\sigma} \sqrt{2 \pi}\right. & \exp \\
\therefore \quad-\left(x-\mu_{2}\right)^{2} / 2 \sigma^{2}
\end{array}\right]_{1=\mu_{1}}=\frac{N}{\sigma \sqrt{2 \pi}}
$$

## EXERCISE 8 (b)

1. 'If the Poisson and the Normal distributions are limiting cases of Binomial distribution, then there must be a limiting relation between the Poisson and the Normal distributions." In vestigate the relation.
2. (a) Derive the mathematical form and properties of normal distribution Discuss the importance of normal distribution in Statistics.
(b) Mention the chief characteristics of Normal distribution and Normal probability curve.
[Delhi Univ. B.Sc. (Stat Hons.), 1989]
3. (a) Explain, under what conditions and how the binomial distribution can be approximated to the normal distribution.
(b) For a normal distribution with mean ' $\mu$ ' and standard deviation $\sigma$, show that the mean deviation from the mean ' $\mu$ ' is equal to $\sigma \sqrt{(2 / \pi)}$. What will be the mean deviation from median?
(c) The distribution of a variable $X$ is given by the law:

$$
f(x)=\text { Constant } \exp \left[-\frac{1}{2}\left(\frac{x-100}{5}\right)^{2}\right],-\infty<x<\infty
$$

Write down the value of :
(i) the constant,
(ii) the mean,
(iii) the median.
(ii) the mode,
(i) standard deviation,
(ii) the mean deviation,
(vii) the quartile deviation of the distribution.
(Gujarat Univ. B.Sc. April 1978)

Ans. (i) $\frac{1}{5 \sqrt{2 \pi}}$, (ii) 100 , (iii) 100 , (iv) 100 , (v) 5 (vi) $\sqrt{(2 / \pi)} \times 5 \sim 4$, (vii) $\frac{1}{2} \times 5=3.33$ (approx.),
(d) Define Normal probability distribution. If the mean of a Normal population is $\mu$ and its variance $\sigma^{2}$, what are its (i) mode. (ii) Median. (iii) $\beta_{1}$ and $\beta_{2}$ ?
(e) For a normal distribution $N\left(\mu, \sigma^{2}\right)$ :
(i) Show that the mean, the median aṇd the mode coincide.
(ii) Find the recurrence relation between $\mu_{2 n}$ and $\mu_{2 n-2}$.
(iii) State and prove additive property of normal variates.
(iv) Obtain the points of inflexion for the normal distribution $N\left(\mu, \sigma^{2}\right)$.
(v) Obtain mean deviation about mean.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
(f) Show that any linear combination of $n$ independent normal variates is also a normal variate.
[Delhi Úniv. B.Sc. (Stat. Hons.), 1989]
(g) Show that for the normal curve :
(i) The maximum occurs at the mean of the distribution, and
(ii) the points of inflexion lie at a distance of $\pm \sigma$ from the mean, where $\sigma$ is the standard deviation.
[Delhi Univ. M.A. (Ecc.), 1987]
(h) Describe the steps involved' in fitting a normal distribution to the given data and computing the expected frequencies.
(i) Explain how the normal probability integra!

$$
\int_{0}^{1} \varphi(z) d z
$$

is used in computing normal probabilities.
4. Write a note on the salient features of a normal distribution. $N\left(\mu, \sigma^{2}\right)$ denotes the normal distribution of each of the random variables $X_{1}, X_{2}, X_{3}, \ldots, X_{n}$, where $\mu$ is ihe mean and $\sigma^{2}$ the variance. Prove the following :
(i) If $X_{1}, X_{2}, \ldots, X_{n}$ are independent, then $X_{1}+X_{2}+\ldots+X_{n}$ has the distribution $N\left(n \mu, n \sigma^{2}\right)$.
(ii) $k X$, where $k$ is a constant has the distribution $N\left(k \mu, k^{2} \sigma^{2}\right)$.
(iii) $X+a$, where $a$ is a constant has the distribution $N\left(\mu+a, \sigma^{2}\right)$
(iv) In (i) if $\bar{X}=\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}$ then

$$
\sqrt{n} \frac{(\bar{X}-\mu)}{\sigma} \text { has the distribution } N(0,1) .
$$

5. (a) Show that for a normal distribution with mean $\mu$ and variance $\sigma^{2}$. the central moments satisfy the relation

$$
\mu_{2 n}=(2 n-1) \mu_{2 n-2} \sigma^{2} ; \mu_{2 n+1}=0
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
Hence show that $\mu_{2 n}=\frac{(2 n)!}{n!}\left(\frac{1}{2} \sigma^{2}\right)^{n}$ and $\mu_{2 n+1} \doteq 0 ; n=1,2, \ldots$
[Delhi Univ. B.Sc. (Stat Hons.) 1985]
(b) State the mathematical equation of a normal curve. Discuss its chief features.
(c) Find the moment generating function of the normal distribution $\left(m, \sigma^{2}\right)$, and deduce that

$$
\begin{aligned}
& \mu_{2 n+1}=0, \\
& \mu_{2 n} \doteq 1 \cdot 3 \cdot 5 \ldots(2 n-1) \sigma^{2 n},
\end{aligned}
$$

where $\mu_{n}$ denotes the $n$th central moment.
[Delhi Univ. B.Sc. (Stat. Hons.) 1990,' 82]
(d) Show that all central moments of a normal distribution can be expressed in terms of the standard deviation and obtain the expression in the general case.
[Aligarh Univ. B.Sc. 1992]
(e). The normal table gives the values of the integral:

$$
\varphi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left(-\frac{1}{2} t^{2}\right) d t
$$

for different values of $x$.
Explain how to use this table to obtain the proportion of observations of a normal variate with mean $\mu$ and S.D. $\sigma$, which lie above a given value ' $a$ ',
(i) where $a>\mu$, (ii) where $a<\mu$.
6. (a) If $X_{1}$ and $X_{2}$ and two independent normal variates with means $\mu_{1}$ and $\mu_{2}$ and variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$ respectively, show that the variables $U$ and $V$ where $U=X_{1}+X_{2}$ and $V=X_{1}-X_{2}$, are independent normal variates: Find the means and variances of $U$ and $V$.
(b) If $X_{1}$ and $X_{2}$ are independent standard normal variates obtain the p.d.f. of $\left(X_{1}-X_{2}\right) / \sqrt{2}$.

Ans. $U=\left(X_{1}-X_{2}\right) / \sqrt{2} \sim N(0,1)$
(c) Suppose $X_{1} \sim N(0,1)$ and $X_{2} \sim N(0,1)$ are independent r.v.'s.
(i) Find the joint distribution of $\left(X_{1}+X_{2}\right) / \sqrt{2}$ and $\left(X_{1}-X_{2}\right) / \sqrt{2}$.
(ii) Argue that $2 X_{1} X_{2}$ and $X_{2}^{2}-X_{1}^{2}$ have the same distribution.

- Ans. (i) $U=\left(X_{1}+X_{2}\right) / \sqrt{2}$ and $V=\left(X_{1}-X_{2}\right) / \sqrt{2}$ are independent $N(0,1)$ variates
(ii) Hint. $X_{2}^{2}-X_{1}^{2}=2\left[\frac{X_{2}+X_{1}}{\sqrt{2}}\right]\left[\frac{X_{2}-X_{1}}{\sqrt{2}}\right]=2$ (U $\left.V\right)$

$$
\begin{aligned}
& =2 \times[\text { Product of two independent SNV's ] } \\
2 X_{1} X_{2} & =2 \times \text { [Product of two independent SNV's }]
\end{aligned}
$$

Hence the result.
7. (a) Let $X$ be normally distributed with mean 8 and s.d. 4. Find
(i) $P(5 \leq X \leq 10)$, (ii) $P(10 \leq X \leq 15)$, (ii) $P(X \geq 15)$, (iv) $P(X \leq 5)$.

Ans. (i) 0.4649 (ii) 0.2684 (iii) 0.0401 (vi) 0.2266 .
(b) The standard deviation of a certain group of 1,000 high school grades was $11 \%$ and the mean grade $78 \%$. Assuming the distribution to be normal, find
(i) How many grades were above $90 \%$ ?
(ii) What was the highest grade of the lowest 10 ?
(iii) What was the interquartile range?
(iv) Within what limits did the middle $90 \%$ lie?

Ans. (i) 138 , (ii) 52 , (iii) $Q_{1}=70.575 ; Q_{3}=85 \cdot 425$, and (iv) $60 \%$ to $96 \cdot 2 \%$
(c) If $X$ is normally distributed with mean 2 and variance 1 , find $P(|X-2|<1)$.

Ans. 0.6826 [ or $\Phi(1)-\Phi(-1)$ ]
(d) If $X \sim N\left(\mu=2, \sigma^{2}=2\right)$, find $P(|X-1| \leq 2)$ in terms of distribution function of standard normal variate.

Ans. Probability $=P(-1 \leq X \leq 3)=\Phi(1 / \sqrt{2})-\Phi_{1}(-3 / \sqrt{2})$
( $\dot{e})$ If $X \sim N\left(30,5^{2}\right)$ and $Y \sim N\left(15,10^{2}\right)$, show that

$$
P(26 \leq X \leq 40)=P(7 \leq Y \leq 35)
$$

Hint. Each Probability $=P(-0.8 \leq Z \leq 2)$ where $Z \sim N(0,1)$
(f) If $X \sim N\left(30,5^{2}\right)$, find the probabilities of
(i) $26 \leq X \leq 40$, (ii) $|X-30|>5$, (iii) $X \geq 42$, (iv) $X \leq 28$
[Bihar P.C.S., 1988]
Ans. (i) 0.7653, (ii) 0.3174, (iii) 0.0082, (iv) 0.3446
8. (a) In a normal population with mean 15.00 and standard deviation 3.5, it is known that 647 observations exceed 16.25 . What is the total number of observations in the population? (Sri Venkateswara Univ. B.Sc. April 1990)

Hint. Let $X \sim N\left(\mu, \sigma^{2}\right)$ where $\mu=15$ and $\sigma=3.5$.
If $N$ is the total number of observations in the population,
then we have to find $N$ such that

$$
N \times P(X>16.25)=647
$$

(b) Assume the mean heights of soldiers to be 68.22 inches with a variance of 10.8 (in.) ${ }^{2}$. How many soldiers in a regiment of 1,000 would you expect to be over 6 feet tall? (Given that tine area under the standard normal curve between $X=0$ and $X=0.35$ is 0.1368 and between $X=0$ and $X=1.15$ is 0.3746 ).

Ans. 125
[Osmania Úniv. M.A.,19921
9. (a) If 100 true coins are thrown, how would you obtain an approximation for the probability of getting ( $i$ ) 55 heads, (ii) 55 or more heads, using Tables of Area of normal probability function.
(b) Prove that Binomial distribution in certain cases becomes nrmal.

A six faced dice is thrown 720 times. Explain how an approximate value of the probability of the following events can be found out easily. (Finding out the numerical values of these probabilities is not necessary):
(i) 'six' comes for more than 130 times
(ii) chance of 'six' lies between 100 and 140.
10. (a) The number ( $X$ ) of items of a certain kind demanded by customers follows the Poisson law with parameter 9. What stock of this item should a retailer keep in order to have a probability of 0.99 of meeting all demands made on him? Use normal approximation to the Poisson law.
(b) Show that the probability that the number of heads in 400 throws of a fair coin lies between 180 and 220 is $\simeq 2 F(2)-1$, where $F(x)$ denotes the standard normal distribution function.
11. In an intelligence test administered to 1,000 children, the average score is 42 and standard deviation 24.
(i) Find the number of children exceeding the score 60, and
(ii) Find the number of children with score lying between 20 and 40 . (Assume the normal distribution.) Ans. (i) 227 (iii) 289
12. The mean I.Q. (intelligence quotient) of a large number of children of age 14 was 100 and the standard deviation 16. Assuming that the distribution was normal, find
(i) What $\%$ of the children had I.Q. under 80 ?
(ii) Between what limits the I.Q.'s of the middle $40 \%$ of the children lay?
(iii) WI.at \% of the children had İ.Q.'s within the range $\mu \pm 196 \sigma$ ?

Ans. (i) 10.56\%, (ii) 91.6, 108.4, (iii) 0.95
13. (a) In a-university examination of a particular year, $60 \%$ of the students failed when mean of the marks was $50 \%$ and s.d. $5 \%$. University decided to relax the conditions of passing by lowering the pass marks, to show its result 70\%. Find the minimum marks for a student to pass, supposing the marks to be normally distributed and no change in the performance of students takes place.

Ans. 47.375.
(b) The width of a slot on a forging is normally distributed with mean 0.900 inch and standard deviation 0.004 inch. The specifications are $0.900 \pm$ 0.005 inch. What percentage of forgings will be defective?

Hint. Let $X$ denote the width (in inches) of the slot. We want $100 \times P(X$ lies outside specification limits $)$.
$=100[1-P(X$ lies within specificatịon limits $)]$
$=100[1-P(0.895<X<0.905)]$.
14. (a) The monthly incomes of a group of 10,000 persons were found to be normally distributed with mean Rs. 750 and s.d. Rs. 50. Show that of this group, about $95 \%$ had income exceeding Rs. 668 and only $5 \%$ had income exceeding Rs 832. What was the lowest income among the richest 100 ?

Ans. Rs. 866.3.
(b) Given that $X$ is normally distributed with mean 10 and

$$
P(X>12)=0.1587,
$$

what is the probability that $X$ will fall in the interval $(9,11)$ ?
Take $\Phi(1)=0.8413$ and $\Phi\left(-\frac{1}{2}\right)=0.3085$
where

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left(-u^{2} / 2\right) d u
$$

Ans. 0.3830
(c) A normal distribution has mean 25 and variance 25. Find
(i) the limits which include the middle $50 \%$ of the area under the curve, and
(ii) the values of $x$ corresponding to the points of inflexion of the curve..

Ans. (i) Limits which include the middle $50 \%$ of the areạ under the curve are:
$Q_{1}=\mu-0.6745 \sigma=21.7275 ; Q_{3}=\mu+0.6745 \sigma=38.2725$
(ii) $(30,20)$
15. (a) In a distribution exactly normal $7 \%$ of the items are under 35 and $89 \%$ are under 63 . What are the mean and standard deviation of the distribution?

Ans. $\mu=50 \cdot 3, \sigma=10 \cdot 33$.
(b) In a normal distribution, $31 \%$ of the items are under 45 and $8 \%$ are over 64. Find the mean and variance of the distribution.

Given that area between mean-ordinates and ordinate at any $\sigma$ distance from mean,

$$
\begin{aligned}
& Z=\frac{X-\mu}{\sigma}: 0.496 \\
& 1.405 \\
& \text { Area }: \quad 0.19 \\
& \text { [Delhi Univ. B.Sc., 1987; Madras Univ. B.Sc., 1990] }
\end{aligned}
$$

Ans. $\mu=50, \sigma=10$
16. (a) A minimum height is to be prescribed for eligibility to government services such that $60 \%$ of the young men will have a fair chance of coming up to that standard. The heights of youngmen are normally distributed with mean $60.6^{\prime \prime}$ and s.d. $2 \cdot 55^{\prime \prime}$. Determine the minimum specificatiọn.

Ans. 59.9".
Hint. We want $x_{1}$ s.t. $P^{\prime}\left(X>x_{1}\right)=0.6$
When $X=x_{1}, Z=\frac{x_{1}-60 \cdot 6}{\cdot 2 \cdot 55}=-z_{1}$, (say) ....(*).
[Note the negative sign, which is obvious from the diagram]

Obviously $P\left(0<Z<z_{1}\right)=0.10 \Rightarrow z_{1}=0.254$
Substituting in (*), we get

$$
x_{1}=60.6-2.55^{\prime} \times 0.254=60.6-0.65=59.95^{\prime \prime}
$$

(b) The height measurements of 600 adult males are arranged in ascending order and it is observed that 180th and 450th entries are $64 \cdot 2^{\prime \prime}$ and $67.8^{\prime \prime}$ respectively. Assuming that the sample of heights is drawn from.a normal population, estimate the mean and s.d. of the distribution.

Ans. 67.78", 3"
17. (a) Marks secured by students in sections I and II of a class are independently normally distributed with means 50 and 60 respectively and variances 10 and 6 respectively. What is the probability that a randomly chosen student from section II scores more marks than a randomly chosen student from section I? What percentage of students are expected to secure fịst division (i.e., 60 marks or more) in section I? Write down your results in terms of the standard normal distribution fucntion.

Hint. $\quad X \sim N(50,10), Y \sim N(60,6)$ are independent r.v.'s. $U=Y-X \sim N(10,16)$. We want $P(Y>X)=P(U>0)$ :
(b) In an examination, the mean and standard deviation (s.d.) of marks in Mathematics and Chemistry are given below

|  | Mean | s.d. |
| :---: | :---: | :---: |
| Maths. | 45 | 10 |
| Chem. | 50 | 15 |

Assuming the marks in the two subjects to be independent normal variates, obtain the probability that a student scores total marks lying between 100 and 130. [Full marks in each subject are 100]. Given that

$$
F(0.28)=0.1103, F(1.94)=0.4738
$$

where

$$
F(z)=\frac{1}{\sqrt{2 \pi}} \int_{0}^{z} \exp \left(-\frac{1}{2} x^{2}\right) d x
$$

[Bhagalpur Univ. B.Sc, 1990]
18. (a) One thousand candidates in an examination were grouped into three classes I, II, III in descending order of merits. The numbers in the first two classes were 50 and 350 respectively. The $b$ ighest and the lowest marks in class II were 60 and 50 respectively. Assuming the distribution to be normal, prove that the average mark is approximately $48 \cdot 2$ and standard deviation, approximately 7.1. The following data may be used:

The area $A$ is measured from the mean zero to any ordinate $\boldsymbol{X}$.

| $\frac{X}{\sigma}$ | $A$ | $\frac{X}{\sigma}$ | $A$. |
| :---: | :---: | :---: | :---: |
| 0.2 | 0.079 | 1.5 | 0.433 |
| 0.3 | 0.118 | 1.6 | 0.445 |
| 0.4 | 0.155 | 1.7 | 0.455 |

(b) In an examination marks obtained by the students in Mathematics, Physics and Chemistry are distributed normally about the means 50,52 and 48 with S.D. 15, 12, 16 respectively. Find the probability of securing total marks of
(i) $\mathbf{1 8 0}$ or above, (ii) 90 or below.

$$
\left[\frac{1}{\sqrt{2 \pi}} \int_{1 \cdot 2}^{\infty} \exp \left(-z^{2} / 2\right) d z=0.1942, \frac{1}{\sqrt{2 \pi}} \int_{2.4}^{\infty} \exp \left(-z^{2} / 2\right) d z=0.0224\right]
$$

Ans. 0.1942, 0.0224
[Agra Univ. B.Sc, 1988]
19. In a certain examination the percentage of passes and distinctions were 46 and 9 respectively. Estimate the average marks obtained by the candidates, the minimum pass and distinction marks being 40 and 75 respectively. (Assume the distribution of marks to be normal.) (Ans. $\mu=36 \cdot 4, \sigma=28 \cdot 2$ )

Also determine what would have been the minimum qualifying marks for admission to a re-examination of the.failed candidates, had it been desired that the best $25 \%$ of them should be given another opportunity of being examined.

Ans. 29.
20. The local authorities in a certain city installed 2,000 electric lamps in a street of the city. If the lamps have an average life of 1,000 burning hours with a S.D. of 200 hours,
(i) What number of the lamps might be expected to fail in the first 700 burning hours,
(ii) After what periods of burning hours would we expect that
(a) $10 \%$ of the lamps would have failed, and
(b) $10 \%$ of the lamps would be still burning?

Assume that lives of the lamps are normally distributed.
You are given that $F(1.50)=0.933, F(1.28)=.900$,
where

$$
F(t)=\int_{-\infty}^{i} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} z^{2}} d z
$$

Ans. (i) 134, (ii) (a) 744, (b) 1256. [Allahabad Univ. B.Sc., 1987]
21. (a) The quartiles of a normal distribution are 8 and 14 respectively. Estimate the mean and standard deviation.

Ans. $\mu=11, \sigma=4.4$.
(b) The third decile and the upper quartile of a normal distribution are 56 and 63 respectively. Find the mean and varaince of the distribution.

Ans. $\mu=59 \cdot 1, \sigma=5 \cdot 8$.
22. (a) 5,000 variates are normally distributed with mean 50 and probable error (semi-interquartile range) 13.49. Without using tables, find the values of the quartiles, median, mode standard deviation and mean deviation. Find also the value of the variate for which cumulative frequency is 1250 .
[Meerut Univ. B.Sc., 1989]
Ans. $Q_{1}=36.51 Q_{3}=63.49, \sigma=20$, M.D. $=16, . x_{1}=36 \cdot 5 \mathrm{I}$.
(b) The following table gives frequencies of occurrence of a varaible $X$ between certain limits :

| Variable $X$ | Frequency |
| :--- | :---: |
| Less thàn 40 | 30 |
| 40 or more but less than 50 | 33 |
| 50 and more | 37 |

The distribution is exactly normal. Find the distribution and also obtain the frequency between $X=50$ and $X=60$. [Kurukshetra Univ. M.A. (Eco.), 1990]

Ans. Hint. $50-\mu=0.33 \sigma ; 40-\mu=-0.52 \sigma$

$$
\mu=46.12, \sigma=11.76
$$

$N . P(50<X<60)=100 \times 0.2517 \simeq 25$,
23. (a) Suppose that a doorway being constructed is to be used by a class of people whose heights are normally distributed with mean $70^{\prime \prime}$ and standard deviation 3 ". How long may the doorway be without causing more than $25 \%$ of the
people to bump their heads? If the height of the doorway is fixed at $76^{\prime \prime}$, how many persons out of 5,000 are expected to bump their heads?
[For a normal distributionthe quartile deviation is 0.6745 times standard deviation. For a standard normal distribution $Z=\frac{X-\bar{X}}{\sigma}$, the area under the curve between $Z=0$ and $Z=2$ is 04762 .]
(b) A normal population has a coefficient of variation $2 \%$ and $8 \%$ of the population lies above 120 . Find the mean and S.D.

Ans. $\mu=122, \sigma=2.44$
24. Steel rods are manufactured to be 3 inches in diameter but they are acceptable if they are inside the limits 2.99 inches and 3.01 inches. It is observed that $5 \%$ are rejected as oversize and $5 \%$ are rejected as undersize. Assuming that the diameters are normally distributed, find the standard deviation of the distribution. Hence calculate, what would be the proportion of rejects if the permissible limits were widened to. 2.985 inches and 3.015 inches.
[Hint. Let $X$ denote the diameter of the rods in inches and let $X \sim N\left(\mu, \sigma^{2}\right)$. Then we are given

$$
\begin{aligned}
& P(X>3.01)=0.05 \text { and } P(X<2.99)=0.05 \\
\Rightarrow \quad & \frac{3.01-\mu}{\sigma}=1.65 \text { and } \frac{2.99-\mu}{\sigma}=-1.65
\end{aligned}
$$

Solving we get $\mu=3$ and $\sigma=\frac{1}{165}$
The probability that a random value of $X$ lies within the rejection limits is $P(2.985<X<3.015)=P(-2.475<Z<2.475)=2 \times P(0<Z<2.475)$

$$
=2 \times 0.4933=0.9866
$$

Hence the probability that $X$ lies outside the rejection limits is

$$
1-0.9866=0.0134
$$

Therefore, the proportion of the rejects outside the revised limits is 0.0134 , i.e., $1.34 \%$ ].
25. Derive the moment generating function of a random variable which has a normal distribution with mean $\mu$ and variance $\sigma^{2}$. Hence or otherwise prove that a linear combination of independent normal variates is also normally distributed.

An investor has the choice of two of four investments $X_{1}, X_{2}, X_{3}, X_{4}$. The profits from these may be assumed to be independetnly distributed, and

> the profit from $X_{1}$ is $N(2,1)$, the profit from $X_{2}$ is $N(3,3)$, the profit from $X_{3}$ is $N\left(1, \frac{1}{4}\right)$. the profit from $X_{4}$ is $N\left(2 \frac{1}{2}, 4\right)$.
(Profits are given in $£ 1000$ per annum).

Which pair should he choose to maximise his probability of making a total annual profit of at least $£ 2000$ ?
(London Univ. B.Sc. 1977)
26. (a) State the important properties of the normal distribution and obtain from the tables the inter-quartile range in terms of its mean $\mu$ and standard deviation $\sigma$.

Find the mean and standard deviation as well as the inter-quartile range of the following data. Compare the inter-quartile range with that obtained from mean and standard deviation on the assumption of normality.

| $X$ (central values) $\ldots$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f^{\prime}($ frequency $) \ldots$ | 5 | 9 | 15 | 32 | 21 | 10 | 8 |

(b) The following table gives Baseball throws for a distance by 303 first year high school girls:

| Distance in feet | Number of girls | Distance in feet | Number of girls |
| :--- | :---: | :--- | :---: |
| 15 and under 25 | 1 | 85 and under 95 | 44 |
| 25 and under 35 | 2 | 95 and under 105 | 31 |
| 35 and under 45 | 7 | 105 and under 115 | 27 |
| 45 and under 55 | 25 | 115 and under 125 | 11 |
| 55 and under 65 | 33 | 125 and under 135 | 4 |
| 65 and under 75 | 53 | 135 and under 145 | 1 |
| 75 and under 85 | 64 |  |  |

(i) Fit a normal distribution and find the theoretical frequencies for the classes of the above frequency distribution.
(ii) Find the expected number of girls throwing baseballs at a distance exceeding 105 feet on the basis that the data fit a normal distribution.
27. (a) The table given below shows the distribution of heights among freshmen in a college :

| Height in <br> inches | 61 | 62 | 63 | 64 | 65 | 66 | 67 | 68 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | 4 | 20 | 23 | 75 | 114 | 186 | 212 | 252 |
| Height in <br> inches | 69 | 70 | 71 | 72 | 73 | 74 |  |  |
| Frequency | 218 | 175 | 149 | 46 | 18 | 8 |  |  |

By comparing the proportion of cases lying between $\mu \pm(2 / 3) \sigma, \mu \pm \sigma$, $\mu \pm 2 \sigma$ and $\mu \pm 3 \sigma$, for this distribution and for a normal curve, state whether the distribution may be considered normal.
(b) Fit a normal distribution to the following data of heights in cms of 200 Indian adult males :

| Height in <br> $(\mathrm{cms})$ | Frequency |
| :---: | :---: |
| $144-150$ | 3 |
| $150-156$ | 12 |
| $156-162$ | 23 |
| $162-168$ | 52 |
| $168-174$ | 61 |
| $174-180$ | 39 |
| $180-186$ | 10 |

(c) Two hundred and fifty-five metal rods were cut roughly six inches over size. Finally the lengths of the oversize amount were measured exactly and grouped with 1 -inch intervals, there being in all 12 groups. The frequency distribution for the 255 lengths was

| Central value : $x$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency: $f$ | 2 | 10 | 19 | 25 | 40 | 44 |
| $x$ | 7 | 8 | 9 | 10 | 11 | 12 |
| $f$ | 41 | 28 | 25 | 15 | 5 | 1 |

Fit a normal distribution to the data by the method of ordinates and calculate the expected frequencies.
28. (a) Let $X \sim N\left(\mu, \sigma^{2}\right)$. Let

$$
\Phi(x)=P[X \leq x]
$$

calculate the probabilities of the following events in terms of $\boldsymbol{\Phi}$ :
(i) $\alpha X+\beta \leq t$, where $\alpha, \beta$ are finite constants.
(ii) $-X \geq t$
(iii) $|X|>t$
[Poona Univ. B.E.E., 1991]
(b) Determine $C$ such that the following function becomes a distribution function:

$$
F(x)=C \int_{-\infty}^{x} \exp \left[-\frac{(y-\mu)^{2}}{2 \sigma^{2}}\right] d y
$$

29. (a) Determine the constant $C$ so that $C . e^{-2 x^{2}+x},-\infty<x<\infty$, is a der.sity function. If the random variable $X$ has the resulting density function, then find (i) the mean of $X$, (ii) the variance of $X$ and (iii) $P(X \geq 1 / 4)$.

Ans. (i) 0.25 (ii) 0.25 (iii) 0.5
(b) If $f(x)=k$ exp. $\left\{-\left(9 x^{2}-1 \cdot 2 x+13\right)\right\}$, is the p.d.f. of a normal distribution ( $k$, being a constant) find the $m$ :an and $s . d$. of the distribution.
(c) If $X$ is a normal : $:$ ariate with p.d.f. $f(x)=0.03989 \exp \left(-0.005 x^{2}+\right.$ $0.5 x-12.5$ ), express $f(x)$ in standard form and hence find the mean and variance of $X$.
[M.S. Baroda Univ. B.Sc., 1991]
(d) Let the probability function of the normal distribution be

$$
P(x)=k e^{-1 / 8 x^{2}+2 x},-\infty<x<\infty
$$

Find $k, \mu$ and $\sigma^{2}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1985]
(e) $X_{1}, X_{2}, X_{3}, X_{4}$ is a random sample from a normal distribution with mean 100 and variance 25 and $\bar{X}=\frac{1}{4}\left(X_{1}+X_{2}+X_{3}+X_{4}\right)$.

State the distribution, expected value and variance of each of the following:
(i) $4 \bar{X},_{4}$ (ii) $X_{1}-2 X_{2}+X_{3}-3 X_{4}$,
(iii) $\frac{1}{25} \sum_{i=1}\left\{X_{i}-100\right\}^{2}$
[Bangalore Univ. B.Sc., 1989]
Ans. (b) Mean $=2 / 3, \sigma=\frac{1}{3 \sqrt{2}}$
30. If $X$ is a normal variate with mean 50 and s.d. 10 , find $P(Y \leq 3137)$, where $Y=X^{2}+1$,

$$
\left[\frac{1}{\sqrt{2 \pi}} \int_{0}^{0.6} e^{-x^{2} / 2} d x=0.2258\right]
$$

[Delhi Univ. B.Sc. (Hons.), 1990]
Hint. Required Probability $\left.=P\left(X^{2}+1 \leq 3137\right)=P(-56 \leq X \leq 56)\right]$.
Ans. 0.7258
31. Let $X$ be normally distributed with mean $\mu$ and variance $\sigma^{2}$. Suppose $\sigma^{2}$ is some function of $\mu$, say $\sigma^{2}=h(\mu)$. Pick $h($.) so that $P(X \leq 0)$ does not depend on $\mu$ for $\mu>0$.

Ans. $P(X \leq 0)=P(Z \leq-\mu / \sqrt{h(\mu)})=P(Z \leq-1)$; independent of $\mu$ if we take $h(\mu)=\mu^{2}$.
32. (a) If $X$ is a standard normal variate, find $E|X|$ [Ans. $\sqrt{2 / \pi} \simeq=4 / 4]$
(b) $X$ is a random variable normally distributed with mean zero and variance $\sigma^{2}$. Find $E|X|$
[Delhi Univ. B.Sc. (Stat. Hons.) 1990]
Hint. $E|X|=$ Mean Deviation about origin

$$
=\text { M.D. about mean }(\because \text { Mean }=0)
$$

Ans. $\sqrt{(2 / \pi)} . \sigma \approx \frac{4}{5} \sigma$
32. (a) $X$ is a normal variate with mean 1 and variance $4, Y$ is another normal variate independent of $X$ with mean 2 and variance 3 . What is the distribution of $X+2 Y$ ?
[Punjab Univ. B.Sc. (Hons.) 1993]
Ans. $X+2 Y \sim N(5,16)$
(b) If $X$ is a mormal variate with mean I and S.D. 06 , obtain $P[X>0]$, $P[|X-1| \geq 0.6]$ and $P[-1.8<X<2.0]$. What is the distribution of $4 X+5$ ?
34. (a) Let $X$ and $Y$ be, two independent random variables each with a distribution which is $N(0,1)$. Find the probability density function of $U=a_{1} X$ $+a_{2} Y$, where $a_{1}$ and $a_{2}$ are constants.
(b) Show that if $X_{1}, X_{2}$ are mutually independent normal variates having means ' $\mu_{1}, \mu_{2}$ and standard deviations $\sigma_{1}, \sigma_{2}$ respectively, then $U=a_{1} X_{1}$ $+a_{2} X_{2}$ is also normally distributed.
34. (c) If $X_{i},(i=1,2, \ldots, n)$ are independent $N\left(\mu_{i}, \sigma_{i}^{2}\right)$ variates obtain the distribution of $\sum_{i=1}^{n} a_{i} X_{i}$
where $a_{i}, i=1,2, \ldots, n$ are constants. Hence deduce the distributions of :
(i) $X_{1}+X_{2}$
(ii) $X_{1}-X_{2}$
(iii) $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$; if $X_{i}^{\prime} s$ are i.i.d. $N\left(\mu, \sigma^{2}\right)$.

How do the results in (i) and (ii) compare with those in Poisson distribution and result in (iii) compare with Cauchy distribution?
[Delhi Univ. B.Sc. (Stat. Hons.), 1991]
Hint. For Cauchy distribution, see Remark 4, § 8.9.1 .
35. (a) If $X$ is normal with mean 2 and standard deviation 3, describe the distribution of $Y=\frac{1}{2} X-1$. Explain how you would find $P\left(Y \geq \frac{3}{2}\right)$ from the tables.

Hint. (a) We are given that $X \sim N\left(\mu, \sigma^{2}\right)$ where $\mu=2, \sigma=3$. The distribution of the new variable $Y=a X+b$ is also normal with

$$
\left.\begin{array}{rl}
E(Y) & =E(a X+b)=a E(X)+b=a \mu+b \\
\text { and } \operatorname{Var}(Y) & =\operatorname{Var}(a X+b)=a^{2} \operatorname{Var}(X)=a^{2} \sigma^{2} \tag{}
\end{array}\right\}
$$

Hence $Y=\frac{1}{2} X^{\prime}-1 \sim N\left(\mu_{1}, \sigma_{1}^{2}\right)$, where $\mu_{1}$ and $\sigma_{1}^{2}$ are given by ( ${ }^{*}$ ) with $a=\frac{1}{2}$ and $b=-1$, i.e.,

$$
\mu_{1}=\frac{1}{2} \cdot 2-1=0 ; \sigma_{1}^{2}=\left(\frac{1}{2}\right)^{2} \cdot 9=\frac{9}{4} .
$$

Thus $Y \sim N\left(\mu_{1}, \sigma_{1}^{2}\right)$, where $\mu_{1} \doteq 0, \sigma_{1}=\frac{3}{2}$.
$P\left(Y \geq \frac{3}{2}\right)=P(Z \geq 1)=0.5-P(0<Z<1)=0.5-0.3413=0.1587$.
(b) If $X$ and $Y$ are independent standard normal variables and if $Z=a X+$ $b Y+c$ where $a, b$ and $c$ are contants, what will be the distribution of $Z$ ? What is the mean, median and standard deviation of the distribution of $Z$ ?

Find $P(Z \leq 0: 1)$ if $a=1, b=-1$ and $c=0$.
(I.I.T. B. Tech: 1992)

Hint. $Z \sim N\left(c, a^{2}+b^{2}\right)$
If $a=1, b=-1, c=0$ then $Z \therefore X-Y \sim N(0,2)$
$\therefore P(Z \leq 0.1)=P\left(U \leq \frac{1}{14.142}\right) ; \quad U=\frac{Z-0}{\sqrt{2}} \sim N(0,1)$
36. Let $X$ be a random variable following normal distribution with mean $\mu$ and variance $\sigma^{2}$ and let $r$ be a non-negative integer.

If $\mu_{r}^{\prime}=E\left(X^{\prime}\right)$ and if $\mu_{2 r}=\left[E(X-\mu)^{2 r}\right]$, prove that
(i) $\mu_{r+2}^{\prime}=2 \mu \mu_{r+1}^{\prime}+\left(\sigma^{2}-\mu^{2}\right) \mu_{r}^{\prime}+\sigma^{3} \frac{d \mu_{r}^{\prime}}{d \sigma}$
(ii) $\mu_{2 r+2}=\sigma^{2} \mu_{2 r}+\sigma^{3} \frac{d \mu_{2 r}}{d \sigma} \quad$ [Madras Univ. B.Sc. (Main), Oct. 1989]

Hint. (i)

$$
\begin{aligned}
\frac{d \mu_{r}^{\prime}}{d \sigma}= & -\int_{-\infty}^{\infty} \frac{x^{r}}{\sqrt{2 \pi} \sigma^{2}} \exp \left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x \\
& +\int_{-\infty}^{\infty} \frac{x^{r}(x-\mu)^{2}}{\sqrt{2 \pi} \sigma^{4}} \exp \left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x \\
= & -\frac{\mu_{r}^{\prime}}{\sigma}+\frac{\mu_{r+2}^{\prime}}{\sigma^{3}}-\frac{2 \mu \mu_{r+1}^{\prime}}{\sigma^{3}}+\frac{\mu^{2} \mu_{r}^{\prime}}{\sigma^{3}}
\end{aligned}
$$

(ii) $\frac{d \mu_{2 r}}{d \sigma}=-\int_{-\infty}^{\infty} \frac{(x-\mu)^{2 r}}{\sqrt{2 \pi} \sigma^{2}} \exp \left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x$

$$
+\int_{-\infty}^{\infty} \frac{(x-\mu)^{2 r+2}}{\sqrt{2 \pi} \sigma^{4}} \exp \left\{-(x-\mu)^{2} / 2 \sigma^{2}\right\} d x=-\frac{\mu_{2 r}}{\sigma}+\frac{\mu_{2 r+2}}{\sigma^{3}}
$$

37. Prove that if the independent random variables $X$ and $Y$ have the probability densities,

$$
\frac{h}{\sqrt{\pi}} e^{-h^{2} x^{2}} \text { and } \frac{k}{\sqrt{\pi}} e^{-k^{2} y^{2}},-\infty<(x, y)<\infty
$$

then the random variable $U=X+Y$ has the probability density,

$$
\begin{gathered}
\frac{l}{\sqrt{\pi}} \cdot e^{-t^{2} u^{2}},-\infty<u<\infty \\
\text { where } \quad \frac{1}{l^{2}}=\frac{1}{h^{2}}+\frac{1}{k^{2}} \\
\text { 38. If }\left[\sum_{i=1}^{n} c_{i} \mu_{i}\right]^{2}=9 \sum_{i=1}^{n} c_{1}^{2} \sigma_{i}^{2} \text {, find } P\left(0 \leq Y \leq 2 \sum_{i=1}^{n} c_{i} \mu_{i}\right) \text {, }
\end{gathered}
$$

where $Y=\sum_{i=1}^{n} c_{i} X_{i}, X_{i}$ being a normal variate with mean $\mu_{i}$ and variance $\sigma_{i}^{2}$.

Eint.
We know $Y=\sum_{i=1}^{n} c_{i} X_{i} \sim N\left(\mu, \sigma^{2}\right)$, where $\mu=\sum_{i=1}^{n} c_{i} \mu_{i}$ and $\sigma^{2}=\sum_{i=1}^{n} c_{i}^{2} \sigma_{i}^{2}$.
Since $\left(\sum_{i} c_{i} \mu_{i}\right)^{2}=9\left(\sum_{i} c_{i}^{2} \sigma_{i}^{2}\right)$, we have $\mu^{2}=9 \sigma^{2}$ or $\frac{\mu}{\sigma}=3$
If we write $Z=\frac{Y-\mu}{\sigma}$, then $Z \sim N(0,1)$.

$$
P\left(0 \leq Y \leq 2 \sum_{i=1}^{n} c_{i} \mu_{i}\right)=P(0 \leq Y \leq 2 \mu)=P(-3 \leq Z \leq 3)=0.9973
$$

39. (a). Find the mean deviation ábout mean for the normal distribution $N\left(\mu, \sigma^{2}\right)$.
(b) If $X \sim N\left(\mu, \sigma^{2}\right)$, find the mean and variance of

$$
Y=\frac{1}{2}[(x-\mu) / \sigma]^{2}
$$

[Punjabi Univ. M.A. (Eco.), 1991]
Ans. $E(Y)=1 / 2, \operatorname{Var}(\dot{Y})=1 / 2$
Remark. Also see Example 8:30, on Gamma distribution.
(c) Derive normal distribution as a limiting case of binomial distribution, clearly stating the conditions involved. • [Delhi Univ. B.A. (Stat. Hons.), 1981]
40. If $f(x)$ is the density function for the normal distribution with mean zero and standard deviation $\sigma$, then show that

$$
\int_{-\infty}^{+\infty}[f(x)]^{2} d x=\frac{1}{2 \sigma \sqrt{\pi}}
$$

Hence show that if the normal distribution is grouped in intervals with total, frequency $N_{1}$, and $N_{2}$ is the sum of the squares of the frequencies, an estimate of $\sigma$ is $\frac{N_{1}^{2}}{2 N_{2} \sqrt{\pi}}$
(Gujarat Univ. B.Sc., 1992):
Hint. $\int_{-\infty}^{\infty}[f(x)]^{2} d x=\int_{-\infty}^{\infty}\left\{\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-x^{2} y \sigma^{2}\right)\right\}^{2} d x$

$$
=\frac{1}{2 \pi \sigma^{2}} \int_{-\infty}^{\infty} e^{-x^{2} / \sigma^{2}} d x=\frac{1}{2 \pi \sigma^{2}} \cdot \frac{\sqrt{\pi}}{(1 / \sigma)}
$$

$$
=\frac{1}{2 \sigma \sqrt{\pi}} \quad\left(\because \int_{-\infty}^{\infty} e^{-a^{2} x^{2}} d x=\sqrt{\pi} / a\right)
$$

$$
N_{2}=\int_{-\infty}^{\infty}\left\{N_{1} f(x)\right\}^{2} d x=\frac{N_{1}^{2}}{2 \sqrt{\pi} \sigma}
$$

41. Obtain the normal distribution as a limiting case of Poisson distribution when the parameter $\lambda \rightarrow \infty$.
42. (a) If $X$ is $N(0,1)$, prove that the p.d.f. of $|X|$ is

$$
\begin{array}{r}
h(x)=\left\{\sqrt{2 / \pi} \exp \left(-x^{2} / 2\right), x \geq 0\right. \\
0, \text { otherwise }
\end{array}
$$

(b) Let $X \sim N(0,1)$ and $Y \sim N(0,1)$ be independent random variables. Show that $X+Y$ is independent of $X-Y$.
43. If $X \sim N\left(\mu, 9^{2}\right)$ and $Y \sim N\left(\mu, 12^{2}\right)$ are independent, and if $P(X+2 Y \leq 3)=P(2 X-Y \geq 4)$, determine $\mu$.
[Calcutta Univ. B.Sc. (Maths Hons.), 1989]
44. If $X \sim N(0,1)$ and $Y \sim N(0,1)$, prove that
(i) $\operatorname{Var}(\sin X)>\operatorname{Var}(\cos X)$.
(ii) $E|X-Y| \leq \sqrt{8 / \pi}$
[Delhi Univ. B.A. Hons. (Spl. Course-Statistics), 1988]
Hint. (i) $\quad X \sim N(0,1) \Rightarrow \varphi_{X}(t)=E[\cos t X+i \sin t X)=e^{-t^{2} / 2}$.
$\Rightarrow E(\cos t X)=e^{-t^{2} / 2}$ and $E(\sin t X)=0$.
Taking $\quad t=1$ and 2 , we get:

$$
E(\cos X)=e^{-1 / 2} ; E(\cos 2 X)=e^{-2} ; E(\sin X)=E(\sin 2 X)=0 .
$$

$\operatorname{Var}(\cos X)=E\left(\cos ^{2} X\right)-(E \cos X)^{2}=E\left[\frac{1+\cos 2 X}{2}\right]-[E \cos X]^{2}$

$$
=\frac{1}{2}\left(1-e^{-1}\right)^{2}=0.99
$$

Similarly $\operatorname{Var}(\sin X)=E\left[\frac{1-\cos 2 X}{2}\right]-[E \sin X]^{2}=\frac{1}{2}\left(1-e^{-2}\right) \simeq 0.43$
(ii) Use $|X-Y| \leq|X|+|Y|$ and $E|X|=E|Y|=\sqrt{2 / \pi}$
or $X-Y \sim N\left(0, \sigma^{2}=2\right) ; \quad E|X-Y|=\sqrt{2 / \pi} \sigma=\sqrt{4 / \pi}<\sqrt{(8 / \pi)}$
45. Let $X$ and $Y$ be independent $N(0,1)$ variates. Let $X=R \cos \theta$, $Y=R \sin \theta$. Show that $R$ and $\theta$ are independent variates.
[Delhi Univ. B.A. Hons. (Spl. Course Statistics), 1985]
46. If $X \sim N(0,1)$, find p.d.f. of $|X|$. Hence or otherwise evaluate EIXI.
[Delhi Univ. B.Sc. (Maths. Hons.), 1980]
Hint. Distribution function $G_{Y}(y)$ of $Y=|X|$ is given by:

$$
\begin{aligned}
G_{Y}(y) & =P(Y \leq y)=P(|X| \leq y)=P(-y \leq X \leq y) \\
& =P(X \leq y)-P(X \leq-y) \\
G_{Y}(y) & =F_{X}(y)-F_{X}(-y) .
\end{aligned}
$$

where $F($.$) is the distribution function of X$. Differentiating, the p.d.f. of $Y=$ $|X|$ is given by

$$
\begin{array}{ll}
\quad & g_{Y}(y)=f_{X}(y)+f_{X}(-y)=2 f_{X}(y) \\
\Rightarrow \quad & g_{Y}(y)=\sqrt{2 / \pi} \cdot e^{-y^{2} / 2} ; y \geq 0 \quad\left[\text { By symmetry, since } X \sim N^{\prime}(0,1)\right]
\end{array}
$$

8.2-15. The log-normal Distribution. The positive r.v. $X$ is said to have. a $\log ^{2}$-normal distribution it $\log _{e} X$ is normally distributed.

Let $Y=\log _{e} X \sim N^{\prime}\left(\mu, \sigma^{2}\right)$.
For $x>0$,
$F_{X}(x)=P(X \leq x)=P(\log X \leq \log x)=P(Y \leq \log x)$
(since $\log X$ is monotonic increasing function)

$$
\begin{aligned}
& =\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\log x} \exp \left\{-(y-\mu)^{2} / 2 \sigma^{2}\right\} d y \\
& =\frac{1}{\sigma \sqrt{2 \pi}} \int_{0}^{x} \exp \left\{-(\log u-\mu)^{2} / 2 \sigma^{2}\right\} \frac{d u}{u} \quad \quad\left[\text { since } Y \sim N\left(\mu, \sigma^{2}\right)\right] \\
& x \leq 0,
\end{aligned} \quad(y=\log u)
$$

For $x \leq 0$,

$$
F_{X}(x)=P(X \leq x)=0
$$

Let us define

$$
f_{X}(u)=\left\{\begin{array}{l}
\frac{1}{u \sigma \sqrt{2 \pi}} \cdot \exp \left\{-(\log u-\mu)^{2} / 2 \sigma^{2}\right\}, u>0  \tag{8•18}\\
0, u \leq 0
\end{array}\right.
$$

Then $F_{X}(x)=\int^{x} f_{X}(u) d u$ for every $x$ and hence $f_{X}(x)$ defined in (8.18) is a p.d.f. of $X$.

Remark. If $X \sim N\left(\mu, \sigma^{2}\right)$, then $Y=e^{X}$ is called a log-normal random variable, since its $\log a r i t h m \log Y=X$, is a normal r.v.

Moments. The $r$ th moment about origin is given by

$$
\begin{align*}
\mu_{r}^{\prime} & =E\left(X^{\prime}\right)=E\left(e^{r \gamma}\right) & {\left[\because Y=\log X \Rightarrow X=e^{\gamma}\right] } \\
& =M_{Y}(r) & \text { (m.g.f. of } Y, r \text { being the parameter) } \\
& =\exp \left\{\mu r+\frac{1}{2} r^{2} \sigma^{2}\right\} & {\left[\because Y \sim N\left(\mu, \sigma^{2}\right)\right] }
\end{align*}
$$

Remarks. 1. In particular if we take $\mu=\log \alpha, \alpha>0$ i.e., $\log X \sim N\left(\log \alpha, \sigma^{2}\right)$, then

$$
\mu_{r}^{\prime}=E\left(X^{r}\right)=\exp \left\{r \cdot \log \alpha+\frac{1}{2} \dot{r}^{2} \sigma^{2}\right\}=\alpha^{r} \cdot \exp \left\{r^{2} \sigma^{2} / 2\right\}
$$

$\therefore$ mean $=\mu_{1}^{\prime}=\alpha e^{\sigma^{2} / 2}$ and $\mu_{2}^{\prime}=\alpha^{2} e^{2 \sigma^{2}}$

$$
\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\alpha^{2} e^{\sigma^{2}}\left(e^{\sigma^{2}}-1\right)
$$

2. It arises in problems of economics, biology, geology, and relibility theory. In particular it arises in the'study of dimensions of particles under pulverisation.
3. If $X_{1}, X_{2}, \ldots, X_{n}$ is a set of independently identically distributed random variables such that mean of each $\log X_{i}$ is $\mu$ and its variance is $\sigma^{2}$, then the product $X_{1} X_{2}{ }^{=} \ldots X_{n}$ is asymptotically distributed according to logarithmic normal distribution and with mean $\mu$ and variance $n \sigma^{2}$

## EXERCISE 8(c)

1. (a) Let $X$ be a non-negative random variable such that $\log X=Y$, (say), is normally distributed with mean $\mu$ and variance $\sigma^{2}$.
(i) Write down the probability density function of $X$. Find $E(X)$ and $\operatorname{Var}(X)$.
(iii) Find the median and the mode of the distribution of $X$.
(b) If $X$ is a normally distributed with zero mean and variance $\sigma^{2}$ find the density function of $U=e^{X} \quad$ Locate the mode of the distribution.
2. A random variable $X$ has the probability density function:

$$
f(x)=\frac{1}{\beta x \sqrt{2 \pi}}, \exp \left[-\frac{1}{2 \beta^{2}}(\log x-\alpha)^{2}\right], x>0
$$

Find $E(X)$ and $\operatorname{Var}(X)$.
[Punjab Univ. M.A. (Eco.), 1991],
3. A random variate $X$ has the p.d.f.,

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{x \sqrt{2 \pi}} e^{-(\log x)^{2} / 2}, x>0 \\
0, \text { elsewhere }
\end{array}\right.
$$

Calculate the mean, mode, standard deviation and coefficient of skewness.
Ans. $\sqrt{e}, 1 / e, \sqrt{e(e-1)}$, and $\left(1-e^{-3 / 2}\right) / \sqrt{e-1}$
4. The random variable $X$ has mean $m$ and standard deviation s. If $Y=\log X$ is normally distributed with mean $M$ and standard deviation $S$, prove that
(i)
$m=\exp \left[M+\frac{1}{2} S^{2}\right]$,
(ii) $1+\frac{s^{2}}{m^{2}}=e^{s^{2}}$
5. Given that $X_{i}$ are independent logarithmic normal variates with parameters $\mu_{i}$ and $\sigma_{i} ; i=2, \ldots, n$, find the sth raw moment of the variable

$$
Y=\Pi\left(a_{i} X_{i}\right) ; i=1 ; 2, \ldots, n
$$

6. Show that the log-normal distribution is posilively skewed i.e., mean $>$ median > mode.

Ans. Let $Y=\log X \sim N\left(\mu, \sigma^{2}\right)$
$E(X)=e^{\mu+\sigma^{2} / 2} ;$ Median $=e^{\mu} ;$ Mode $=e^{\mu-\sigma^{2}}$
7. If $X$ and $Y$ are two independent log-normal variates, then $X Y$ and $X / Y$ are also log-normal variates.

Hint. Let $\log X \sim N\left(\mu_{1}, \sigma_{1}^{2}\right) ; \log Y \sim N\left(\mu_{2}, \sigma_{2}^{2}\right) ; U=X Y$ and $V=(X / Y)$.
$\left.\begin{array}{l}\cdot \log U=\log X+\log \cdot Y \sim N\left(\mu_{1}+\mu_{2}, \sigma_{1}^{2}+\sigma_{2}^{2}\right) \\ \log V=\log X-\log Y \sim N\left(\mu_{1}-\mu_{2}, \sigma_{1}^{2}+\sigma_{2}^{2}\right)\end{array}\right\}(\because X$ and $Y$ are independent $)$
8. If $X \sim N\left(0, \sigma^{2}\right)$, obtain the distribution of $e^{X^{\dot{C}}}$ Find out the mean of the distribution.
[Delhi Univ. B.Sc. (Stat. Hons.), 1985]
9. If $X \sim N\left(\mu, \sigma^{2}\right)$, find the p.d.f. of. $Y=c^{x}$, using the result that $E\left(e^{i X}\right)=e^{\mu t+i^{2} \sigma^{\prime} / 2}$.

Find the coefficient of variation of $Y$. [Delhi Univ. M.A. (Eco.), 1991]
8.3. Gamma Distribution. The contimious random variable $X$ which is distributed according to the probability law:

$$
f(x)=\left\{\begin{array}{l}
\frac{e^{-1} x^{\lambda-1}}{\Gamma(\lambda)} ; \lambda>0,0<x<\infty  \tag{8-20}\\
0, \text { otherwise }
\end{array}\right.
$$

is known as a Gamma variate with parameter $\lambda$ and referred to as a $\gamma(\lambda)$ variate and its distribution is called the Gammadistribution.

Remarks. 1. The function $f(x)$ defined above represents a probability function, since

$$
\int_{0}^{\infty} f(x) d x=\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} e^{-x} x^{\lambda-1} d x=\frac{1}{\Gamma(\lambda)} \cdot \Gamma(\lambda) \doteq 1
$$

2. A continuous random variable $X$ having the following p.d.f. is said to have a gamma distribution with two parameters $a$ and $\lambda$.

$$
\begin{align*}
f(x) & =\frac{a^{\lambda}}{\Gamma \lambda} e^{-a x} x^{\lambda-1} ; a>\dot{0}, \lambda>0 ; 0<x<\infty \\
& =0, \text { otherwise }
\end{align*}
$$

We write $X \sim \gamma(a, \lambda)$
Taking $a=1$ in (8.20 a) we get (8.20). Hence we may write

$$
X \sim \gamma(\lambda)=(1, \lambda)
$$

3. The cumulative distribution function, called ịncomplete gamma function is

$$
F_{X}(x)=\left\{\begin{array}{l}
\int_{0}^{x} f(u) d u=\frac{1}{\Gamma \lambda} \int_{0}^{x} e^{-u} u^{\lambda-1} d u, x>0 \\
0, \text { otherwise }
\end{array}\right.
$$

8.3.1. M.G.F. of Gamma Distribution. M.G.F. about origin is given by

$$
\begin{align*}
M_{X}(t) & =E\left(e^{t X}\right)=\int_{0}^{\infty} e^{t r} f(x) d x=\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} e^{t x} e^{-x} x^{\lambda-1} d x \\
& =\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} e^{-(1-t) r} x^{\lambda-1} d x=\frac{1}{\Gamma(\lambda)} \cdot \frac{\Gamma(\lambda)}{(1-t)^{\lambda}},|t|<1 \\
\therefore \quad M_{X}(t) & =(1-t)^{-\lambda},|t|<1 \tag{8.21}
\end{align*}
$$

8.3.2. Cumulant Generating Fucntion of Gamma Distribution. The cumulant generating fucntion $K_{X}(t)$ is given by

$$
K_{X}(t)=\log M_{X}(t)=-\log (1-t)^{-\lambda}=-\lambda \log (1-\cdot t) ;|t|<1
$$

$$
\begin{array}{rlrl} 
& & =\lambda\left[t+\frac{t^{2}}{2}+\frac{t^{3}}{3}+\frac{t^{4}}{4}+\ldots\right] \\
& & & \text { Mean }
\end{array} \text { } \begin{array}{rlrl} 
& \kappa_{1}=\text { Coefficient of } t \text { in } K_{X}(t)=\lambda \\
\mu_{2} & =\kappa_{2}=\text { Coefficient of } \frac{t^{2}}{2!} \text { in } K_{X}(t)=\lambda \\
& \kappa_{3} & =\text { Coefficient of } \frac{t^{3}}{3!} \text { in } K_{X}(t)=2 \lambda \\
& & \kappa_{4} & =\text { Coefficient of } \frac{t^{4}}{4!} \text { in } K_{X}(t)=6 \lambda \\
& & \mu_{4} & =\kappa_{4}+3 \kappa_{2}^{2}=6 \lambda+3 \lambda^{2} \\
& \text { Hence } & \beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{4 \lambda^{2}}{\lambda^{3}}=\frac{4}{\lambda_{1}} \text { and } \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=3+\frac{6}{\lambda}
\end{array}
$$

Remarks 1. Like Poisson distribution, the mean and variance of the Gamma distribution are also equal. However, Poisson distribution is discrete while Gamma distribution is continuous.
2. Limiting form of Gamma distribution as $\lambda \rightarrow \infty$. We kniow that if $\chi \sim \gamma(\lambda)$, then $E(X)=\lambda=\mu$, (say), and $\operatorname{Var}(X)=\lambda=\sigma^{2}$, (say). Then standard gamma variate is given by

$$
\begin{align*}
Z & =\frac{X-\mu}{\sigma}=\frac{X-\lambda}{\sqrt{\lambda}} . \\
M_{Z}(t) & =e^{-\mu t / \sigma} M_{X}(t / \sigma)=e^{-\mu t / \sigma}(1-t / \sigma)^{-\lambda} .  \tag{8.21}\\
& =e^{-t \lambda \sqrt{\lambda}}\left(1-\frac{t}{\sqrt{\lambda}}\right)^{-\lambda} \\
\Rightarrow \quad K_{z}(t) & =-\sqrt{\lambda} \cdot t-\lambda \cdot \log \left(1-\frac{t}{\sqrt{\lambda}}\right) \\
& =-\sqrt{\lambda} t+\lambda\left(\frac{t}{\sqrt{\lambda}}+\frac{t^{2}}{2 \lambda}+\frac{t^{3}}{3 \lambda^{3 / 2}}+\ldots\right) \\
& =-\sqrt{\lambda} t+\sqrt{\lambda} t+\frac{t^{2}}{2}+o\left(\lambda^{-1 / 2}\right)
\end{align*}
$$

where $O\left(\lambda^{-1 / 2}\right)$ are terms containing $\frac{1}{2}$ and higher powers of $\lambda$ in the denominator.
$\therefore \quad \lim _{\lambda \rightarrow \infty} K_{Z}(t)=\frac{t^{2 \cdot}}{2} \Rightarrow \lim _{\lambda \rightarrow \infty} M_{Z}(t)=e^{t^{2} / 2}$,
Which is the m.g.f. of a Standard Normal-Variate: Hence by uniqueness theorem of m.g.f., Standard Gamma variate tends to Standard Normal Variate as $\lambda \rightarrow \infty$. In oher words, Gamma distribution tends to Nomial distribution for large values of prameter $\lambda$.
3. For the two parameter gamma distribution (8.20 a), we have

$$
M_{X}(t)=\left(1-\frac{t}{a}\right)^{-\lambda} ; t<a
$$

Proof is left as an exercise to the reader.

$$
\begin{align*}
& \begin{aligned}
K_{X}(t) & =-\lambda \log (1-t / a) ; t<a \\
& =\lambda\left[\frac{t}{a}+\frac{1}{2}\left(\frac{t}{a}\right)^{2}+\frac{1}{3}\left(\frac{t}{a}\right)^{3}+\ldots\right] \\
\therefore \quad \text { Mean } & =k_{1}=\lambda / a \\
& \\
& \text { Hence } \quad \begin{aligned}
& \\
& \text { Variance }
\end{aligned} \\
& =k_{2}=\lambda / a^{2}=\text { Mean } / a \\
& \text { Variance }
\end{aligned}>\text { Mean if } a<1, \\
& \text { Variance }=\text { Mean if } a=1, \\
& \text { Variance }<\text { Mean if } a>1 .
\end{align*}
$$

8.3.3. Additive Property of Gamma Distribution. The sum of inde. pendent Gamma variates is also a Gamma variate. More precisely, if $X_{1}, X_{2}, \ldots$, $X_{k}$ are independent Gamma variates with parameters $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ respectively then $X_{1}+X_{2}+\ldots+X_{k}$ is also a Gamma variate with parameter $\lambda_{1}+\lambda_{2}+\ldots t$ $\lambda_{k}$.

Proof. Since $X_{i}$ is a $\gamma\left(\lambda_{i}\right)$ variate,

$$
M_{X_{i}}(t)=(1-t)^{-\lambda_{i}}
$$

The m.g.f. of the sum $X_{1}+X_{2}+\ldots+X_{k}$ is given by

$$
\begin{aligned}
M_{X_{1}+X_{2}+\ldots+X_{k}}(t)= & M_{X_{1}}(t) M_{X_{2}}(t) \ldots M_{X_{k}}(t) \\
& \quad \text { (since } X_{1}, X_{2}, \ldots, X_{k} \text { are independent) } \\
= & (1-t)^{-\lambda_{1}}(1-t)^{-\lambda_{2}} \ldots(1-t)^{-\lambda_{t}} \\
= & (1-t)^{-\left(\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}\right)}
\end{aligned}
$$

which is the m.g.f. of a Gamma variate with parameter $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}$. Hence the result follows by the uniqueness theorem of m.g.f.'s.

Remark. If general, if $X_{i} \underset{\sim}{\boldsymbol{\gamma}}\left(a, \lambda_{i}\right), i=1,2, \ldots, n$ are independent r.v.'s then $\sum_{i=1}^{n} X_{i} \sim \gamma\left(a, \sum_{i=1}^{n} \lambda_{i}\right)$.
8.4. Beta Distribution of First Kind. The continuous random variable which is distributed according to the probability law

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{B(\mu, v)} \cdot x^{\mu-1}(1-x)^{v-1} ;(\mu, v)>0,0<x<1  \tag{8.22}\\
0, \text { otherwise }
\end{array}\right.
$$

(where $B(\mu, v)$ is the Beta function), is known as a Beta variate of the first kind with parameters $\mu$ and $v$ and is referred to as $\beta_{1}(\mu, v)$ variate and its distribution is called Beta distribution of the first kind.

Remarks. 1. The cumulative distribution function, often called the Incomplete Beta Function, is

$$
F(x)=\left\{\begin{array}{l}
0, x<0 \\
\int_{0}^{x} \frac{1}{B(\mu, v)} u^{\mu-1}(1-u)^{v-1} d u ; 0<x<1,(\mu, v)>0 \\
1, x>1
\end{array}\right.
$$

2. In particular, if we take $\mu=1$ and $v=1$ in (8.22) we get:

$$
f(x)=\frac{1}{\beta(1,1)}=1,0<x<1
$$

which is the p.d.f. of uniform distribution on $[0,1]$.
3. If $X \sim \beta_{1}(\mu, v)$, then it can be easily proved that I $-X \sim \beta_{1}(v, \mu)$.

### 8.4.1. Constants of Beta Distribution of First Kind.

$$
\begin{align*}
\mu_{r}^{\prime} & =\int_{0}^{1} x^{r} f(x) d x=\frac{1}{B(\mu, v)} \int_{0}^{1} x^{\mu+r-1}(1-x)^{v-1} d x \\
& =\frac{1}{B(\mu, v)} B(\mu+r, v)=\frac{\Gamma \mu+r) \Gamma(v)}{\Gamma(\mu+r+v)} \cdot \frac{\Gamma(\mu+v)}{\Gamma(\mu) \Gamma(v)} \\
& =\frac{\Gamma(\mu+r) \Gamma(\mu+v)}{\Gamma(\mu+r+v) \Gamma(\mu)}
\end{align*}
$$

In particular
Mean $=\mu_{1}^{\prime}=\frac{\Gamma(\mu+1)}{\Gamma(\mu+v+1)} \cdot \frac{\Gamma(\mu+v)}{\Gamma(\mu)}=\frac{\mu \Gamma(\mu) \Gamma(\mu+v)}{(\mu+v) \Gamma(\mu+v) \Gamma(\mu)}=\frac{\mu}{\mu+v}$

$$
[\because \Gamma(k)=(k-1) \Gamma(k-1)]
$$

$$
\mu_{2}^{\prime}=\frac{\Gamma(\mu+2) \cdot \Gamma(\mu+v)}{\Gamma(\mu+v+2) \Gamma(\mu)}=\frac{(\mu+1) \mu \Gamma(\mu) \Gamma(\mu+v)}{(\mu+v+1)(\mu+v) \Gamma(\mu+v) \Gamma(\mu)}
$$

$$
=\frac{\mu(1+\mu)}{(\mu+v)(\mu+v+1)}
$$

Hence

$$
\begin{align*}
\mu_{i} & =\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{\mu(1+\mu)}{(\mu+v)(\mu+v+1)}-\left(\frac{\mu}{\mu+v}\right)^{2} \\
& =\frac{\mu}{(\mu+v)^{2}(\mu+v+1)}[(\mu+v)(\mu+1)-\mu(\mu+v+1)] \\
& =\frac{\mu v}{(\mu+v)^{2}(\mu+v+1)}
\end{align*}
$$

Similarly, we have
and

$$
\begin{aligned}
\mu_{3} & =\mu_{3}^{\prime}-3 \mu_{2}^{\prime}-\mu_{1}^{\prime}+2 \mu_{1}^{\prime 3}=\frac{2 \mu v(v-\mu)}{(\mu+v)^{3}(\mu+v+1)(\mu+v+2)} \\
\mu_{4} & =\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime} \mu_{1}^{\prime 2}-3 \mu_{1}^{\prime 4} \\
& =\frac{3 \mu v\left\{\mu v(\mu+v-6)+2(\mu+v)^{2}\right\}}{(\mu+v)^{4}(\mu+v+i)(\mu+v+2)(\mu+v+3)}
\end{aligned}
$$

so that

$$
\begin{aligned}
& \beta_{1}=\frac{\mu^{\frac{2}{3}}}{\mu_{2}^{\frac{1}{2}}}=\frac{t(v-\mu)^{2}(\mu+v+1)}{\mu v(\mu+v+2)^{2}} \\
& \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{\frac{3}{2}}}=\frac{3(\mu+v+1) \mu v(\mu+v-6)+2(\mu+v)^{2}}{\mu v(\mu+v+2)(\mu+v+3)}
\end{aligned}
$$

The harmonic mean $H$ is given by

$$
\begin{array}{rlrl}
\frac{1}{H} & =\int_{0}^{1} \left\lvert\, \frac{1}{x} f(x) d x=\frac{1}{B(\mu, v)} \int_{0}^{1} \mu^{\mu-2}(1-x)^{v-1} d x\right. \\
& =\frac{1}{B(\mu, v)} B(\mu-1, v)=\frac{\Gamma(\mu-1) \Gamma(v)}{\Gamma(\mu+v-1)} \cdot \frac{\Gamma(\mu+v)}{\Gamma(\mu) \Gamma(v)} \\
& =\frac{\Gamma(\mu-1)(\mu+v-1) \Gamma(\mu+v-1)}{\Gamma(\mu+v-1)(\mu-1) \Gamma(\mu-1)}=\frac{\mu+v-1}{\mu-1} \\
\therefore & & H=\frac{\mu-1}{\mu+v-1}
\end{array}
$$

8.5. Beta Distribution of Second Kind. The continuous random var. able $X$ which is distributed according to the probability law :

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{B(\mu, v)} \cdot \frac{x^{\mu-1}}{(1+x)^{\mu+v}} ;(\mu, v)>0,0<x<\infty  \tag{8-23}\\
0, \text { otherwise }
\end{array}\right.
$$

is known as a Beta variate of second kind with parameters $\mu$ and $v$ and is denoted as $\beta_{2}(\mu, v)$ variate and its distribution is called Beta distributed of second kind.

Remark. Beta distribution of second kind is transformed' to Beta distribu. tion of first kind by the transformation

$$
\begin{equation*}
1+x=\frac{1}{y} \Rightarrow y=\frac{1}{1+x} \tag{}
\end{equation*}
$$

Thus if $X \sim \beta_{2}(\mu, v)$, then $Y$ defined in (*) is.a $\beta_{1}(\mu, v)$. T: : proof is left as an exercise to the reader.
8.5.1. Constants of Beta Distribution of Second Kind.

$$
\begin{align*}
\mu_{r}^{\prime} & =\int_{0}^{\infty} x^{r} f(x) d x=\frac{1}{B(\mu, v)} \int_{0}^{\infty} \frac{x^{\mu+r-1}}{(1+x)^{\mu+v}} d x \\
& =\frac{1}{B(\mu, v)} \int_{0}^{\infty} \frac{x^{(\mu+r)-1}}{(1+x)^{\mu+r+v-r}} d x \\
& =\frac{1}{B(\mu, v)} \cdot B\left(\mu+r, v_{1}-r\right) \\
& =\frac{\Gamma(\mu+r) \Gamma(\dot{v}-r)}{\Gamma(\mu+v)} \cdot \frac{\Gamma(\mu+v)}{\Gamma(\mu) \Gamma(v)}=\frac{\Gamma(\mu+r)(\Gamma(v-r)}{\Gamma(\mu) \Gamma(v)}
\end{align*}
$$

In particular

$$
\begin{aligned}
\mu_{1}^{\prime} & =\frac{\Gamma(\mu+1) \Gamma(v-1)}{\Gamma(\mu) \Gamma(v)}=\frac{\mu \Gamma(\mu) \Gamma(v-1)}{\Gamma(\mu)(v-1) \Gamma(v-1)}=\frac{\mu}{v-1} \\
\mu_{2}^{\prime} & =\frac{\Gamma(\mu+2) \Gamma(v-2)}{\Gamma(\mu) \Gamma(v)}=\frac{(\mu+1) \mu \Gamma(\mu) \Gamma(v-2)}{\Gamma(\mu)(v-1)(v-2) \cdot \Gamma(v-2)}=\frac{\mu(\mu+1)}{(v-1)(v-2)} \\
\mu_{2} & =\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{\mu(\mu+1)}{(v-1)(v-2)}-\left(\frac{\mu}{v-1}\right)^{2} \\
& =\frac{\mu}{v-1}\left[\frac{(v-1)(\mu+1)-\mu(v-2)}{(v-1)(v-2)}\right]=\frac{\mu(\mu+v-1)}{(v-1)^{2}(v-2)}
\end{aligned}
$$

The harmonic mean $H$ is given by

$$
\begin{aligned}
& \frac{1}{H}=E\left(\frac{1}{X}\right)=\int_{0}^{\infty} \frac{1}{x} \cdot f(x) d x=\frac{1}{B(\mu, v)} \int_{0}^{\infty} \frac{\ldots \cdot x^{\mu-2}}{(1+x)^{\mu+v}} d x \\
& =\frac{1}{B(\mu, v)} \int_{0}^{\infty} \frac{x^{\mu-1-1}}{(I+x)^{\mu-1+v+1}} d x=\frac{1}{B(\mu, v)} \cdot B(\mu-1, v+1), \mu>1 . \\
& =\frac{\Gamma(\mu-1) \Gamma(v+1)}{\Gamma(\mu+v)} \cdot \frac{\Gamma(\mu+v)}{\Gamma(v) \Gamma(v)}=\frac{\Gamma(\mu-1) v \Gamma(v)}{(\mu-1) \Gamma(\mu-1) \Gamma(v)}=\frac{v}{\mu-1} \\
& \text { Hence } \quad \cdot H=\frac{\mu-1}{v}
\end{aligned}
$$

Example 8.29. The daily consumption of milk in a ciry, in excess of 20,000 gallons, is approximately distributed as a Gamma variate with the parameters $v=2$ and $\lambda=\frac{1}{10,000}$. The city has a daily stoc̣k of 30,000 gallons. What is the probability that the stock is insufficient on a particular day?
[Madras Univ.B.Sc. (Stat. Main), 1990]
Solution. If the r.v. $X$ denotes the daily consumption of milk (in gallons) in a city, then the r.v.. $Y=X-20,000$ has a igammia distribution with p.d.f.

$$
g(y)=\frac{1}{(10,000)^{2} \Gamma(2)} y^{2-1} e^{-y / 10,000}=\frac{y e^{-y / 10,000}}{(10,000)^{2}} ; 0<y<\infty
$$

[ See 8.20 (a)]
Since the daily stock of the city is 30,000 gallons, the required probability ' $p$ ' that the stock is insufficient on a particular. day is given by

$$
\begin{aligned}
p & =P(X>30,000)=P(Y>10,000) \\
& =\int_{10,000}^{\infty} g(y) d y=\int_{10,000}^{\infty} \frac{y e^{-y / 10,000}}{(10,000)^{2}} d y \\
& =\int_{1}^{\infty} z e^{-z} d z
\end{aligned}
$$

[Taking $z=y / 10,000$ ]
Integrating by parts, we get

$$
\begin{aligned}
p & =\left|-z e^{-i}\right|_{1}^{\infty}+\int_{1}^{\infty} e^{-i} d z=e^{-1}-\left|e^{-i}\right|_{1}^{\infty} \\
& =e^{-1}+e^{-1}=2 / e
\end{aligned}
$$

Remark. Since $v=2$, the integration is easily done. However, for general values of $\lambda$ and $v$, the integral is evaluated by using tables of Incomplete Gamma Integral, [see Tables of Incomplete Gamma Fucntions, K. Pearson; Cambridge University.Press] of the form

$$
\int_{0}^{\alpha} \frac{e^{-x} \cdot x^{n-1}}{\Gamma n} \cdot d x,
$$

which have been tabulated for different values of $\alpha$ and $n$.
Example 8.30. If $X \sim N\left(\mu, \sigma^{2}\right)$, obtain the p.d.f. of :

$$
U=\frac{1}{2}\left(\frac{X-\mu}{\sigma}\right)^{2}
$$

Solution. Since $X \sim N\left(\mu, \sigma^{2}\right)$,

$$
\begin{aligned}
& d P(x)
\end{aligned}=\frac{1}{\sqrt{2 \pi} \sigma} e^{-(x-\mu)^{2} / 2 \sigma^{2}} d x,-\infty<x<\infty \quad \text { Let } \quad \begin{aligned}
u & =\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2} \Rightarrow \frac{x-\mu}{\sigma}=\sqrt{2 u} \\
\therefore \quad d x & =\frac{\sigma}{\sqrt{2 u} d u}
\end{aligned}
$$

' Hence probability differential of $\boldsymbol{U}$ is

$$
\begin{aligned}
d G(u) & =\frac{1}{\sqrt{2 \pi} \sigma} e^{-u} \cdot \frac{\sigma}{\sqrt{2 u}} d u=\frac{1}{2 \sqrt{\pi}} e^{-u} u^{-1 / 2} d u \\
& =\frac{1}{\sqrt{\pi}} \cdot e^{-u} u^{-1 / 2} d u, 0<u<\infty
\end{aligned}
$$

the factor $\frac{1}{2}$ disappearing from the fact that total probability is unity.
$\therefore d G(u)=\frac{\cdot 1}{\Gamma\left(\frac{1}{2}\right)} e^{-u} u^{(1 / 2)-1} d u, 0<u<\infty \quad\left[\because \Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}\right]$
Hence $\quad U=\frac{1}{2}\left(\frac{X-\mu}{\dot{\sigma}}\right)^{2}$ is a $\gamma\left(\frac{1}{2}\right)$ variate.
Example 8.31. Show that the mean value of positive square root of a $\gamma(\mu)$ variate is $\Gamma\left(\mu+\frac{1}{2}\right) / \Gamma(\mu)$. Hence prove that the mean deviation of a normal variate from its mean is $\sqrt{2 / \pi} \sigma$, where $\sigma$ is the standard deviation of the distribution.
[Delhi Univ. B.Sc. (Stat. Hons.), 1986]
Solution. Let $X$ be a $\gamma(\mu)$ variate. Then

$$
f(x)=\frac{e^{-x} x^{\mu-1}}{\Gamma(\mu)} ; \mu>0,0<x<\infty
$$

$$
\therefore \quad E(\sqrt{X})=\int_{0}^{\infty} x^{1 / 2} f(x) d x=\frac{1}{\Gamma(\mu)} \int_{0}^{\infty} e^{-\lambda} x^{\mu+(1 / 2)-1} d x=\frac{\Gamma\left(\mu+\frac{1}{2}\right)}{\Gamma(\mu)}
$$

If $X \sim N\left(\mu, \sigma^{2}\right)$, then

$$
U=\frac{1}{2}\left(\frac{X-\mu}{\sigma}\right)^{2} \text { is a } \gamma\left(\frac{1}{2}\right) \text { variate. } \quad \text { (c.f. Example 8.30) }
$$

$\therefore \quad|X-\mu|=\sqrt{2} \sigma U^{1 / 2}$, where $U$ is a $\gamma\left(\frac{1}{2}\right)$ variate.
Hence mean deviation about mean is given by

$$
\begin{aligned}
E|X-\mu| & =E\left(\sqrt{2} \sigma U^{1 / 2}\right)=\sqrt{2} \sigma E\left(U^{1 / 2}\right) \\
& =\sqrt{2} \sigma \frac{\Gamma\left(\frac{1}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)}=\frac{\sqrt{2} \sigma}{\sqrt{\pi}}=\sqrt{2 / \pi} \sigma
\end{aligned}
$$

Example 8.32. If $X$ and $Y$ are independent Gamma variates with parameters $\mu$ and $v$ respectively, show that the variables

$$
U=X+Y, Z=\frac{X}{X+Y}
$$

are independent and that $U$ is a $\gamma(\mu+v)$ variate and $Z$ is a $\beta_{1}(\mu, v)$ variate.
[Delhi Univ. B.Sc. (Stat. Hons.), 1991]
Solution. Since $X$ is a $\gamma(\mu)$ variate and $Y$ is a $\gamma(v)$ variate, we have

$$
\begin{aligned}
& f_{1}(x) d x=\frac{1}{\Gamma(\mu)} e^{-x} x^{\mu-1} d x ; 0<x<\infty, \mu>0 \\
& f_{2}(y) d y=\frac{1}{\Gamma(v)} \epsilon^{-y} y^{v-1} d y ; 0<y<\infty, v>0
\end{aligned}
$$

Since $X$ and $Y$ are independently distributed, their joint probability differential is given by the compound probability theorem as
$d F(x, y)=f_{1}(x) f_{2}(y) d x d y=\frac{1}{\Gamma \mu \Gamma v} e^{-(x+y)} x^{n-1} y^{\nu-1} d x d y$
Now $u=x+y, z=\frac{x}{x+y}$, so that $x=u z, y=u-x=u(1-z)$
Jacobian of transformation $J$ is given by

$$
J=\frac{\partial(x, y)}{\partial(u, z)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial y}{\partial u} \\
\frac{\partial x}{\partial z} & \frac{\partial y}{\partial z}
\end{array}\right|=\left|\begin{array}{ll}
z & 1-z \\
u & -u
\end{array}\right|=-\dot{ }
$$

As $X$ and $Y$ range from 0 to $\infty, u$ ranges from 0 to $a$ and $z$ from 0 to 1 . Hence the joint distribution of $U$ and $Z$ is

$$
\begin{aligned}
d G(u, z) & =g(u, z) d u d z=\frac{1}{\Gamma(\mu) \Gamma(v)} e^{-u}(u z)^{\mu-1}[u(1-z)]^{v-1}|J| d u d z \\
& =\frac{1}{\Gamma(\mu) \Gamma(v)} \cdot e^{-u u^{\mu+v-1} z^{\mu-1}(1-z)^{v-1} d u d z}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\frac{e^{-u} \cdot u^{\mu+v-1}}{\Gamma(\mu+v)} d u\right)\left(\frac{1}{B(\mu, v)} z^{\mu-1}(1-z)^{v-1} d z\right) \\
& =\left[g_{1}(u) d u\right]\left\lceil g_{2}(z) d z \mid, \quad\right. \text { (say), }
\end{aligned}
$$

where $\quad g_{1}(u)=\frac{1}{\Gamma(\mu+v)} e^{-u} u^{\mu+v-1}, 0<u<\infty$

$$
\text { and } g_{2}(z)=\frac{1}{B(\mu, v)} z^{\mu-1}(1-z)^{v-1} .0<z<1
$$

From (*) and $\left(^{* *}\right.$ ) we conclude that $U$ and $Z$ are independetnly distribi $U$ as a $\gamma(\mu+v)$ variate and $Z$ as a $\beta_{1}(\mu, v)$ variate.

Example 8.33. If $X$ and $\gamma$ are independent Gamma variates parameters $\mu$ and $v$ respectively; show that

$$
U=X+Y, Z=\frac{X}{Y}
$$

are independent and that $U$ is $a \gamma(\mu+v)$ variate and $Z$ is $a \beta_{2}(\mu, v)$ variate [̀Rajasthan Univ. B.Sc. (Hons.), 1
Solution. As in example 8.32, we have

$$
d F(x, y)=\frac{1}{\Gamma(\mu) \Gamma(v)} e^{-(x+y)} x^{\mu-1} y^{v-1} d x d y, 0<(x, y)<\infty
$$

Since $u=x+y$ and $z=\frac{x}{y}$,

$$
\begin{aligned}
1+z & =1+\frac{x}{y}=\frac{u}{y} \Rightarrow y=\frac{u}{1+z} \text { and } x=\frac{u z}{1+z}=u\left(1-\frac{1}{1+z}\right) \\
J & =\frac{\partial(x, y)}{\partial(u, z)}=\frac{-u}{(1+z)^{2}}
\end{aligned}
$$

As $x$ and $y$ range from 0 to $\infty$, both $u$ and $z$ range from 0 to $\infty$ :H the joint probability differential of random variables $U$ and $Z$ becomes

$$
\begin{aligned}
& d G(u, v)=\frac{1}{\Gamma(\mu) \Gamma(v)} e^{-u}\left(\frac{u z}{1+z}\right)^{\mu-1}\left(\frac{u .}{1+z}\right)^{v-1}|J| d u d z \\
&=\left(\frac{e^{-u} u^{\mu+v-1}}{\Gamma(\mu+v)} d u\right)\left(\frac{1}{B(\mu, v)} \cdot \frac{z^{\mu-1}}{(1+z)^{\mu+v}} d v\right) ; \\
& 0<u<\infty, 0<v
\end{aligned}
$$

Hence $U$ and $Z$ are independently distributed, $U$ as a $\gamma(\mu+v)$ va and $Z$ as a $\beta_{2}(\mu, v)$ variate.

Remark. The above two examples lead to the following important res
If $X$ is $a \gamma(\mu)$ variate and $Y$ is an independent $\gamma(v)$ variate, then (i) $X+Y$ is a $\gamma(\mu+v)$ variaie, i.e., the sum of two independent Gal variates is also a Gamma variate.
(ii) $\frac{X}{\gamma}$ is a $\beta_{2}(\mu, v)$ variate, i.e., the ratio of two independent Gamma variates is also a gamma variate.
(iii) $\frac{X}{X+\gamma}$ is a $\beta_{1}(\mu, v)$ vatiàte.

Example 8.34. Let $X$ and• $V$ have joint p.d.f.

$$
\begin{aligned}
g(x, y) & =\frac{e^{-(1+1)} x^{3} y^{+}}{\Gamma 4 \Gamma 5}, x>0, y>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find (i) p.d.f. of $U=\frac{X}{X+\gamma}$, (ii) $E(U)$ and (iii) $E[U-E(U)]^{2}$
(Allahabad Univ. B.Sc. 1992)
Solution. Let $u=\frac{x}{x+y}$ and $v=x+y$
$\Rightarrow \quad x=u v, y=v-x=v-u v=v(1-u)$
Jacobian of transformation is

$$
J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{ll}
\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\
\frac{\partial y}{\partial u} & \frac{\partial y}{\partial v}
\end{array}\right|=\left|\begin{array}{cc}
v & u \\
-v & i-u
\end{array}\right|=v
$$

Hence joint p.d.f. of $U$ and $V$ becomes:

$$
\begin{aligned}
p(u, v) & =g(x, y) \cdot|J| \\
& =\frac{1}{\Gamma 4 \Gamma 5} e^{-v} \cdot(u v)^{3}[v(1-u)]^{4} \times v \\
& =\frac{1}{\Gamma 4 \Gamma 5} e^{-v} \cdot v^{8} \cdot u^{3}(1-u)^{4} ; 0 \leq u \leq 1 ; v>0
\end{aligned}
$$

$$
\left[\because u=\frac{x}{x+y}<1 \text { and since } x>0, y>0\right.
$$

$$
=\left[\frac{1}{\Gamma 9} e^{-v} \cdot v^{8}\right]\left[\frac{\Gamma 9}{\Gamma 4 \Gamma 5} u^{3}(1-u)^{4}\right] ; \quad \underset{0}{\text {.We have } 0<u<1 \text { and } v=x+y \geq 0]}
$$

$$
\begin{equation*}
0<u<1, v>0 \tag{}
\end{equation*}
$$

$\Rightarrow \quad p_{0}(u, v)=p_{1}(v) \cdot p_{2}(u)$,
where $\quad p_{1}(v)=\frac{1}{\Gamma 9} e^{-v} v^{8} ; v>0$
1

$$
\begin{equation*}
\dot{p}_{2}(u)=\frac{\Gamma 9}{\Gamma 4 \Gamma 5} u^{3}(1-u)^{4} ; 0<u<1 \tag{}
\end{equation*}
$$

From (*), we conclude that ${ }^{*} U$ and $V$ are independently distributed and from (**), we conclude that

$$
U=\frac{X}{X+Y}-\beta_{1}(4,5)
$$

i.e., $U$ is a Beta variate of first kind with parameters $(4,5)$.

Aliter. We have

$$
\begin{aligned}
g(x, y) & =\frac{1}{\Gamma 4 \Gamma 5} e^{-(x+y)} x^{3} y^{4} \\
& =\left[\frac{1}{\Gamma 4} e^{-x} x^{3}\right]\left[\frac{1}{\Gamma 5} e^{-y} y^{4}\right] \\
& =g_{1}(x) g_{2}(y) ; x>0, y>0
\end{aligned}
$$

$\Rightarrow X$ and $Y$ are independently distributed and $X \sim \gamma(4)$ and $Y \sim \gamma(5)$
Hence

$$
U=\frac{X}{X+Y} \sim \beta_{1}(4,5)
$$

Now

$$
\text { Now } \begin{aligned}
E(U) & =\int_{0}^{1} u \cdot p_{2}(u) d u=\frac{1}{B(4,5)} \cdot \int_{0}^{1} u^{4}(1-u)^{4} d \dot{u} \\
& =\frac{1}{B(4,5)} \cdot B(5,5) \\
& =\frac{11 \Gamma}{\Gamma 4 \Gamma 5} \times \frac{\Gamma 5 \Gamma 5}{\Gamma 10}=\frac{\Gamma 9 \cdot 4 \Gamma 4}{\Gamma 4.9 \Gamma 9}=\frac{4}{9} \\
E\left(U^{2}\right) & =\frac{1}{B(4,5)} \int_{0}^{1} u^{2} \cdot u^{3}(1-u)^{4} d u \\
& =\frac{1}{B(4,5)} \times B(6,5)=\frac{\Gamma 9}{\Gamma 4 \Gamma 5} \times \frac{\Gamma 6 \Gamma 5}{\Gamma 11} \\
& =\frac{5 \times 4}{10 \times 9}=\frac{2}{9} \\
E[U-E(U)]^{2} & =E\left(U^{2}\right)-[E(U)]^{2}=\frac{2}{9}-\frac{16}{81}=\frac{2}{81}
\end{aligned}
$$

Example 8.35. A random sample of size $n$ is taken from a population with distribution:

$$
d P(x)=\frac{1}{\Gamma(\lambda)} e^{-x a}\left(\frac{x}{a}\right)^{\lambda-1} \frac{d x}{a} ; 0<x<\infty, a>0, \lambda>0
$$

Find the distribution of the mean $\bar{X}$.
Solution.
[Delhi Univ. M.Sc. (OR), 1990]

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{t X}\right)=\int_{0}^{\infty} e^{t x} f(x) \cdot d x \\
& =\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} e^{i x} e^{-x / a}\left(\frac{x}{a}\right)^{\lambda-1} \frac{d x}{a}
\end{aligned}
$$

$$
\begin{aligned}
&= \frac{1}{\Gamma(\lambda) a^{\lambda}} \int_{0}^{\infty} e^{-\left(\frac{1}{a}-t\right) x} x^{\lambda-1} d x \\
&=\frac{1}{\Gamma(\lambda) a^{\lambda}} \frac{\Gamma(\lambda)}{\left(\frac{1}{a}-t\right)^{\lambda}}=(1-a t)^{-\lambda} \\
& \therefore \quad M X(t)= M_{\left(X_{1}+X_{2} \ldots+X_{n}\right) / n(t)=} M_{X_{1}+X_{2}+\ldots+X_{n}(t / n)} \\
& \quad\left[\because M_{c X}(t)=M_{X}(c t)\right] \\
&=M_{X_{1}}(t / n) M_{X_{2}}(t / n) \ldots M_{X_{n}}(t / n), \\
& \quad \text { (since } X_{1}, X_{2}, \ldots, X_{n} \text { are independent). }
\end{aligned}
$$

Hence on using (*), we get

$$
M X(t)=\left[\left(1-\frac{a t}{n}\right)^{-\lambda}\right]^{n}=\left(1-\frac{t}{n / a}\right)^{-n \lambda}
$$

which is the m.g.f. of a Gamma distribution (c.f. Remark 3, \& 8.3-2). Hence by uniqueness theorem of mg.f., $\bar{X} \boldsymbol{\gamma}(n / a, n \lambda)$ with p.d.f.

$$
g(\bar{x})=\frac{(n / a)^{\lambda n}}{\Gamma(\lambda n)} e^{-n \bar{x} / a}(\bar{x})^{n \lambda-1}, 0<\bar{x}<\infty
$$

Example 8.36. A sample of $n$ values is drawn from a population whose probability density is $a e^{-a x},(x \geq 0, a>0)$. If $\bar{X}$ is mean of the sample, show that na $\bar{X}$ is a $\gamma(n)$ variate and prove that

$$
E(\bar{X})=\frac{1}{a} \text { and } S E . \text { of } \bar{X}=\frac{1}{a \sqrt{n}}
$$

(Maràthwada Univ. M.A., 1991)
Solution.

$$
\begin{aligned}
& f(x)=a e^{-a x} ; 0 \leq x \leq \infty, a>0 \\
& \therefore \quad M_{X}(t)=\int_{0}^{\infty} e^{a x} f(x) d x=a \int_{0}^{\infty} e^{-(a-t) x} d x \\
& =a\left|\frac{e^{-(a-t) x}}{-(a-t)}\right|_{0}^{\infty}=\frac{a}{a-t}, \quad(a>t) \\
& \because \quad a n \bar{X}=a n\left(\frac{X_{1}+X_{2}+\ldots+X_{n}}{n}\right)=a\left(X_{1}+X_{2}+X_{n}\right) \\
& \therefore \quad . \quad M_{a n \bar{X}}(t)=M_{a}\left(X_{1}+X_{2}+\ldots+X_{n}\right)(t)=M_{X_{1}+X_{2}+\ldots+X_{n}(a t)} \\
& =M_{X_{1}}(a t), M_{X_{2}}(a t) \ldots M_{X_{n}}(a t) \text {. } \\
& \text { (since the sample values are independent). }
\end{aligned}
$$

(since $X_{1}, X_{2}, \ldots, X_{n}$ are identically distributed).
$\therefore M_{a n} \mathcal{X}(t)=\left(\frac{1}{1-t}\right)^{n}=(1-t)^{-n}$, which is the mg.f. of a $\gamma(n)$ variate. Hence by uniqueness theorem of m.g.f., an $\boldsymbol{X}$ is a $\gamma(n)$ variate.

Since the mean and variance of a $\gamma(n)$ variate are equal, each being equal to $n$, we have

$$
\begin{aligned}
& E(a n \bar{X})=n \Rightarrow a n E(\bar{X})=n, \text { i.e., } E(\bar{X})=\frac{1}{a} \\
& V(a n \bar{X})=n \Rightarrow \dot{a}^{2} n^{2} V(\bar{X})=n \text { i.e., } V(\bar{X})=\frac{1}{n a^{2}}
\end{aligned}
$$

Hence standard error (S.E.) of $\bar{X}=\sqrt{V(\bar{X}})=\frac{1}{a \sqrt{n}}$
Example 8.37. Let $X \sim \beta_{1}(\mu, v)$ and $Y \sim \gamma(\lambda, \mu+v)$ be independent random variables, $(\mu, \nu, \lambda>0)$. Find a p.d.f. for $X Y$ and identify its distribution.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
Solution. Since $X$ and $Y$ are independently distributed, their joint p.d.f. is given by

$$
\begin{aligned}
f(x, y)=\frac{1}{B(\mu, v)} \cdot x^{\mu-1}(1 ;-x)^{v-1} \times \frac{\lambda^{\mu+v}}{\Gamma(\mu+v)} e^{-\lambda y} y^{\mu+v-1} ; \\
0 \leqslant x<1,0<y<\infty
\end{aligned}
$$

Let us transform to the new variables $U$ and $Z$ by the transformation

$$
x y=u, x=z \quad i, e, \quad \dot{x}=z \text { and } y=u / z
$$

Jaçobian of transformation $J$ is given by

$$
J=\frac{\partial(x, y)}{\partial(u, z)}=\left|\begin{array}{cc}
0 & 1 \\
\frac{1}{z} & \frac{-u}{z^{2}}
\end{array}\right|=-\frac{1}{\overleftarrow{z}}
$$

Thus the joint p.d.f. of $U$ and $Z$ becomes

$$
g(u, z)=\frac{\lambda^{\mu+v}}{B(\mu, v) \Gamma(\mu+v)} \cdot(z)^{\mu-1}-(1-z)^{v-1} e^{-\lambda w z}\left(\frac{u}{z}\right)^{\mu+v-1}|J| ;
$$

Integrating w.r.t. $z$ in the range $0<z<1$, the marginal p.d.f. of $U$ is given by

$$
\begin{aligned}
& =\frac{\lambda^{\mu+v} u^{\mu+v-1}}{\Gamma(\mu) \Gamma(v)} \int_{0}^{1} \frac{(1-z)^{v-1} e^{-\lambda \omega / z}}{z^{v+1}} d z \\
& =\frac{\lambda^{\mu+v} u^{\mu+v-1}}{\Gamma(\mu) \Gamma(v)} \int_{0}^{1} \frac{1}{z^{2}}\left(\frac{1}{z}-1\right)^{v-1} e^{-\lambda \omega / z} d z
\end{aligned}
$$

Thus

$$
\begin{aligned}
g(u) & =\frac{\lambda^{\mu+v} u^{\mu+v-1}}{\Gamma(\mu) \Gamma(v)} \int_{\infty}^{0} t^{v-1} e^{-\lambda u(1+t)}(-d t) \quad\left[\frac{1}{z}-1=t\right] \\
& =\frac{\lambda^{\mu+v} u^{\mu+v-1} e^{-\lambda u}}{\Gamma(\mu) \Gamma(v)} \int_{0}^{\infty} e^{-\lambda u \cdot t^{v-1}} d t \\
& =\frac{\lambda^{\mu+v} u^{\mu+v-1} e^{-\lambda u}}{\Gamma(\mu) \Gamma(v)} \frac{\Gamma(v)}{(\lambda u)^{v}} \\
& =\frac{\lambda^{\mu}}{\Gamma(\mu)} \cdot e^{-\lambda u} u^{\mu-1}, 0<u<\infty
\end{aligned}
$$

- Hence $U=X Y$ is distributed as a gamma variate with parameters $\lambda$ and $\mu$, i.e., $X Y \sim \gamma(\lambda, \mu)$.

Example 8.38. Let $p \sim \beta_{1}(a, b)$ where $a$ and $b$ are positive integers. After one observes $p$, one secures a coin for which the probability of heads is p. This coin is flipped $n$ times. Let $X$ denote the number of heads which result. Find $P(X=k)$ for $k=0,1,2, \ldots, n$. Express the answer in terms of. binomial co-efficients:

Solution. Since $p \sim \beta_{1}(a, b)$, its p.d.f. is given by

$$
P(\dot{p})=\frac{1}{B(a, b)}: p^{a-1}(1-p)^{b-1}, 0<p<1
$$

$P(X=k \mid$ the probability of success in a single trial is $p)$

$$
\begin{align*}
& =\binom{n}{k} p^{k} q^{n-k}, \dot{q}=1-p \\
P(X=k) & =\int_{0}^{1} P(p) P(X=k \mid p) d p \\
& =\int_{0}^{1} \frac{1}{B(a, b)} \cdot p^{a-1}(1-p)^{b-1} \cdot\binom{n}{k} p^{k}(1-p)^{n-k} d p \\
& =\frac{\binom{n}{k}}{B(a, b)} \int_{0}^{1} p^{a+k-1}(1-p)^{n+b-k-1} d p \\
& =\frac{\binom{n}{k} B(a+k, n+b-k)}{B(a ; b)} \tag{1}
\end{align*}
$$

We have

$$
\begin{equation*}
\frac{1}{B(m, n)}=\frac{\Gamma(m+n)}{\Gamma(m) \Gamma(n)}=\frac{(m+n-1)!}{(m-1)!(n-1)!}=\frac{m n}{m+n}\binom{m+n}{m} \tag{2}
\end{equation*}
$$

$$
\begin{aligned}
\therefore \quad P(X=k) & =\frac{\binom{n}{k} \frac{a b}{a+b}\binom{a+b}{a}}{\frac{(a+k)(n+b-k)}{(n+a+b)}\binom{n+a+b}{a+k}} \\
& =\frac{\binom{n}{k}\binom{a+b}{a}}{\binom{n+a+b}{a+k}} \cdot \frac{a b(n+a+b)}{(a+b)(a+k)(n+b-k)}
\end{aligned}
$$

Example 8.39. Given the Incomplete Beta Function,

$$
B_{x}(l, m)=\int_{0}^{x} x^{\alpha-1}(t-x)^{m-1} d x
$$

and

$$
\begin{aligned}
& I_{x}(l, m)=B_{x}(l, m) / B(l, m) \text {, show that } \\
& I_{x}(l, m)=1-I_{1-x}(m, l) .
\end{aligned}
$$

Solution. We have

$$
\begin{aligned}
I_{x}(l, m) B(l, m) & =B_{x}(l, m)=\int_{0}^{x} x^{l-1}(1-x)^{m-1} d x \\
& =\int_{0}^{1} x^{l-1}(1-x)^{m-1} d x-\int_{x}^{1} x^{l-1}(1-x)^{m-1} d x \\
& =B(l, m)-\int_{x}^{1} x^{l-1}(1-x)^{m-1} d x
\end{aligned}
$$

In the integral, put $1-x=y$, then

$$
\begin{aligned}
I_{x}(l, m) \cdot B(l, m) & =B(l, m)-\int_{1-x}^{0}(1-y)^{l-1} y^{m-1}(-d y) \\
& =B(l, m)-\int_{0}^{1-x} y^{m-1}(1-y)^{l-1} d y \\
& =B(l, m)-B_{1-x}(m, l)=B(l, m)-I_{1-x}(m, l) B(m, l)
\end{aligned}
$$

Since $\quad B(l, m)=B(m, l)$, we get on dividing throughout by $B(l, m)$

$$
I_{x}(l, m)=1-I_{1-x}(m, l)
$$

## EXERCISE 8(d)

1. (a) Suppose the frequency function of a random variable is given by

$$
f(x)=\left\{\begin{array}{l}
\frac{x^{k} e^{-x}}{k!}, \text { for } x_{1}>0 \\
0, \text { otherwise }
\end{array}\right.
$$

where $k$ is non-negative integer.
(i) Find the moment generating function of this distribution.
(ii) Determine the mean and variance of this distribution. using moment generating function.
(b) If $X$ is a Gamma variate with parameter $\lambda$, obtain its m.g.f. Hence deduce that the m.g.f. of standard gamma variate tends to $e^{t^{2 / 2}}$ as $\lambda \rightarrow \infty$. Also interpret the result.
[Delhi Univ. B.A. (Stat. Hons.), 1988, '82]
(c) $X$ and $Y$ are two independent gamma variates, with parameters $l$ and $m$. Prove that $(X+Y)$ is a gamma variate with parameter $(l+m)$.
(d) If $X_{1}, X_{2}, \ldots ., X_{n}$ are independent and identically distributed gamma random variables, what is the distribution of $X_{1}+X_{2}+\ldots+X_{n}$ ?
[Delhi Univ. B. Sc. (Maths. Hons.), 1988]
(e) Cosider a random variable $X$ with the following p.d.f.

$$
f(x)=\frac{1}{\Gamma(\alpha) \beta^{\alpha}} x^{\alpha-1} e^{-x / \beta} ; 0<x<\infty ; \alpha, \beta>0
$$

Find the moment generating function of $X$.
Let the random variable $X$ with above p.d.f. be defined as $X \sim G a(\alpha, \beta)$. Then prove the following theorems :

Theorem 1 : If $X$ and $Y$ are independent and $X \sim G a\left(\alpha_{1}, \beta\right)$ and $\gamma \sim G a\left(\alpha_{2}, \beta\right)$, then $X+Y \sim G a\left(\alpha_{1}+a_{2}, \beta\right)$

Theorem 2 : If $X$ and $Y$ are independent and $X \sim G a\left(\alpha_{1}, \beta\right)$ and $X+Y \sim$ $G a\left(\alpha_{1}+\alpha_{2}, \beta\right)$, then $Y \sim G a\left(\alpha_{2}, \beta\right)$
(Mysore Univ. B.Sc. 1993)
2. (a) Define the Beta variate of first kind. Obtain its mean and variance. Also define the Beta variate of second kind and state its relation. with Gamma variates.
(Nagpur Univ. B.Sc. 1993)
(b) Write down the Beta probability functions of the first kind and the second kind with parameters $\mu$ and $v$. Show that a Beta variate of the first kind can be obtained by a transformation of a Beta variate of the second kind.
(c) If $X$,has a Beta, distribution, can $E(1 / X)$ be unity?

Ans. $X \sim B(m, n) ; E(1 / X)=\frac{m+n-1}{n-1}>1$. No.
3. Let $X \sim \gamma(\lambda, a)$ and $Y-\gamma(\lambda, b)$, be independent random variables. Show that :

$$
E\left[\frac{X}{X+Y}\right]=\frac{E(X)}{E(X+Y)}
$$

Hint. Since $X \sim \gamma(\lambda, a)$ and $Y \sim \gamma(\lambda, b)$ are independent, $U=X I(X+Y)$ and $V=(X+Y)$ are independent. Hence

$$
E(U V)=E(U) E(V) \Rightarrow E(X)=E\left[\frac{X}{X+Y}\right] \cdot E(X+Y)
$$

4. (a) If $X \sim \gamma(\lambda, \mu)$ and $\gamma-\gamma(\lambda, \nu)$ are independent random variables, show that

$$
\frac{X}{Y} \sim \beta_{2}(\mu, v)
$$

(b) $X$ and $Y$ are independent Gamma variates find the distribution of $X /(X+Y)$.
(c) If $X$ is random variable having as its $r$ th moment

$$
\mu_{r}^{\prime}=\frac{(k+r)!}{k!}
$$

$k$ being a positive integer, show that its probability density function is

$$
f(x)= \begin{cases}\frac{x^{k}}{k!} e^{-x}, & x>0 \\ 0 & x<0\end{cases}
$$

(d) If the r.v. $X$ is such that

$$
E\left(\lambda^{\eta}\right)=(n+k)!k^{n} / k!; n=1,2 ; 3, \ldots
$$

$k$ being a positive integer, find the p.d.f. of $X$.
Ans. $X-\gamma\left(\frac{1}{k}, k+1\right)$
[Delhi Univ. M.A. (Econ.), 1987]
5. If $X$ and $Y$ are independent Gamma variates with parameters $\mu$ and $v$ respectively, show that the variables

$$
\begin{aligned}
& U=X+Y \text { and } V=\frac{X-Y}{X+Y} \\
& U=X+Y \text { thables }
\end{aligned}
$$

arc independent variables.
6. If $X$ and $Y$ are independent Gamma variates with parameter $\lambda$ and $\mu$ respectively, sliow that the variables:
(a)

$$
U=X+Y \text { and } V=\frac{X}{X+Y}
$$

are independently distributed and identify their distributions.
[Delhi Univ. B.Sc. (Stat Hons.) 1991]
(b) $U=X+Y$ and $V=X / Y$ are independently distributed, $U \sim \gamma(\lambda+\mu)$ and $V \sim \beta_{2}(\lambda, \mu)$.
7. A simple sample of $n$ values $\dot{x}_{1}, x_{2}, \ldots, x_{n}$ is drawn from the ' population:

$$
d P(x)=\frac{1}{\Gamma(n)} e^{-x} x^{n-1} d x, 0 \leq x<\infty
$$

If $\bar{x}$ is the mean of the șample, find the distribution of $n \bar{x}$. Hence find the mean and variance of the distribution.
8. (a) show that for a $\gamma(\lambda)$ distribution,

$$
\frac{\text { Mean }- \text { Mode }}{\sigma}=\frac{1}{\sqrt{\lambda}}=\frac{1}{2} \frac{\mu_{3}}{\sigma^{3}} .
$$

Show that the excess of kurtosis of the distribution is $6 / \lambda$.
(b) Show that the mean value of the positive square root of a $\gamma(\lambda, n)$ variate is $\Gamma\left(11+\frac{1}{2}\right) /|\sqrt{\lambda} \Gamma(n)|$.

Hence prove that the mean deviation of a $N\left(\mu, \sigma^{2}\right)$ variate from its mean is $\sigma \sqrt{2} / \pi$
[Gauhati Univ. M.A. (Eco)., 1991; Delhi Univ. B.Sc. (Stat Hons.), 1989]
Hint. Proceed as iṇ Example 8-31.
9. Show that the mean value of the positive square root of $\beta(\mu, v)$ variate 15

$$
\frac{\Gamma\left(\mu+\frac{1}{2}\right) \Gamma(\mu+v)}{\Gamma(\mu) \Gamma\left(\mu+v+\frac{1}{2}\right)}
$$

10. (a) For the distribution :

$$
d P(x)=\frac{1}{B(\mu, v)} \frac{x^{\mu-1}}{(1+x)^{\mu+v}} ; 0<x<\infty, v>2
$$

show that variance is $\frac{\mu(\mu+v-1)}{(v-1)^{2}(v-2)}$.
Find also the mode and $\mu_{r}^{\prime}$ (about origin). Also show that harmonic mean is $(\mu-1) / v$.
(b) Find the arithmetic mean, harmonic mean and variance of a Beta distribution of first kind with parameter $\mu$ and $v$. Verify that A.M. > H.M.

Also prove that if $G$ is the geometric mean. then-

$$
\log G=\frac{1}{B(\mu, v)} \frac{\partial}{\partial v} \beta(\mu, v)=\frac{\partial}{\partial v}[\log \sqrt{2}-\log \Gamma(\mu+v)]
$$

11. Given the Beta distribution in the following form :

$$
p(x)=\frac{1}{B(\alpha+1, \lambda+1)} \cdot x^{\alpha}(1-x)^{\lambda} ; \alpha>-1, \lambda>-1,0 \leq x \leq 1
$$

ind its variance.
Also find the distribution of (i) $\frac{1}{X}$,
(ii) $\frac{1-X}{X}$.
12. If $X$ is a normal variate with mean $\mu$ and standard deviation $\sigma$, find the mean and variance of $Y$ defined by

$$
Y=\frac{1}{2}\left(\frac{X-\mu}{\sigma}\right)^{2}
$$

(Meerut Univ. B. Sc., 1993)
86. The Exponential Distribution. A continuous random variable $X$ as*ming non-negative values is said to have an exponential distribution with Mrameter $\theta>0$, if its p.d.f. is given by

$$
f(x)=\left\{\begin{array}{l}
\theta . e^{-\theta x}, x \geq 0  \tag{8.24}\\
0, \text { otherwise }
\end{array}\right.
$$

The cumulaive distribution function $F(x)$ is given by

$$
\begin{align*}
& F(x)=\int_{0}^{1} f(u) d u=\theta \int_{0}^{1} \exp (-\theta u) d u \\
& F(x)=\left\{\begin{array}{l}
1-\exp (-\theta x), x \geq 0 \\
0, \text { otherwise }
\end{array}\right. \tag{a}
\end{align*}
$$

86.1. Moment Generating Function of Exponential Distribution

$$
\begin{aligned}
M_{X}(t) & =E\left(e^{t X}\right)=\theta \int_{0}^{\infty} e^{t r} e^{-\theta x} d x \\
& =\theta \int_{0}^{\infty} \exp \{-(\theta-t) x\} d x=\frac{\theta}{(\theta-t)}, \theta>t \\
& =\left(1-\frac{t}{\theta}\right)^{-1}=\sum_{r=0}^{\infty}\left(\frac{t}{\theta}\right)^{r} \\
\therefore \quad \mu_{r}^{\prime} & =E\left(X^{r}\right)=\text { Coefficient of } \frac{t^{r}}{r!} \text { in } M_{X}(t) \\
& =\frac{r!}{\theta^{r}} ; r=1.2, \ldots \\
\therefore \quad \text { Meant } & =\mu_{1}^{\prime}=\frac{1}{\theta} \\
\therefore \quad \text { Variance } & =\mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{2}{\theta^{2}}-\frac{1}{\theta^{2}}=\frac{1}{\theta^{2}}
\end{aligned}
$$

Theorem. If $X_{1}^{1}, X_{2}^{1}, \ldots, X_{n}$ are independent random variables, $X_{i}$ having an exponential distribution with parameter $\theta_{i} ; i=1,2, \ldots, n ;$ then $Z=$ min $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, has exponential distribution with parameter $\sum_{i=1}^{n} \theta_{i}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1986]

$$
\text { Proof. } \begin{aligned}
G_{Z}(z) & =P(Z \leq z)=1-P\left(Z_{>}>z\right) \\
& =1-P\left[\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)>z\right] \\
& =1-P\left[X_{i}>z_{i} ;_{\star} i=1,2, \ldots, n\right] \\
& =1-\prod_{i=1}^{n} P\left(X_{i}>z\right)=1-\prod_{i=1}^{n}\left[1-P\left(X_{i} \leq z\right)\right] \\
& =1-\prod_{i=1}^{n}\left[1-F_{X_{1}}(z)\right]
\end{aligned}
$$

where $F$ is the distribution function of $\dot{X}_{i}$.

$$
\begin{equation*}
=1-\prod_{i=1}^{n}\left[1-\left(\left\{1-e^{-\theta, z}\right)\right]\right. \tag{a}
\end{equation*}
$$

$$
\begin{aligned}
& =\left\{\begin{array}{l}
1-\exp \left\{\left(-\sum_{i=1}^{n} \theta_{i}\right):\right\}, z>0 \\
0, \text { otherwise }
\end{array}\right. \\
\therefore \quad g_{Z}(z) & =\left\{\begin{array}{l}
\left(\sum_{i=1}^{n} \theta_{1}\right) \exp \left\{\left(-\sum_{i=1}^{n} \theta_{i}\right) z\right\}, z>0 \\
0, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

$\Rightarrow Z=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is an exponential variate with parameter $\sum_{i=1}^{n} \theta_{i}$. $i=1$
Cor. If $X_{i} ; i=1,2, \ldots, n$ are identically distributed, following exponential distribution with parameter $\theta$, then $Z=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is also exponentially distributed with parameter $n \theta$.

Example 8.40. Show that the exponential distribution "lacks memory", i.c., if $X$ has an exponential distribution, then for every constant $a \geq 0$, one has $P(Y \leq x \mid X \geq a)=P(X \leq x)$ for all $x$, where $Y=X-a$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989; Calicut Univ. B.Sc. (Main Stat.), 1991]
Solution. The pid.f. of the exponential distribution with parameter $\theta$ is

$$
f(x)=\theta e^{-\theta x} ; \theta>0,0<x<\infty
$$

We have

$$
\begin{align*}
P(Y \leq x \cap X \geq a) & =P(X-a \leq x \cap X \geq a) \quad(\because Y=X-a) \\
& =P(X \leq a+x \cap X \geq a)=P(a \leq X \leq a+x) \\
& =\theta \int_{a}^{a+x} e^{-\theta x} d x=e^{-a \theta}\left(1-e^{-\theta x}\right) \\
P(X \geq a) & =\theta \int_{n}^{\infty} e^{-\theta x} d x=e^{-a \theta} \\
\therefore \quad P(Y \leq x \mid X \geq a) & =\frac{P(Y \leq x \cap X \geq a)}{P(X \geq a)}=1-e^{-\theta x}
\end{align*}
$$

Also

$$
\begin{equation*}
P(X \leq x)=\theta \int_{0}^{x} e^{-\theta x} d x=1-e^{-\theta x} \tag{**}
\end{equation*}
$$

From (*) and (**), we get

$$
P(Y \leq x \mid X \geq a)=P(X \leq x)
$$

i.e., exponential distribution lacks memory.

Example 8.41. $X$ and $Y$ are independent with a common p.d.f. (exponential):

$$
f(x)=\left\{\begin{array}{l}
e^{-x}, x \geq 0 \\
0, x<0
\end{array}\right.
$$

Find a p.d.f. for $X-Y, \quad$ [Delhi Univ. B.Sc. (S̉tat. Hons.), 1988, '85]

Solution. Since. $X$ and $Y$ are independent and identically distributed (i.i.d.), their joint p.d.f. is given by

$$
f x y(x, y)=\left\{\begin{array}{l}
e^{-(x+y)} ; x>0, y>0 \\
0
\end{array}\right.
$$

otherwise
Let $\left\{\begin{array}{l}u=x-y \\ v=y\end{array} \Rightarrow\left\{\begin{array}{l}x=u+v \\ y=v\end{array}\right.\right.$

$$
J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{ll}
1 & 1  \tag{l}\\
0 & 1
\end{array}\right|=1
$$

Thus the joint p.d.f. of $U$ and $V$ becomes

$$
g(u, v)=e^{-(u+2 v)} ; v>0,-\infty<u<\infty
$$

(1) $\Rightarrow \quad u=x-v \Rightarrow v=x-u$

Thus

$$
v>-u \text { if }-\infty<u<0
$$

and

$$
v>0 \text { if } u>0
$$

For

$$
-\infty<u<0,
$$

$$
g(u)=\int_{-u}^{\infty} g(u, v) d v=\int_{-u}^{\infty} e^{-(u+2 v)} d v=e^{-u}\left|\frac{e^{-2 v}}{-2}\right|_{-u}^{\alpha}=\frac{1}{2} e^{u}
$$

and for $\mathrm{u}>0$.

$$
g(u)=\int^{\omega} g(u, v) d v=e^{-u}\left|\frac{e^{-v}}{-2}\right|_{-u}^{\omega}=\frac{1}{2} e^{-u^{2}}
$$

Hence the p.d.f of $U=X-Y$ is given by

$$
g(u)=\left\{\begin{array}{l}
\frac{1}{2} e^{u},-\infty<u<0 \\
\frac{1}{2} e^{-u}, u>0
\end{array}\right.
$$

These results can be combined to give

$$
g(u)=\frac{1}{2} e^{-|u|} \cdot-\infty<u<\infty
$$

which is the p.d.f. of standard Laplace distribution (c.f. §8.7).
Aliter.

$$
M_{X}(t)=\int_{0}^{\infty} e^{t x} f(x) d x=\int_{0}^{\infty} e^{-(1-t) \cdot x} d x=\left|\frac{e^{-(1-t) x}}{-(1-t)}\right|_{0}^{\infty}=\frac{1}{1-t}, t<1
$$

$\therefore$ Characteristic function of $\stackrel{0}{X}$ is

$$
\varphi_{X}(t)=\frac{1}{1-i t}=\varphi_{Y}(t)
$$

(since $X$ and $Y$ are identically distributed.)
$\therefore \varphi_{X^{\prime}-Y}(t)=\varphi_{X+(-Y)}(t)=\varphi_{X(t)} \varphi_{-Y}(t) \quad(\because X, Y$ are independent $)$

$$
=\varphi_{X}(t) \cdot \varphi_{Y}(-t)=\frac{1}{(1-i t)(1+i t)}=\frac{1}{1+t^{2}}
$$

which is the characteristic function of the Laplace distribution, (c.f. § 8.7)

$$
\begin{equation*}
g(u)=\frac{1}{2} e^{-|u|},-\infty<u<\infty \tag{*}
\end{equation*}
$$

Hence by the uniqueness theoren of characteristic functions, $U=X-Y$ has the p.d.f. given in (*).
8.7. Laplace (Double Exponential) Distribution. A continuous random variable $X$ is said to follow standard Laplace distribution if its p.d.f. is given by

$$
\begin{equation*}
f(x)=\frac{1}{2} e^{-|x|},-\infty<x<\infty \tag{8•25}
\end{equation*}
$$

Characteristic function is given by

$$
\begin{aligned}
\varphi_{X}(t) & \doteq \int_{-\infty}^{\infty} e^{i x x} f(x) d x=\frac{1}{2} \int_{-\infty}^{\infty} e^{i t x} \cdot e^{-|x|} d x \\
& =\frac{1}{2}\left[\int_{-\infty}^{\infty} \cos t x \cdot e^{-|x|} d x+i \int_{-\infty}^{\infty} \sin t x \cdot e^{-|x|} d x\right. \\
& =\frac{1}{2} \cdot 2 \int_{0}^{\infty} \cos t x \cdot e^{-|x|} d x
\end{aligned}
$$

Since the integrands in the first and second integrals are even and odd function of $x$ respectively.

$$
\begin{align*}
\therefore \quad \varphi_{X}(t) & =\int_{0}^{\infty} e^{-x} \cos t x d x \\
& =1-t^{2} \int_{0}^{\infty} e^{-x} \cos t x d x \quad \text { (on integration by parts) } \\
& =1-t^{2} \varphi_{X}(t) \\
\Rightarrow \quad \varphi_{X}(t) & =\frac{1}{1+t^{2}}
\end{align*}
$$

The mean of this distribution is zero, standard deviation is $\sqrt{2}$ and mean deviation about mean is 1 .

Remark. Generalised Laplace Distribution. A continuous r.v. $X$ is said to have Laplace distribution with two parameters $\lambda$ and $\mu$ if its p.d.f. is given by

$$
\begin{equation*}
f(x)=\frac{1}{2 \lambda} \exp [-|x-\mu| \lambda],-\infty<x<\infty ; \lambda>0 \tag{8-26}
\end{equation*}
$$

Taking $U=\frac{\lambda-\mu}{\lambda}$, in (8.26) we obtain the p.d.f. of standard Laplace variate given in (8.25).

Moments. The rth moment about origin is given by

$$
\begin{align*}
& \mu_{r}^{\prime}=E\left(X^{r}\right)=\frac{1}{2 \lambda} \int_{-\infty}^{\infty} x^{r} \exp \left(\frac{-|x-\mu|}{\lambda}\right) d x \\
& =\frac{1}{2} \int_{-\omega}^{\infty}(z \lambda+\mu)^{r} \exp (-|z|) d z, \quad\left[z=\frac{x-\mu}{\lambda}\right] \\
& =\frac{1}{2} \int_{-\infty}^{\infty}\left[\sum_{k=0}^{r}\binom{r}{k}(z \lambda)^{k} \mu^{r-k}\right] \exp (-|z|) d z \\
& =\frac{1}{2} \sum_{k=n}^{r}\left[\binom{r}{k} \lambda^{k} \mu^{r-k} \int_{-\infty}^{\infty} z^{k} \exp (-|z|) d z\right] \\
& =\frac{1}{2} \sum_{k=0}^{r}\left[( \begin{array} { l } 
{ r } \\
{ k }
\end{array} ) \lambda ^ { k } \mu ^ { r - k } \left\{\int_{-\infty}^{0} z^{k} e^{(-|z|)} d z\right.\right. \\
& \left.\left.+\int_{0}^{\infty} z^{k} e^{-|z|} d z\right\}\right] \\
& =\frac{1}{2} \sum_{k=0}^{r}\left[( \begin{array} { l } 
{ r } \\
{ k }
\end{array} ) \lambda ^ { k } \mu ^ { r - k } \left\{(-1)^{k} \int_{0}^{\infty} e^{-z} z^{k} d z\right.\right. \\
& \left.\left.+\int_{0}^{\infty} e^{-z} z^{k} d z\right\}\right] \\
& =\frac{1}{2} \sum_{k=0}^{r}\left[\binom{r}{k} \lambda^{k} \mu^{r-k} \Gamma(k+1)\left\{(-1)^{k}+1\right\}\right] \\
& \Rightarrow \quad \mu_{r}^{\prime}=\frac{1}{2} \sum_{k=0}^{r}\left[\binom{r}{k} \lambda^{k} \cdot \mu^{r-k} k!\left\{1+(-1)^{k}\right\}\right]  \tag{8-26a}\\
& \therefore \quad \text { Mean }=\mu_{r}^{\prime}=\mu_{1}^{\prime}=\mu \text { and } \mu_{2}^{\prime}=\mu^{2}+2 \lambda^{2} \\
& \therefore \quad \sigma_{X}^{2}=\mu_{2}^{\prime}-\mu_{1}{ }^{2}+2 \lambda^{2} \text {. }
\end{align*}
$$

Similarly we can obtain higher order moments from ${ }^{\prime}(8 \cdot 26 a)$ and hence the values of $\beta_{1}$ and $\beta_{2}$ can be obtained.

The characteristic function of (8-26) can be obtained exactly similarly as we obtained the characteristic function of standard Cauchy distribution, c.f.§ 8.9.
8.8. Weibul Distribution. A random variable $X$ has a Weibul distribution with three parameters $c(>0), \alpha(>0)$ and $\mu$ if the $r . v$.

$$
\begin{equation*}
Y=\left(\frac{X-\mu}{\alpha}\right)^{c} \tag{i}
\end{equation*}
$$

has the exponential distribution with p.d.f.

$$
\begin{equation*}
p_{\gamma}(v)=e^{-y}, y>0 \tag{ii}
\end{equation*}
$$

The p.d.f. of $X$ is given by

$$
\begin{equation*}
P_{X}(x)=c \alpha^{-1}\left(\frac{x-\mu}{\alpha}\right)^{r-1} \exp \left[-\left(\frac{x-\mu}{\alpha}\right)^{\prime}\right], x>\mu, c>0 \tag{iii}
\end{equation*}
$$

The standard Weibul distribution is obtained on taking $\alpha=1$ and $\mu=0$, so that the p d.f. of standard Weiibul distribution which depends only on a single parameter $c$ is given by

$$
p_{X}(x)=c x^{x^{-1}} . \exp \left(-x^{c}\right) ; x>0, c>0
$$

### 8.8.1. Moments of Standard Weibul Distribution (iv)

For standard Weibul distribution, $(\alpha=1, \mu=0)$, from ( $i$ ), we get $Y=X^{c}$ which has the exponential distribution (ii). We have

$$
\begin{array}{rlrl}
\mu_{r}^{\prime} & =E\left(X^{r}\right)=E\left(Y^{1 / c}\right)^{r}=E\left(Y^{r / c}\right) \\
& =\int_{0}^{\infty} e^{-y} \cdot y^{r / c} d y^{\prime} \\
\Rightarrow & & \mu_{r}^{\prime} & =\Gamma\left(\frac{r}{c}+1\right) \\
\therefore & & M e a n & =E(X)=\Gamma\left(\frac{1}{c}+1\right), \\
& \text { and } & \operatorname{Var}(X) & =E\left(X^{2}\right)=[E(X)]^{2} \\
& =\Gamma\left(\frac{2}{c}+1\right)-\left[\Gamma\left(\frac{1}{c}+1\right)\right]^{2}
\end{array}
$$

Similarly, we can obtain expressions for higher order moments and hence for $\beta_{1}$ and $\beta_{2}$. For large $c$, the mean is approximated by

$$
\begin{aligned}
E(X) & =1-\frac{\gamma}{c}+\frac{1}{2 c^{2}}\left(\frac{\pi^{2}}{6}+\gamma^{2}\right) \\
& =1-0.57722 c^{-1}+0.98905 c^{-2}
\end{aligned}
$$

where $\gamma=0.57722$ is Euler's constant.
The distribution is named after Waloddi Weibul, a Swedish physicist, who used it in 1939 to represent the distribution of the breaking strength of materials. Kao, J.H.K. (1958-59) advocated the use of this distribution in reliability studies and quality control work. It is also used as a tolerance distribution in the analysis of quantum response data.
8.8.2. Characterisation of Weibul Distribution. Dubey, S.D. (1968) has obtained the following result :
' Let $X_{i}(i=1,2, \ldots, n)$ be i.i.d. random variables. Then min $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ has a Weibul distribution if and only if the common distribution of $X_{i}$ 's is a Weibul distribution'.'

Proof. Let $X_{i},(i=1,2, \ldots, n)$ be i.i.d. r.v. each with Weibul distribution (iii) and let $Y=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$. Then

$$
P_{1}(Y>y)=P\left[\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)>y\right]
$$

$$
\begin{align*}
& =P\left[\bigcap_{i=1}^{n} X_{i}>y\right] \\
& =\prod_{i=1}^{n} P\left(X_{i}>y\right)=\left[P\left(X_{i}>y\right)\right]^{\prime \prime} \tag{}
\end{align*}
$$

since $X_{i}$ 's are i.i.d. ru. 's.
Now $P\left(X_{i}>y\right)=\int_{y}^{\infty} c \alpha^{-1}\left(\frac{x-\mu}{\alpha}\right)^{r-1} \cdot \exp \left[-\left(\frac{x-\mu}{\alpha}\right)^{c}\right] d x$

$$
\begin{aligned}
& =\int_{\left(\frac{y-\mu}{\alpha}\right)^{c}}^{\infty} e^{-t} d t \\
& =\exp \left[-\left(\frac{y-\mu}{\alpha}\right)^{c}\right]
\end{aligned}
$$

Substituting in (*), we get

$$
\begin{aligned}
P(Y>y) & =\left[\exp \left\{-\left(\frac{y-\mu}{\alpha}\right)^{c}\right\}\right]^{n} \\
& =\exp \left[-n\left(\frac{y-\mu}{\alpha}\right)^{c}\right] \\
& =\exp \left[-\left\{\frac{n^{1 / c}(y-\mu)}{\alpha}\right\}^{c}\right]
\end{aligned}
$$

This implies that $Y$ has the same Weibul distribution as $X_{i}$ 's with the difference that the parameter $\alpha$ is replaçed by $\alpha n^{-1 / c}$.
8.8.3. Logistic Distribution. Ä continuous r.v. $X$ is said to have a Logistic distribution with parameters $\alpha$ and $\beta$, if its distribution function is of the form:

$$
\begin{align*}
F_{X}(x) & =[1+\exp \{-(x-\alpha) / \beta\}]^{-1}, \beta>0 \\
& =\frac{1}{2}\left[1+\tanh \left\{\frac{1}{2}(x-\alpha) / \beta\right\}\right] ; \beta>0
\end{align*}
$$

(See Remark 1 on page 8.94).
The p.d.f. of Logistic distribution with parameters $\alpha$ and $\beta(>0)$ is given by

$$
\begin{align*}
f(x) & =\frac{d}{d x}(F(x)) \\
& =\frac{1}{\beta}[1+\exp \{-(x-\alpha) / \beta\}]^{-2}[\exp \{-(x-\alpha) / \beta\}] \\
& =\frac{1}{4 \beta} \operatorname{sech}^{2}\left\{\frac{1}{2}(x-\alpha) / \beta\right\}
\end{align*}
$$

The p.d.f. of standard Logistic variate $Y=(X-\alpha) / \beta$, is given by:

$$
\begin{align*}
& \qquad \begin{aligned}
g \cdot(y) & =f(x) \cdot\left|\frac{d x}{d y}\right| \\
& =e^{-1}\left(1+e^{-1}\right)^{-2} ;-\infty<y<\infty \\
& =\frac{1}{4} \operatorname{sech}^{2}\left(\frac{1}{2} y\right) ;-\infty<y<\infty
\end{aligned} \\
& \text { The distribution function of } Y \text { is : }
\end{align*}
$$

$$
G_{Y}(y)=\left(1+e^{-1}\right)^{-1} ;-\infty<y<\infty
$$

Logistic distribution is extensively used as growth function in population and demographic studies and in time series analysis. Theoretically, Logistic distribution can be obtained as :
(i) The limiting distribution (as $n \rightarrow \infty$ ) of the standardised mid range, (average of the smallest and the largest sample observations), in random samples of size $n$
(ii) A mixture of extreme value distributions.

Moment Generating Function. The m.g.f. of standard Logistic variate $Y$ is given by:

$$
\begin{aligned}
\mu_{Y}(t) & =E\left(e^{t r}\right)=\int_{-\infty}^{\infty} e^{n} \cdot g\left(y^{\prime}\right) d y \\
& =\int_{-\infty}^{\infty} e^{n} \cdot e^{-y}\left(1+e^{-y}\right)^{-2} d y \\
& =\int_{-\infty}^{\infty} e^{t y} e^{-y}\left(\frac{1+e^{y}}{e^{y}}\right)^{-2} d y \\
= & \int_{-\infty}^{\infty} e^{t y} \cdot e^{y}\left(1+e^{y}\right)^{-2} d y
\end{aligned}
$$

Put $z=\left(1+e^{y}\right)^{-1} \Rightarrow e^{y}=\frac{1}{z}-1=\frac{1-z}{z}$

$$
\begin{align*}
\therefore M_{Y}(t) & =\int_{.1}^{0}\left(\frac{1-z}{z}\right)^{t} \cdot(-d z)=\int_{0}^{1} z^{-t}(1-z)^{t} d z \\
& =\beta(1-t, 1+t), 1-t>0 \\
& =\Gamma(1-t) \Gamma(1+t) / \Gamma 2 \\
& =\Gamma(1-t) \Gamma(1+t) \\
& =\pi t \operatorname{cosec} \pi t ; t<1  \tag{8.26i}\\
& =1+\frac{\pi^{2} t^{2}}{6}+\frac{7}{360} \pi^{4} t^{4}+ \tag{}
\end{align*}
$$

## (See Remark 2 below.)

$$
\begin{aligned}
& \therefore E(Y)=\text { Coeffiçient of } t \text { in }(*)=0 \\
& \Rightarrow \quad \text { Mean }=0
\end{aligned}
$$

$$
\begin{aligned}
\therefore \quad \mu_{2} & =E\left(Y^{2}\right)=\text { Coefficient of } \frac{t^{2}}{2!} \text { in }(*)=\frac{\pi^{2}}{3} \\
\mu_{3} & =E\left(Y^{3}\right)=0 \\
\mu_{+} & =E\left(Y^{4}\right)=\text { Coefficient of } \frac{t^{+}}{4!} \text { in }(*)=\frac{7}{15} \pi^{+}
\end{aligned}
$$

Hence for standard Logistic distribution :

$$
\begin{aligned}
\text { Mean } & =0, \text { Variance }=\mu_{2}=\pi^{2} / 3, \\
\beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=0, \quad \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{7 \times 9}{15}=4: 2
\end{aligned}
$$

Remarks 1. We have :

$$
\begin{aligned}
\quad \tanh x & =\frac{\sinh x}{\cosh x}=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}=\frac{1-e^{-2 x}}{1+e^{-2 x}} \\
\Rightarrow \quad 1+\tanh x & =\frac{2}{1+e^{-2 x}} \Rightarrow \frac{1}{2}[1+\tanh x]=\left(1+e^{-2 x}\right)^{-1} \\
\text { 2. } \quad x \operatorname{cosec} x & =1+\frac{x^{2}}{6}+\frac{7}{360} x^{4}+\ldots
\end{aligned}
$$

Proof. $x \operatorname{cosec} x=\frac{x}{\sin x}=\frac{x}{\left[x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}=\ldots\right]}$

$$
\begin{aligned}
& =\left[1-\left(\frac{x^{2}}{6}-\frac{x^{4}}{120}+\frac{x^{6}}{7!} \ldots\right)\right]^{1} \\
& =1+\left(\frac{x^{2}}{6}-\frac{x^{4}}{120}+\ldots\right)+\left(\frac{x^{2}}{6}-\frac{x^{4}}{120}+\ldots\right)^{2}+\ldots \\
& =1+\frac{x^{2}}{6}+x^{4}\left(\frac{1}{36}-\frac{1}{120}\right)+\ldots \\
& =1+\frac{x^{2}}{6}+\frac{7}{360} x^{4}+\ldots
\end{aligned}
$$

3. We have:

$$
g(y)=e^{-y}\left(1+\frac{1}{e^{y}}\right)^{-2}=e^{y}\left(1+e^{y}\right)^{-2}=g(-y)
$$

$\Rightarrow$ The probability curve of $Y$ is symmetric about the line $y=0$.
Since p.d.f. $g(y)$ is symmetric about origin $(y=0)$, all odd order moments about origin are zero i.e.,

$$
\mu_{2 r+1}^{\prime}=E\left(Y^{2 r+1} \mid ₹ 0, \quad r=0,1,2, \ldots\right.
$$

In particular

$$
\text { Mean }=\mu_{1}^{\prime}=0
$$

$\therefore \quad \mu_{r}{ }^{\prime}=r$ th moment about origin

$$
\begin{aligned}
& =r \text { th moment about mean } \\
& =\mu_{r} \\
\Rightarrow \quad \mu_{2!+1} & =\mu^{\prime} 2 r+1=0
\end{aligned}
$$

i.e., all odd order moments about mean of the standard logistic distribution are zero.

In particular $\mu_{3}=0 \Rightarrow \beta_{1}=0$
4. The mean and variance of the logistic Variable $(X)$ with parameters $\alpha$ and $\beta$ are given by: :

$$
\begin{aligned}
E(X) & =E(\alpha+\beta Y) \\
& =\alpha+\beta E(Y) \\
& =\alpha \\
\operatorname{Var} X & =\operatorname{Var}(\alpha+\beta Y)=\beta^{2} \operatorname{Var}(Y)=\beta^{2} \pi^{2} / 3 .
\end{aligned}
$$

5. We have :

$$
\begin{align*}
& \quad G(y)=\left(1+e^{-y}\right)^{-.1}=\left(\frac{1+e^{y}}{e^{y}}\right)^{-.1}=\frac{e^{y}}{1+e^{y}} \\
& \Rightarrow \quad 1-G(y)=1-\frac{e^{y}}{1+e^{y}}=\frac{1}{1+e^{y}} \\
& \therefore G(y) \cdot[1-G(y)]=\frac{e^{y}}{\left(1+e^{y}\right)^{2}}=g(y) \tag{826j}
\end{align*}
$$

Also $\quad \frac{G(y)}{1-G(y)}=e^{y} \Rightarrow y=\log _{e}\left[\frac{G(y)}{1-G(y)}\right]$
6. Mean deviation for the standard Logistic distribution is

$$
2\left[1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots\right]=2 \sum_{t=1}^{\infty}\left[\frac{(-1)^{i-1}}{i}\right]=2 \log _{e} 2
$$

Proof is left as an exercise to the reader.

## EXERCISE 8(e)

1. (a) Show that for the exponential distribution

$$
p(x)=y_{0} \cdot e^{-x / \sigma}, 0 \leq x<\infty ; \sigma>0,
$$

mean and variance are equal. Also obtain the interquartile range of the distribution.
[Delhi Univ. B.Sc. (Stat. Hons.), 1985, 1982]
(b) Suppose that during rainy season on a tropical island the length of the shower has an exponential distribution, with parameter $\lambda=2$, time being measured in minutes. What is the probability that a shower will last more than three minutes? If a shower has already lasted for 2 minutes, what is the probability that it will last for at least one more minute?
[Madras Univ. B.Sc. (Main Stat) 1988]
2. (a) If $X_{1}, X_{2}, \ldots, X_{n}$ are independentiandom variables having exponential distribution with parameter $\lambda$. obtain the distribution of $Y=\sum_{t=1}^{n} X_{t}$.
(b) Obtain the moment generating function and the cumblant generating function of the distribution with p.d.f.

$$
f(x)=\frac{1}{\sigma} e^{-x / \sigma} ; 0<x<\infty, \sigma>0
$$

[Madras Univ. B.Sc. (Main Stat.) Oct. 1992]
Hence or otherwise obtain the values of the contants $\beta_{1}, \beta_{2}, \gamma_{1}$ and $\gamma_{2}$.
(c) A continuous random variable $X$ has the probability density function $f(x)$ given by

$$
\begin{array}{rlrl}
f(x) & =A e^{-1 / 5} & x>0 \\
& =0, & & \text { otherwise }
\end{array}
$$

Find the value of $A$ and show that for any two positive numbers $s$ and $t$, $P[X>s+t \mid X>s] \doteq P[X>t]$.
3. If $X_{1}$ and $X_{2}$ are independent and identically distributed each with frequency function $e^{-r}, x>0$, find the frequency function of $X_{1}+X_{2}$.
(b) If $X_{1}, X_{2}, \ldots, X_{n}$ are independent r.v.'s $X_{1}$ having an exponential distribution with parameter $\theta_{i},(i=1,2, \ldots, n)$, then prove that $Z=\min \left(X_{1}, X_{2}\right.$, $\left.\ldots, X_{n}\right)$ has an exponential distribution with parameter $\Sigma \theta_{i}$ $i=1$
[Delhi Unịv. B.Sc. (Stat. Hons.), 1990, '88, '86]
4. Let $X$ and $Y$ have common p.d.f. $\alpha e^{-\alpha_{1}}, 0<x<\infty, \alpha>0$. Find the p.d.f. of
(i) $X^{3}$, (ii) $3+2 X$, (iii) $X-Y$, and (iv) $|X-Y|$

Ans.
(i) $\frac{\alpha}{3} x^{-2 / 3} \exp \left(-\alpha x^{1 / 3}\right)$,
(ii) $\frac{\alpha}{2} e^{-\alpha(x-3) / 2}, x>3$
(iii) $\frac{\alpha}{2} e^{-\alpha|x|}$, all $x$, and
(iv) $\alpha e^{-\alpha x}, x>0$.
5. (a) $X$ and $Y$ are independent random variables each exponentially distributed with the same parameter $\theta$. find p.d.f. for $\frac{X}{X+Y}$ and identify its distribution.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
(b) The density functions of the independent random variables $X$ and $Y$ are:

$$
\begin{array}{cc|c}
\cdot f_{x}(x)=\lambda e^{-\lambda_{1}} & , x>0, \lambda>0 & f_{Y}(y)=\lambda e^{-\lambda!} \\
=0 & , x \leq 0, & y>0, \lambda>0 \\
=0, & , \text { otherwise }
\end{array}
$$

Find the density function of the random variable $Z=X / Y$.
6. (a) For the distribution given by the density function

$$
f(x)=\frac{1}{2} e^{-|,|},-\infty<x<\infty
$$

obtain the moment generating function.
(b) Find the characteristic function of stardard Laplace distribution and hence find its mean and standard deviation.
[Delhi Üniv. B.Sc. (Stat. Hons.), 1990]
7. (a) If $X$ has exponential distribution with mean 2, find $P(X<\mathrm{l}) \mid X<2$ )

Ans. $P(X<1)\left[P(X<2)=\left(1-e^{-\theta}\right) /\left(1-e^{2 \theta}\right)\right.$ where $\theta=1 / 2$.
[Delhi Univ. B.A. (Spl. Hons. Course-Statistics), 1989]
(b) If $X \sim \operatorname{Expo}(\lambda)$ with $P(X \leq 1) ₹ P(X>1)$,
find $\operatorname{Var} X$.
[Delhi Univ. B.Sc. (Maths Hons.), 1985]
Hint. $P(X \leq 1)+P(X>1)=1 \Rightarrow P(X \leq 1)=1 / 2$
[Using (*)]
Ans. $\operatorname{Var}(X)=1 / \lambda^{2}=1 /\left(\log e^{-}\right)^{2}$
8. (a) Show that $Y=-(1 / \lambda) \log F(\lambda)$ is Expo ( $\lambda$ )
[Delhi Ụniv. B.A. Hons. (Spl. Course-Statistics), 1985]

Hint.

$$
\begin{aligned}
\mu_{Y}(t) & =E\left(e^{\prime \gamma}\right)=E \exp \left[-\frac{t}{\lambda} \log F(x)\right] \\
& =E\left[F(\lambda)^{-v \lambda}\right]=E\left[Z^{-l \lambda}\right] \text { where } Z=F(X) \sim U[0,1]
\end{aligned}
$$

(b) If $X_{1}, X_{2}, X_{3}$ and $X_{4}$ are i.i.d. $N(0,1)$ variates, show that. $Y=X_{1} X_{2}$ $X_{3} X_{4}$, has p.d.f.

$$
f(y)=\frac{1}{2} \exp [-|y|],-\infty<y<
$$

[Indian Civil Services, 1984]
Hint. Show that $\varphi_{Y}(t)=1 /\left(1+t^{2}\right) \Rightarrow Y$ has Standard Laplace distribution.

Use :

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\left(a x^{2}+2 h y y+b y^{2}\right)} d x d y=\frac{\pi}{\sqrt{a b-h_{1}^{2}}}
$$

9. 200 electric light bulbs were tested and the average life time of the bulbs was found to be 25 hours. Using the summary given below, test the hypothesis that the lifetime is exponentially distributed.
$\begin{array}{lccccc}\text { Lifetime in hours: } & (0-20 & 20-40 & 40-60 & 60-80 & 80-100 \\ \text { Number of bulbs : } & 104 & 56 & 24 & 12 & 4\end{array}$
[You are given that an exponential distribution with parameters $\alpha>0$ has the probability density function:

$$
\begin{array}{rlrl}
p(x) & =\alpha e^{-\alpha x}, & (x \geq 0) \\
& =0, & & (x<0)
\end{array}
$$

[Institute of Actuaries (London), April 1978]
10. Find the first four cumulants of the Laplace distribution defined by

$$
f(x)=\frac{1}{2 \lambda}[\exp \{-|x-\mu| / \lambda\}],-\infty<x<\infty, \lambda>0
$$

and hence find the values of $m, \sigma, \gamma_{j}$ and $\gamma_{2}$. Calculate also the semi-interquartile range (S.I.R.)

Ans. $\kappa_{1}=\mu, \kappa_{2}=2 \lambda^{2}, \kappa_{3}=0, \kappa_{4}=12 \lambda^{4} ; m=\mu, \sigma=\sqrt{2} \lambda, \gamma_{1}=0, \gamma_{2}=3$ and S.I.R. $=\lambda \log _{e} 2$
11. The p.d.f. of a r.v. $X$ follows the following probability law

$$
p(x)=\frac{1}{2 \theta} \exp \left(-\frac{|x-\theta|}{\theta}\right),-\infty<x<\infty \text {. }
$$

Find m.g.f. of $X$. Hence or otherwise, find $E(X)$ and $\operatorname{Var}(X)$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1986]
12. $X_{i}, i=1,2, \ldots, n$ are i.i.d. r.v.'s having Weibul distribution with three parameters. Show that the variable $Y=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$, also has Weibul distribution and identify its parameters.
[Delhi Univ. B.Sc. (Stat. Hons.), 1984]
13. Obtain the moment generating function of Logistic distribution and hence find its mean and variance.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
14. (a) Obtain the p.d.f. $g(y)$ and the distribution function $G(y)$ of the standard logsitic variate and prove that :
(i).$g(y)$ is symmetric about origin.
(ii) $g(y)=G(y)[1-G(y)]$
(iii) $y=\log _{e}\left[\frac{G(y)}{1-G(y)}\right]$
(b) Obtain the m.g:f. of standard logistic variate and hence prove that:

$$
\begin{aligned}
& \text { Mean }=0, \quad \text { V́ariance }=\pi^{2} / 3, \\
& \beta_{1}=0, \quad \beta_{2}=\frac{21}{5} ; \quad \mu_{2 n_{1}+1}=0
\end{aligned}
$$

and mean deviation about mean $=2 \log _{3} 2$.
8.9. Cauchy's Distribution. Let us consider a roulette wheel in which the
 probability of the pointer stopping at any part of the circümference is constant. In other words, the probability for any value of $\theta$ lies in the interval $[-\pi / 2, \pi / 2]$ is constant and consequently $\theta$ is a rectangular variate in the range $[-\pi / 2, \pi / 2]$ with probability differential given by

$$
\left.\begin{array}{rl}
d P(\theta) & =(1 / \pi) d \theta,-\pi / 2 \leq \theta \leq \pi / 2 \\
& =0, \text { otherwise } \tag{8.27}
\end{array}\right\}
$$

Let us now transform to the variable $X$ by the substitution:

$$
x=r \tan \theta \Rightarrow d x=r \sec ^{2} \theta d \theta
$$

Since $-\pi / 2 \leq \theta \leq \pi / 2$, the range for $X$ is from $-\infty$ to $\infty$. Thus the probability differential of $X$ becomes:
$d F(x)=\frac{1}{\pi} \cdot \frac{d x}{r \sec ^{2} \theta}=\frac{1}{\pi} \cdot \frac{d x}{\left[r\left\{1+\left(x^{2} / r^{2}\right)\right\}\right]}=\frac{r}{\pi} \cdot \frac{d x}{r^{2}+x^{2}} ;-\infty<x<\infty$
In particular if we take $r=1$, we get

$$
f(x)=\frac{1}{\pi} \cdot \frac{1}{1+x^{2}},-\infty<x<\infty
$$

This is the p.d.f. of a standard Cauchy variate and we write $X \sim C(1,0)$
Definition. A random variable $X$ is said to have a standard Cauchy distribution if its p.d.f. is given by

$$
\begin{equation*}
f_{X}(x)=\frac{1}{\pi\left(1+x^{2}\right)},-\infty<x<\infty \tag{8-...}
\end{equation*}
$$

and $X$ is termed as a standard Cauchy variate.
More generally, Cauchy distribution with parameters $\lambda$ and $\mu$ has the following p.d.f.,

$$
\begin{equation*}
g_{Y}(y)=\frac{\lambda}{\pi\left[\lambda^{2}+(y-\mu)^{2}\right]},-\infty<y<\infty, ; \lambda>0 \tag{8-.29}
\end{equation*}
$$

and we write $X \sim C(\lambda, \mu)$
But putting $X=(Y-\mu) / \lambda$ in (8.29), we get (8.28) .
8.9.1. Characteristic Function of Cauchy Distribution. If $X$ is a standard Cauchy variate then

$$
\begin{equation*}
\varphi_{X}(t)=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{i t x}}{1+x^{2}} d x \tag{*}
\end{equation*}
$$

Tóo evaluate (*) consider Lapalce distribution

$$
f_{1}(z)=\frac{1}{2} e^{-|z|},-\infty<z<\infty
$$

Then

$$
\begin{equation*}
\varphi_{1}(t)=E\left(e^{i t z}\right)=\frac{1}{1+t^{2}} \tag{8.25a}
\end{equation*}
$$

Since $\varphi_{1}(t)$ is absolutely integrable in $(-\infty, \infty)$, we have by Inversiọn theorem

$$
\begin{aligned}
\frac{1}{2} e^{-|z|} & =f_{1}(z)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t z} \varphi_{1}(t) d t=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-i t z}}{1+t^{2}} d t \\
\Rightarrow \quad e^{-|z|} & =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-i t z}}{1+t^{2}} d t=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{i z z}}{1+t^{2}} d t \quad \text {, (Changing }
\end{aligned}
$$

(Changing ( $t$ to $-t$ )
On interchanging $t$ and $z$, we get

$$
\begin{equation*}
e^{-\mid, 1}=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{i j z}}{1+z^{2}} d z \tag{}
\end{equation*}
$$

From (*) and (**), we get

$$
\begin{equation*}
\varphi_{X}(t)=e^{-|t|} \tag{8•30}
\end{equation*}
$$

Remarks. 1. If $Y$ is a Cauchy variate with parameters $\lambda$ and $\mu$, then

$$
\begin{align*}
X & =\frac{Y-\mu}{\lambda} \Rightarrow \quad Y=\mu+\lambda X \\
\therefore \quad \varphi_{Y}(t) & =E\left(e^{\prime \prime \gamma_{t}}\right)=e^{\prime \mu t} E\left(e^{\prime t \lambda x}\right)=e^{\prime \mu t} \varphi_{X}(t \lambda) \\
& =e^{i \mu t-\lambda \mid t \prime}, \lambda>0
\end{align*}
$$

2. Additive Property of Cauchy distribution. If $X_{1}$ and $X_{2}$ are independent Cauchy variates with parameters $\left(\lambda_{1}, \mu_{1}\right)$ and $\left(\lambda_{2}, \mu_{2}\right)$ respectively, then $X_{1}+X_{2}$ is a Cauchy variate with parameters $\left(\lambda_{2}+\lambda_{2}, \mu_{1}+\mu_{2}\right)$.

Proof.

$$
\begin{aligned}
\varphi_{x_{3}}(t) & =\exp \left\{i \mu_{i} t-\lambda_{j}|t|\right\},(j=1,2) \\
\varphi_{x_{1}+X_{2}}(t) & =\varphi_{x_{1}}(t) \varphi_{x_{2}}(t) \quad \text { (Since } X_{1}, X_{2} \text { are independent) } \\
& =\exp \left[i t\left(\mu_{1}+\mu_{2}\right)-\left(\lambda_{1}+\lambda_{2}\right)|t|\right]
\end{aligned}
$$

and the result follows by uniqueness theorem of characteristic functions.
3. Since $\varphi^{\prime} x(t)$ in (8.30) [where (') denotes differentiation w.r.t. $t$ ] does not exist at $t=0$, the mean of the Cauchy distribution does not exist:
4. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sample of $n$ independent observations from a standárd Cauchy distribution and define $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$. Then

$$
\begin{aligned}
\varphi \mathbb{X} & (t)=\varphi_{\Sigma X_{1}(t / n)=\prod_{i=1}^{n}\left[\varphi_{X_{1}}(t / n)\right]} \quad \text { (since } X_{i} \text { 's are i.i.d.) } \\
& =\left[\varphi_{X_{1}(t / n)}\right]^{n} \\
& =\left[e^{-|t / n|}\right]^{n}=e^{-|t|}=\varphi_{X}(t) \quad
\end{aligned}
$$

Hence by uniqueness theorem of characteristic functions, we have:
"The arithmetic mean $\bar{X}$ of a sample $\dot{X}_{1}, X_{2}, \ldots, X_{n}$ of independent obserrations from a standard Cauchy distribution is also a standard Cauchy variate. lrother words, the arithmetic mean of a random sample of any size yields exactly ass much information as a single determination of $X$."

This implies that the sample mean $\bar{X}_{n}$ of a random sample of size $n$, as an estimate of population mean does not improve with increasing $n$, which contradicts the Weak Law of Large Numbers (WLLN).
892. Moments of Cauchy Distribution.

$$
E(Y)=\int_{-\infty}^{\infty} y f(y) d y=\frac{\lambda}{\pi} \int_{-\infty}^{\infty} \frac{y}{\lambda^{2}+(y-\mu)^{2}} d y
$$

$$
\begin{aligned}
& =\frac{\lambda}{\pi} \int_{-\infty}^{\infty} \frac{(y-\mu)+\mu}{\lambda^{2}+(y-\mu)^{2}} d y \\
& =\mu \frac{\lambda}{\pi} \int_{-\infty}^{\infty} \frac{d y}{\lambda^{2}+(y-\mu)^{2}}+\frac{\lambda}{\pi} \int_{-\infty}^{\infty} \frac{(y-\mu)}{\lambda^{2}+(y-\mu)^{2}} d y \\
& =\mu \cdot 1+\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{z}{\lambda^{2}+z^{2}} d z
\end{aligned}
$$

Although the integral $\int_{-\infty}^{\infty} \frac{z}{\lambda^{2} \mp \bar{z}^{2}} d z$, is not completey convergent, i.e., $\lim _{n \rightarrow \infty} \int_{n^{\prime} \rightarrow \infty-n}^{n^{\prime}} \frac{z^{\prime}}{\lambda^{2}+z^{2}} d z$ does not exist, its principal value, viz., $\lim _{n \rightarrow \infty} \int_{-n}^{n} \frac{z}{\lambda^{2}+z^{2}} d z$ exists and is equal to zero. Thus, in the general sense the mean of Cauchy distribution does not exist. But, if we conventionally agree to assume that the mean of Cauchy distribution exists (by taking the principal value), then it is located at $x=\mu$. Also, obviously, the probability curve is symmetrical about the point $x=\mu$. Hence for this distribution, the mean, median and mode coincide at the point $x=\mu$.

$$
\mu_{2}=E(Y-\mu)^{2}=\int_{-\infty}^{\infty}(\nu-\mu)^{2} f(y) d y=\frac{\lambda}{\pi} \int_{-\infty}^{\infty} \frac{(y-\mu)^{2}}{\lambda^{2}+(y-\mu)^{2}} d y,
$$

which does not exist since the integral is not convergent. Thus, in general, for the Cauchy's distribution $\mu_{r},(r \geq 2)$ do not exist.

Remark. The role of Cauchy distribution in statistical theory often lies in providing counter examples, e.g. it, is often quoted as a distribution for which moments do not exist. It also provides an example to show that

$$
\varphi_{X+Y}(t)=\varphi_{X}(t) \varphi_{Y}(t)
$$

does not imply that $X$ and $Y$ are independent. [See Remark to Theorem 6.23]
Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a standard Cauchy distribution. Let $\bar{X}=\sum_{i=1} X_{i} / n$. Since $E\left(X_{t}\right)$ does not exist $(\because$ mean of a Cauchy distribution does not exist), $E(\bar{X})$ does not exist either and the definition of an unbaised estiamte does not apply to $\vec{X}$

Cauchy'distribution also contradicts the WLLN [See Remark 4, § 8.9.1].
Example 8:42: Let X have a (standard) Cauchy distribution. Find a p.d.f. for $X^{2}$ and identify its distribution. [Delhi Univ. B.Sc. (Stat. Hons.), 1989;'87]

Solution. Since $X$ has a standard Cauchy distribution, its p.d.f. is

$$
f(x)=\frac{1}{\pi} \frac{1}{1+x^{2}},-\infty<x<\infty
$$

Th - distribution function of $Y=X^{2}$ is

$$
\begin{aligned}
G_{Y}(y) & =P(Y \leq y)=P\left(X^{2} \leq y\right)=P(-\sqrt{y} \leq X \leq \sqrt{y}) \\
& =\int_{-\sqrt{y}}^{\sqrt{y}} f(x) d x=2 \frac{1}{\pi} \int_{0}^{\sqrt{y}} \frac{d x}{1+x^{2}} \\
& =\frac{2}{\pi} \operatorname{an}^{-1}(\sqrt{y}), \quad 0<y<\infty
\end{aligned}
$$

The p.d.f. $g y(j)$ of $Y$ is given by

$$
\begin{aligned}
g_{Y}(y) & =\frac{d}{d v}\left[G_{Y}(y)\right]=\frac{2}{\pi} \cdot \frac{1}{(1+y)} \cdot \frac{1}{2 \sqrt{y}} \\
& =\frac{1}{\pi} \cdot \frac{y^{-1 / 2}}{1+y}=\frac{1}{B\left(\frac{1}{2} \cdot \frac{1}{2}\right)} \cdot \frac{y^{(1 / 2)-1}}{(1+y)^{(1 / 2+1 / 2)}}, y>0
\end{aligned}
$$

This is the p.d.f. of Beta distribution of second kind with parameters ( $\frac{1}{2}, \frac{1}{2}$ ), i.e., $X^{2} \sim \beta_{2}\left(\frac{1}{2}, \frac{1}{2}\right)$

Remark. Here $y=g(x)=x^{2}$, gịves $g^{\prime}(x)=2 x$ whịch is sometimes $>0$ aiu sometimes $<0$. Hence Theorem 5.9 can not be used in this case.

Exámple 8.43. Let $X \sim N(0,1)$ and $Y \sim N(0,1)$ be independent random $\bar{v}$ axiables. Find the distribution of $X Y$ and identify it.
[Delhi Univ. B.Sc. (Stat. Hons.), 1990; Nagpur Univ. B.Sc., 1991]
Solution. Since $X$ and $Y$ are independent $N(0,1)$, their joint p.d.f. is given by

$$
f_{X Y}(x, y)=f_{X}(x) \cdot f_{Y}(y)=\frac{1}{2 \pi} \cdot e^{-\left(x^{2}+y^{2}\right) / 2}
$$

Let us make the following transformation of variables

$$
u=x / y, v=y \text { so that } x=u v, y=v
$$

Jacobian of transformation $J=v$.
Hence the joint p.d.f. of $U$ and $V$ becomes

$$
\begin{aligned}
\operatorname{guv}(u, v) & =\frac{1}{2 \pi} \cdot \exp \left\{-\left(u^{2} v^{2}+v^{2}\right) / 2\right\}|J| \\
& =\frac{1}{2 \pi} \exp \left\{-\left(1+u^{2}\right) v^{2} / 2\right\}|v|,-\infty<(u, v)<\infty
\end{aligned}
$$

The marginal p.d.f. of $U$ is ,

$$
\begin{aligned}
& g u(u)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left\{-\left(1+u^{2}\right) v^{2} / 2\right\}|v| d v \\
& =\frac{1}{\pi} \int_{0}^{\infty} e^{-s} \frac{d t}{\left(1+u^{2}\right)} \\
& =\frac{1}{\pi\left(1+u^{2}\right)}\left|-e^{-1}\right|_{0}^{\infty}=\frac{1}{\pi\left(1+u^{2}\right)},-\infty<u<\infty
\end{aligned}
$$

which is the p.d.f. of a standard Cauchy distribution.
Thus the ratio of two independent standard normal variates is a standard Cauchy variate.

Example 8.44. Let $X$ and $Y$ be i.i.d. standard Cauchy variates. Prove that the p.d.f. of $X Y$ is: $\frac{2}{\pi^{2}}\left\{\frac{\log |x|}{x^{2}-1}\right\}$.
[Delhi Univ. M.Sc. (Stat), 1991]
Solution. Since $X$ and $Y$ are independent standard Cauchy variates, their joint p.d.f. is given by

$$
f(x, y)=\frac{1}{\pi^{2}} \cdot \frac{1}{\left(1+x^{2}\right)\left(1+y^{2}\right)} ;-\infty<(x, y)<\infty .
$$

Let $u=x y$ and $v=y$. Then Jacobian of transformation is given by

$$
J=\frac{\partial(x, y)}{\partial(u, v)}=\left|\begin{array}{rr}
\frac{1}{v} & -\frac{u}{v^{2}} \\
0 & 1
\end{array}\right|=\frac{1}{v} \quad\left(\because y=v, x=\frac{u}{v}\right)
$$

Thus the joint p.d.f. of $U$ and $V$ is given by

$$
\begin{aligned}
g(u, v) & =\frac{1}{\pi^{2}} \frac{1}{\left(1+\frac{u^{2}}{v^{2}}\right)\left(1+v^{2}\right)} \cdot \frac{1}{|v|} \\
& =\frac{1}{\pi^{2}} \frac{|v|}{\left(u^{2}+v^{2}\right)\left(1+v^{2}\right)} ;-\infty<(u, v)<\infty
\end{aligned}
$$

Integrating w.r.to $v$ over the range $-\infty$ to $\infty$, the marginal p.d.f. of $U$ is given by

$$
\begin{aligned}
& g_{1}(u)=\int_{-\infty}^{\infty} g(u, v) d v=\frac{1}{\pi^{2}} \int_{-\infty}^{\infty} \frac{|v|}{\left(u^{2}+v^{2}\right)\left(1+v^{2}\right)} d v \\
&=\frac{2}{\pi^{2}} \int_{0}^{\infty} \frac{|v| d v}{\left(u^{2}+v^{2}\right)\left(1+v^{2}\right)}, \\
& \quad \text { (Since the integrand is an e } \\
& \therefore \quad g_{1}(u)=\frac{2}{\pi^{2}} \int_{0}^{\infty} \frac{v}{\left(u^{2}+v^{2}\right)\left(1+v^{2}\right)} d v \\
&=\frac{1}{\pi^{2}} \int_{0}^{\infty} \frac{2 v}{\left(u^{2}-1\right)}\left(\frac{1}{1+v^{2}}-\frac{1}{u^{2}+v^{2}}\right) d v \\
&=\frac{1}{\pi^{2} \cdot\left(u^{2}-1\right)}\left|\log \left(1+v^{2}\right)-\log \left(u^{2}+v^{2}\right)\right|_{0}^{\infty} \\
&=\frac{1}{\pi^{2}\left(u^{2}-1\right)}\left|\log \left(\frac{1+v^{2}}{u^{2}+v^{2}}\right)\right|_{0}^{\infty}
\end{aligned}
$$

(Since the integrand is an even function of $v$.)

$$
\begin{aligned}
& =\frac{1}{\pi^{2}\left(u^{2}-1\right)}\left\{\left[\log \left(\frac{\frac{1}{v^{2}}+1}{\frac{u^{2}}{v^{2}}+1}\right)\right]_{v=\infty}-\log \left(\frac{1}{u^{2}}\right)\right\} \\
& =\frac{1}{\pi^{2}\left(u^{2}-1\right)}\left[\log 1+\left.2 \log \right|^{\prime} u \mid\right]=\frac{2 \log |u|}{\pi^{2}\left(u^{2}-1\right)},-\infty<u<\infty
\end{aligned}
$$

## EXERCISE 8(f)

1. (a) Show that a function

$$
f(x ; \mu, \lambda)=\frac{k}{\lambda^{2}+(x-\mu)^{2}} ;-\infty<x<\infty
$$

represents a frequency function of a distribution for a suitable value of $k$. Determine $k$ and obtain median and quartiles of the distribution., Hence interpret the parameters $\lambda$ and $\mu$ of the distribution.
(b) If $X$ is a Cauchy variate with parameters $\lambda$ and $\mu$, find the characteristic function $\varphi_{X}(t)$. Discuss briefly the role of Cauchy distribution in Statistics.
[Bombay Univ. B.Sc. (Stat.), 1993]
(c) "The role of Cauchy distribution often lies in providing counter examples.' Justify.
[Delhi Univ. B.Sc. (Stat. Hons.), 1991, '88]
(d) Discuss briefly the role of Cauchy distribution in statistics:

If $X_{1}, X_{2}, \ldots, \boldsymbol{X}_{n}$ are independent standard Cauchy variates, show that the mean $\bar{X}=\left(X_{1}+X_{2}+\ldots+X_{n}\right) / n$, is also a Cauchy variate.
[Dẹlhi Univ. B.Sc. (Stat. Hons.), 1986]
2. (a) If $X$ and $Y$ are independent random variables following Cauchy distribution with parameters ( $\lambda_{1}, \mu_{1}$ ) and ( $\lambda_{2}, \mu_{2}$ ) respectively, show that $X+Y$ follows Cauchy distribution with parameters $\lambda_{1}+\lambda_{2}$ and $\mu_{1}+\mu_{2}$.
(b) Obtain the characteristic function of Cauchy distribution

$$
d F(x)=\frac{d x}{\pi\left(1+x^{2}\right)},-\infty<x<\infty
$$

If $X_{1}, X_{2}, \ldots, X_{n}$ are independent Cauchy variates, show that the mean $\bar{X}=\frac{1}{n} \Sigma X$ is also a Cauchy variate.
3. Let $X$ and $Y$ be standdrd normal variates. Find the distribution of $U=X /|Y|$.

Ans.

$$
f(u)=\frac{1}{\pi} \cdot \frac{1}{1+u^{2}},-\infty<u<\infty
$$

4. A needle spins about the point $(0, b)$ of the $x-y$ plane with $b>0$ and comes to a stop thereby making an angle $\varphi$ with $Y$-axis. The direction of the needle then intersects the $x$-axis at a point $(X, 0)$. Assuming $\varphi$ is a r.v. with uniform
probability distribution on $(-\pi / 2, \pi / 2)$, what is the distribution function and hence p.d.f. of $X$ ?

Ans. $F_{X}(x)=\frac{1}{\pi}\left[\tan ^{-1}(x / b)+\frac{\pi}{2}\right], f_{X}(x)=\frac{1}{\pi} \cdot \frac{b}{x^{2}+!^{2}},-\infty<X<\infty$
5. If $X_{1}, X_{2}, X_{3}, X_{4}$ are independent standard normal variates, find the distribution of $\frac{X_{1}}{X_{2}}+\frac{X_{3}}{X_{4}}$.
6. $\bar{X}_{\boldsymbol{n}}$ is the mean of $\boldsymbol{n}$ independent random variables distributed like $X$, and $X$ has a symmetric distribution. If $\bar{X}_{n}$ has exactly the same distribution as $X$ for all $n$, then prove that the characteristic function of $X$ is

$$
\Phi_{X}(t)=e^{-c|c|}
$$

for some real constant $c>0$. Identify this distribution.
7. If $X \sim N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $Y \sim N\left(\mu_{2}, \sigma_{2}^{2}\right)$ are independent random varaibles, obtain the p.d.f. of $U=\frac{X-\mu_{1}}{Y-\mu_{2}}$.
(I.I.T., B. Tech. 1993)
8.10. Central Limit Theorem. The central limit theorem in the mathematical theory of probability may be expressed as follows :
'If $X_{i},(i=1,2, \ldots, n)$, be independent random variables such that $E\left(X_{i}\right)=\mu_{i}$ and $V\left(X_{i}\right)=\sigma_{i}^{2}$, then it can be proved that under certain very general conditions, the random variable $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$, is asymptotically normal with mean $\mu$ and standard deviation. $\sigma$ where

$$
\mu=\sum_{i=1}^{n} \mu_{i} \text { and } \sigma^{2}=\sum_{i=1}^{n} \dot{\sigma}_{l}^{2}
$$

This theorem was first stated by Laplace in 1812 and a regorous proof under fairly general conditions was given by Liapounoff in 1901. Below we shall consider some particular cases of this general central limit theorem.

De-Moivre's-Laplace theorem. (1733). A particular case of central limit theorem is De-Moivre's theorem which states as follows:
"If

$$
X_{i}=\left\{\begin{array}{l}
1, \text { with probability } p \\
0, \text { with probability } q
\end{array}\right.
$$

then the distribution of the random variable $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$, where $X_{i}$ 's are independent, is asymptotically normal as $n \rightarrow \infty$."

Proof. M.G.F. of $X_{i}$ is given by

$$
M_{X_{i}}(t)=E\left(e^{t X_{i}}\right)=e^{t \cdot 1} p+e^{t .0} q=\left(q+p e^{t}\right)
$$

M.G.F. of the sum $S_{n}=X_{1}=X_{2}+\ldots+X_{n}$ is given by

$$
\begin{aligned}
M_{S_{n}}(t) & =M_{X_{1}+X_{2}+\ldots+X_{n}(t)=M_{X_{1}}(t) \cdot M_{X_{2}}(t) \ldots M_{X_{n}}(t)} \\
& =\left[M \dot{x}_{i}(t)\right]^{n} \\
& =\left(q+p e^{\prime}\right)^{n},
\end{aligned} \quad \text { (since } X_{i}^{\prime} s \text { are identically distributed) } \quad . \quad . \quad . \quad .
$$

which is the M.G.F. of a binomial variate with parameters $\boldsymbol{n}$ and $\boldsymbol{p}$.

$$
\therefore \quad E\left(S_{n}^{-}\right)=n p=\mu(\text { say }), \text { and } V\left(S_{n}\right)=n p q=\sigma^{2},(\text { say })
$$

Let

$$
Z \neq \frac{S_{n}-E\left(S_{n}\right)}{\sqrt{V\left(S_{n}\right)}}=\frac{S_{n}-\mu}{\sigma}
$$

$$
M_{Z}(t)=e^{-\mu i / \sigma} M S_{n}(t / \sigma)
$$

[c.f. Chapter 6]

$$
\begin{aligned}
& =e^{-n p t / \sqrt{n p q}}\left[q+p e^{t / \sqrt{n p q}}\right]^{n} \\
& =\left[1+\frac{t^{2}}{2 n}+O\left(n^{-3 / 2}\right)\right]_{2}^{n}
\end{aligned}
$$

[c.f. Example 7-19]
where $O\left(n^{-3 / 2}\right)$ represents terms involving $n^{3 / 2}$ and higher powers of $n$ in the denominator.

Proceeding to the limits as $\boldsymbol{n} \rightarrow \infty$, we get

$$
\lim _{n \rightarrow \infty} M_{Z}(t)=\lim _{n \rightarrow \infty}\left[1+\frac{t^{2}}{2 n}+O\left(n^{-3 / 2}\right)\right]^{n}=\lim _{n \rightarrow \infty}\left[1+\frac{t^{2}}{2 n}\right]^{n}=e^{t^{2} / 2}
$$

which is the M.G.F. of a standard normal variate. Hence by the uniqueness theorem of M.G.F.'s

$$
Z=\frac{S_{n}-\mu}{\sigma} \text { is asymptotically } N(0,1)
$$

Hence $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ is asymptotically $N\left(\mu, \sigma^{2}\right)$ as $n \rightarrow \infty$.
Remarks 1. From this theorem it follows that standard binomial variate tends to standard normal variate as $\boldsymbol{n} \rightarrow \infty$. In other words, binomial distribution tends to normal distribution as $n \rightarrow \infty$.
2. Convergence in Distribution or Law. Let $\left\{X_{\boldsymbol{n}}\right\}$ be a sequence of r.v.'s and $\left\{F_{n}\right\}$ be the corresponding sequence of distribution functions. We say that $X_{n}$ converges in distribution (or law) to $X$ if there exists a r.v. $X$ with distribution function $F$ s:ch that as $n \rightarrow \infty, F_{n}(x) \rightarrow F(x)$ at every point $x$ at which $F$ is continuous.

$$
\text { We write } X_{n} \xrightarrow{L} X \text { or } X_{n} \xrightarrow{d} X
$$

3. It may be remarked that convergence in probability discussed in § $\mathbf{6 \cdot 1 4}$ implies convergence in distribution'(or law) i.e.,

$$
\begin{equation*}
X_{n} \xrightarrow{p} X \Rightarrow X_{n} \xrightarrow{L} X \tag{}
\end{equation*}
$$

The converse is not true i.e., $X_{n} \xrightarrow[\rightarrow]{L} X$, in general, does not imply $X_{n} \xrightarrow{p} X$ However, we have the following result.

Let $k$ be a constant. Then

$$
\begin{equation*}
X_{n} \xrightarrow{L} k \Rightarrow X_{n} \xrightarrow{p} k \tag{}
\end{equation*}
$$

Combining (*) and (**), we get the following result.
Let $\boldsymbol{k}$ be a constant. Then

$$
\begin{equation*}
X_{n} \xrightarrow{L} k \Leftrightarrow X_{n} \xrightarrow{p} k \tag{***}
\end{equation*}
$$

8.10.1 Lindeberg-Levy Theorem. The following case of central limit theorem for equal components, i.e., for identically distributed variables, was first proved by Lindeberg and Levy.
'If $X_{1}, X_{2}, \ldots, X_{n}$ are independently and identically distributed random variables with

$$
\left.\begin{array}{l}
E\left(X_{i}\right)=\mu_{1} \\
V\left(X_{i}\right)=\sigma_{1}^{2}
\end{array}\right\} i=1,2, \ldots, n
$$

then the sum $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ is asymptotically normal with mean $\mu=n \mu_{1}$ and variance $\sigma^{2}=n \sigma_{1}^{2}$."

Here we make the following assumptions:
(i) The variables are independent and identically distributed
(ii) $E\left(X_{i}^{2}\right)$ exists for all $i=1,2, \ldots$

Proof. Let $M_{1}(t)$ denote the M.G.F. of each of the deviation $\left(X_{i}-\mu_{1}\right)$ and $M(t)$ denote the M.G.F. of the standard variate

$$
Z=\left(S_{n}-\mu\right) / \sigma
$$

Since $\mu_{1}^{\prime}$ and $\mu_{2}^{\prime}$, (about origin) of the deviation $\left(X_{i}-\mu_{1}\right)$ are given by

$$
\mu_{1}^{\prime}=E\left(X_{i}-\mu_{1}\right)=0, \mu_{2}^{\prime}=E\left(X_{i}-\mu_{1}\right)^{2}=\sigma_{1}^{2}
$$

We have

$$
\begin{align*}
M_{1}(t) & =\left(1+\mu_{1}^{\prime} t+\mu_{2}^{\prime} \frac{t^{2}}{2!}+\mu_{3}^{\prime} \frac{t^{3}}{3!}+\ldots\right) \\
& =\left[1+\frac{t^{2}}{2!} \sigma_{1}^{2}+O\left(t^{3}\right)\right] \tag{}
\end{align*}
$$

where $O\left(t^{3}\right)$ contains terms with $t^{3}$ and higher powers of $t$.
We have

$$
Z=\frac{S_{n}-\mu}{\sigma}=\frac{\left(X_{1}+X_{2}+\ldots+\dot{X}_{n}\right)-n \mu_{1}}{\sigma}=\sum_{i=1}^{n}\left(\frac{X_{i}-\mu_{1}}{\sigma}\right)
$$

and since $X_{i}$ 's are independent, we get

$$
\begin{aligned}
M_{Z}(t) & =M \sum_{i=1}^{i \ddot{ }}\left(x_{i}-\mu_{1}\right) / \sigma_{1}(t)=M \sum_{i=1}^{n}\left(x_{i}-\mu_{1}\right)(t / \sigma) \\
& =\prod_{i=1}^{n}\left\{M\left(x_{i}-\mu_{1}\right)(t / \sigma)\right\}=\left[M_{1}(t / \sigma)\right]^{n}=\left[M_{1}\left(t / \sqrt{n} \sigma_{1}\right)\right]^{n} \\
& =\left[1+\frac{t^{2}}{2 n}+O\left(n^{-3 / 2}\right)\right]_{2}^{n}
\end{aligned}
$$

For every fixed ' $t$ ',' the terms $O\left(n^{-3 / 2}\right) \rightarrow 0$ as $n \rightarrow \infty$. Therefore, as $n \rightarrow \infty$, we get

$$
\lim _{n \rightarrow \infty} M_{Z}(t)=\lim _{n \rightarrow \infty}\left[1+\frac{t^{2}}{2 n}+O\left(n^{-3 / 2}\right)\right]^{n}=\exp \left[t^{2} / 2\right]
$$

which is the M.G.F. of standard normal variate. Hence by uniqueness theorem of M.G.F.'s $Z=\left(S_{n}-\mu\right) / \sigma$ is asymptótically $N(0,1)$, or $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$ is asymptotically $N\left(\mu, \sigma^{2}\right)$, where $\mu=n \mu_{1}$ and $\sigma^{2}=n \sigma_{1}^{2}$.

Note. CL.T. can be stated in another form as follows:
(i) If $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d. with mean $\mu_{1}$ and variance $\sigma_{1}^{2}$ (finite) and $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$, then

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left[a \leq \frac{S_{n}-n \mu_{1}}{\sigma_{1} \sqrt{n}} \leq b\right] & =\Phi(b)-\Phi(a) \\
& =\int_{a}^{b} \frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} d x  \tag{8•31}\\
\text { for }-\infty<a<b<\infty ; \Phi(-\infty) & =0, \Phi(\infty)=1
\end{align*}
$$

or
(ii) $\lim _{n \rightarrow \infty} P\left[a \leq \frac{S_{n}-E\left(S_{n}\right)}{\sqrt{\operatorname{Var}\left(S_{n}\right)}} \leq b\right]=\Phi(b)-\Phi(a)$
or, still another form :
(iii) $\lim _{n \rightarrow \infty} P\left[a \leq \frac{\bar{X}_{n}-E\left(\bar{X}_{n}\right)}{\sqrt{\operatorname{Var}\left(\bar{X}_{n}\right)}} \leq b\right]=\Phi(b)-\Phi(a)$

$$
\begin{equation*}
\text { i.e., } \lim _{n \rightarrow \infty} P\left[a \leq \frac{\bar{X}_{n}-\mu_{1}}{\sigma_{1} / \sqrt{n}} \leq b\right]=\Phi(b)-\Phi(a) \tag{8•31-2}
\end{equation*}
$$

Remarks 1. We wrote the C.L.T. using non-strict inequalities

$$
P[a \leq(.) \leq b]
$$

It makes no difference whether one or both are changed to a strict inequality. The reason is that the limit distribution function (d.f.) $\Phi($.$) is a continuous d . f$.
2. In the binomial case, C.L.T. gives good approximation if $p$ is nearly $1 / 2$. For $\boldsymbol{p}$ near about 0 or 1 , the C.L.T. approximation still holds but in that case $\boldsymbol{n}$ has to be sufficiently greater than in the case $p=1 / 2$ approximately.

8-10-2. Applications of Central Limit Theorem. (a) If $X_{1}, X_{2}, \ldots$ are i.i.d. $B(r, p)$ and
and

$$
\begin{aligned}
S_{n} & =X_{1}+X_{2}+\ldots+X_{n}, \text { then } \\
E\left(S_{n}\right) & =\sum_{i=1}^{n} E\left(X_{i}\right)=\sum_{i=1}^{n}(r p)=n r p \\
V\left(S_{n}\right) & =V\left(\sum_{1}^{n} X_{i}\right)=\sum_{i=1}^{n} V\left(X_{i}\right)=\sum_{i=1}^{n}(r p q)=n r p q
\end{aligned}
$$

Hence (8.31-1)
$\Rightarrow \lim _{n \rightarrow \infty} P\left[a \leq \frac{S_{n}-n r p}{\sqrt{n r p(1-p)}} \leq b\right]=\Phi(b)-\Phi(a), 0<p<1$
(b) If $Y_{n}$ is binomial variate with parameters $n$ and $p$, then

$$
\lim _{n \rightarrow \infty} P\left[a \leq \frac{Y_{n}-n p}{\sqrt{n p(1-p)}} \leq b\right]=\Phi(b)-\Phi(a), 0<p<1
$$

Proof. Let $X_{1}, X_{2}, \ldots$ be i.i.d. Bernoulli variates, i.e., $B(1, p)$, then

$$
S_{n}=X_{1}+X_{2}+\ldots+X_{n}=B(n, p) . \text { But } Y_{n}=B(n, p)
$$

Hence using $Y_{n}$ instead of $S_{n}$ in (8.31.1), we get
i.e.,

$$
\lim _{n \rightarrow \infty} P\left[a \leq \frac{Y_{n}-E\left(Y_{n}\right)}{\sqrt{\operatorname{Var} Y_{n}}} \leq b\right]=\Phi(b)-\Phi(a)
$$

$$
\lim _{n \rightarrow \infty} P\left[a \leq \frac{\ddot{Y}_{n}-n p}{\sqrt{n p q}} \leq b\right]=\Phi(b)-\Phi(a), q=1-p
$$

(c) If $Y_{n}$ is distributed as $P(n)$, then

$$
\lim _{n \rightarrow \infty} P\left[a \leq \frac{Y_{n}-n}{\sqrt{n}} \leq b\right]=\Phi(b)-\Phi(a)
$$

Thus, for instance

$$
\lim _{n \rightarrow \infty} P\left(Y_{n} \leq n\right)=\frac{1}{2} \text {, i.e., } \sum_{k=0}^{n} \frac{e^{-n} n^{k}}{k!}=\frac{1}{2} \text { as } n \rightarrow \infty
$$

Proof. Let $X_{1}, X_{2}, \ldots$ be i.i.d. $P(1)$. Then

$$
\begin{array}{rlrl} 
& S_{n}=X_{1}+X_{2}+\ldots+X_{n} \sim P(n) \Rightarrow Y_{n}=S_{n} \\
& P & P\left[a \leq \frac{Y_{n}-n}{\sqrt{n}} \leq b\right] & =P\left[a \leq \frac{\dot{S}_{n}-n}{\sqrt{n}} \leq b\right] \\
& & \rightarrow \Phi(b)-\Phi(a) \text { as } n \rightarrow \infty
\end{array}
$$

In particular, let us take $a=-\infty$ and $b=0$, then

$$
\begin{equation*}
P\left(a \leq \frac{Y_{n}-n}{\sqrt{n}} \leq b\right)=P\left(\frac{Y_{n}-n}{\sqrt{n}} \leq 0\right)=P\left(Y_{n} \leq n\right) \tag{}
\end{equation*}
$$

Also $\Phi(b)-\Phi(a)=\Phi(0)-\Phi(-\infty)=1 / 2$
From (*) and (**), we get

$$
P\left(Y_{n} \leq n\right) \rightarrow 1 / 2 \text { as } n \rightarrow \infty
$$

Remark. This result could be generalised. In fact, on taking $a=-\infty$ and $b=0$ in ( $8 \cdot 31 \cdot 1$ ), we get
$P\left[\frac{S_{n}-E\left(S_{n}\right)}{\sqrt{\operatorname{Var}\left(S_{n}\right)}} \leq 0\right] \rightarrow 1 / 2 \Rightarrow P\left[S_{n} \leq E\left(S_{n}\right)\right] \rightarrow 1 / 2$ as $n \rightarrow \infty$
8.10:3. Liapounoff's Central Limit Theorem. Below we shall give (without proof) the central limit theorem for the generalised case when the variables are not identically distributed and where, in addition to the existence of the second moment for the variables $X_{i}$, we impose some further conditions.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables such that

$$
\left.\begin{array}{l}
E\left(X_{i}\right)=\mu_{i} \\
V\left(X_{i}\right)=\sigma_{i}^{2}
\end{array}\right\} ; i=1,2, \ldots, n .
$$

Let us suppose that third absolute moment of $X_{i}$ about its mean viz.,

$$
\rho_{i}^{3}=E\left\{\left|X_{i}-\mu_{i}\right|_{1}^{3}\right\} ; i=1,2, \ldots, n
$$

is finite. Further let

$$
\rho^{3}=\sum_{i=1}^{n} \rho_{i}^{3}
$$

If $\lim _{n \rightarrow \infty}=\frac{\rho}{\sigma}=0$, the $\operatorname{cum} X=X_{1}=X_{2^{+}}+\ldots+X_{n}$ is asymptotically
$N\left(\mu, \sigma^{2}\right)$, where $\mu=\sum_{i=1}^{n} \mu_{i}$ and $\sigma^{2}=\sum_{i=1}^{n} \sigma_{i}^{2}$.
Remarks. 1. (About Liapounoff's theorem). If the variables $X_{i} ; i=1$, $2, \ldots, n$ are identical, then

$$
\begin{aligned}
\rho^{3} & =\sum_{i=1}^{n} \rho_{i}^{3}=n \rho_{1}^{3} \text { and } \sigma^{2}=\sum_{i=1}^{n} \sigma_{i}^{2}=n \sigma_{1}^{2} \\
\therefore \quad & \frac{\rho}{C}
\end{aligned}=\frac{n^{1 / 3} \rho_{1}}{n^{1 / 2} \cdot \sigma_{1}}=\frac{\rho_{1}}{\sigma_{1}} \cdot \frac{1}{n^{1 / 6}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Thus for identical variables, the condition of Liapounoff's theorem is satisfied.

It may be pointed out here that Lindeberg-Levy theorem proved in $\$ 8 \cdot 10 \cdot 1$, should not be inferred:as a particular case of Liapounoff's theorem, since the former does not assume the existence of the third moment.
2. Central limit theorem can be expected in the following cases:
( $i$ ) If a certain random variable $X$ arises as cumulative effect of several independent causes each of which can be considered as a continuous random variable, then $X$ obeys central limit theorem under certain regularity conditions.
(ii) If $\varphi\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, is a function of $X_{i}$ 's having first and second continuous derivatives about the point ( $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ ), then under certain regularity conditions, $\varphi\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is asymptotically normal with mean $\varphi\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$.
(iii) Under certain conditions, the central limit theorem holds for variables which are not independent.
3. Relation between CLT and WLLN. (a). Both the central limit theorem (CLT) and the weak law of large numbers hold for a sequence $\left\{X_{n}\right\}$ of i.i.d. random variables with finite mean $\mu$ and variance $\sigma^{2}$.

However, in this case the CLT is a stronger result than the WLLN in the sense that the furmer provides an estimate of the $P\left[\left|S_{n}-n \mu\right| / n\right.$ z' $\left.\varepsilon\right]$, as given below:

$$
\begin{aligned}
P\left[\left|\frac{S_{n}-n \mu}{n}\right| \geq \varepsilon\right] & =P\left[\left|\bar{X}_{n}-\mu\right| \geq \varepsilon\right] \\
& =P\left[\left|\frac{\bar{X}_{n}-\mu}{\sigma / \sqrt{n}}\right| \geq \frac{\varepsilon}{\sigma / \sqrt{n}}\right] \\
& =P[|Z| \geq \varepsilon \sqrt{n} / \sigma] ; Z \sim N(0,1)
\end{aligned}
$$

$$
\begin{aligned}
& =1-P[|Z| \leq \varepsilon \sqrt{n} / \sigma .] \\
& =1-\left[\Phi\left(\frac{\varepsilon \sqrt{n}}{\sigma}\right)-\Phi\left(-\frac{\varepsilon \sqrt{n}}{\sigma}\right)\right]
\end{aligned}
$$

where $\Phi($.$) is the distribution function of standard normal variate.$
However, WLLN does not require the existence of variance (c.f. Khinchin'es theorem].
(b) For the sequence $\left\{X_{n}\right\}$ of independent and uniformly bounded r.v.'s, WLLN holds [c.f. theorem 6.32] and CLT holds in this case provided

$$
B_{n}=\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\sigma_{1}^{2}+\sigma_{2}^{2}+\ldots+\sigma_{n}^{2} \rightarrow \infty \text { as } n \rightarrow \infty
$$

(c) For the sequence $\left\{X_{n}\right\}$ of independent r.v.'s, CLT may hold but the WLLN may not hold.

8-10.4. Cramer's Theorem. We state below (without proof), à useful result on the convergense of sequences of r.v.'s.

Cramer's Theorem. Let $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ be sequences of r.v.'s such that:

$$
X_{n} \xrightarrow{L} X \text { and } Y_{n} \xrightarrow{p} c \text { (constant) }
$$

then $\frac{X_{n}}{Y_{n}} \xrightarrow{L} \frac{X}{c}$ if $c \neq 0$
For illustrations, see Example 8.46 and Qns. 15 to 17 in Exercise 8 (g).
Example 8.45. Let $X_{1}, X_{2}, \ldots$ be a i.i.d. Poisson variates with parameter d. Use CLT to estimate $P\left(120 \leq S_{n} \leq 160\right)$, where

$$
S_{n}=X_{1}+X_{2}+\ldots+X_{n} ; \lambda=2 \text { and } n=75
$$

Solution. Since $X_{i}$ is i.i.d. $P(\lambda)$,

$$
E\left(X_{i}\right)=\lambda \text { and } \operatorname{Var}\left(X_{i}\right) \equiv \lambda ; i=1,2, \ldots, n
$$

$\therefore E\left(S_{n}\right)=\sum_{i=1}^{n} E\left(X_{i}\right)=n \lambda$
$\operatorname{Var}\left(S_{n}\right)=\operatorname{Var}\left(X_{1}+X_{2}+\ldots+X_{n}\right)=\sum_{i=1}^{n} \operatorname{Var} X_{i}=n \lambda$
Hence by Lindeberg - Lev.y CLT, (for large $n$ )

$$
\begin{aligned}
S_{n} \sim N(n \lambda, n \lambda)= & N\left(\mu=150, \sigma^{2}=150\right) ;(n=75 ; \lambda=2) \\
\therefore P\left(120 \leq S_{n} \leq 160\right) & =P\left(\frac{120-150}{\sqrt{150}} \leq Z \leq \frac{160-150}{\sqrt{150}}\right) \\
& =P(-2.45 \leq Z \leq 0.82) ; Z \sim N(0,1) \\
& =P(-2.45 \leq Z \leq 0)^{\prime}+P(0 \leq Z \leq 0.82) \\
& =P(0 \leq Z \leq 2.45)+P(0 \leq Z \leq 0.82)
\end{aligned}
$$

Example 8.46. Let $X_{1}, X_{2}, \ldots, \dot{X}_{n}$ bé i.i.d. standardised variates with $E\left(X_{i}^{4}\right)<\infty$. Find the limiting distribution of:

$$
Z_{n}=\sqrt{n}\left[X_{1} X_{2}+X_{3} X_{4}+\ldots+X_{2 n=1} X_{2 n}\right] \div\left[X_{1}^{2}+X_{2}^{2}+\ldots+X_{2 n}^{2}\right]
$$

Solution. Since $X_{i}$ s are i.i.d. standardised variates we have:

$$
\begin{equation*}
E\left(X_{i}\right)=0 ; \operatorname{Var}\left(X_{i}\right)=E\left(X_{i}^{2}\right)=1, \quad i=1,2, \ldots, n \tag{*}
\end{equation*}
$$

Let

$$
Y_{i}=X_{2 i-1} X_{2 i} ; \quad i=1,2, \ldots, n
$$

$\Rightarrow \quad E\left(Y_{i}\right)=E\left(X_{2 i-1}\right) E^{\prime}\left(X_{2 i}\right)=0 \quad\left(\because X_{i}\right.$ 's are independent $)$
$\therefore \quad \operatorname{Var}\left(Y_{i}\right)=E Y_{i}^{2}=E\left(X_{2 i-1}^{2} X_{2 i}^{2}\right)=E\left(X_{2 i-1}^{2}\right) E\left(X_{2 i}^{2}\right)=1$
Hence $Y_{i}, i=1,2, \ldots, n$ are also i.i.d. standardised variatès. Hence by CLT for i.id. r.v.'s, $\left[S_{n}=\sum_{i=1}^{n} Y_{i}\right]$, we get

$$
U_{n}=\frac{S_{n}-E\left(S_{n}\right)}{\sqrt{\operatorname{Var}\left(S_{n}\right)}}=\frac{X_{1} X_{2}+X_{3} X_{4}+\ldots+X_{2 n-1} X_{2 n}}{\sqrt{n}} \xrightarrow{L} Z \sim N(0,1)
$$

as $n \rightarrow \infty$
Also $E\left(X_{i}^{2}\right)=1$ (finite), $i=1,2, \ldots, n$.
Hence by Khinchine's theorem, WLLN applies to the sequence

$$
\left\{x_{i}^{2}\right\}, i=1,2, \ldots 2 n ; \text { so that }
$$

$$
V_{n}=\frac{X_{1}^{2}+X_{2}^{2}+\ldots+X_{2 n}^{2}}{2 n} \xrightarrow{p} E\left(X_{i}^{2}\right)=1, \text { as } n \rightarrow \infty .
$$

Hence by Cramer's theorem

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{U n}{V n}=\frac{2 \sqrt{n}\left[X_{1} X_{2}+X_{3} X_{4}+\ldots+X_{2 n-1} X_{2 n}\right]}{X_{1}^{2}+X_{2}^{2}+\ldots+X_{2 n}^{2}} \stackrel{L}{\longrightarrow} \frac{Z}{1} \sim N(0,1) \\
& \Rightarrow \lim _{n \rightarrow \infty} \frac{\sqrt{n}\left[X_{1} X_{2}+X_{3} X_{4}+\ldots+X_{2 n-1} X_{2 n}\right]}{X_{1}^{2}+X_{2}^{2}+\ldots+X_{2 n}^{2}} \xrightarrow{L} \frac{Z}{2} \sim N(0,1 / 4) \\
& \quad\left[\because Z \sim N(0,1) \Rightarrow C Z \sim N\left(0, C^{2}\right)\right]
\end{aligned}
$$

## EXERCISE 8(g)

1. State and prove the central limit theorem for the sum of $\boldsymbol{n}$ independently and identically distributed ràndom variables with positive finite variance under conditions to be stated.
2. State Lindeberg's sufficient conditions for the central limit theorem to hold for a sequence $\left\{X_{k}\right\}$ of independent random variables. Show that every uniformly bounded sequence $\left\{\boldsymbol{X}_{\boldsymbol{k}}\right\}$ of mutually independent random variables obeys the central limit theorem.

Comment on the case when the random variables do not possess expectations.
3. A distribution with unknown mean $\mu$ has variance' equal to $1 \cdot 5$. Use central limit theorem to find: how large a sample should be taken from the
distribution in order that the probability will be at least 0.95 that the sample mean will be within 0.5 of the population mean.
4. The life time of a certain brand of an electric bulb may be considered a random variable with mean 1,200 hours and standard deviation 250 hours. Find the probability, using central limit theorem, that the average life-time of 60 bulbs exceeds 1,400 hours.
5. State the Liapounoff form of central limit theorem.

Decide whether the central limit theorem holds for the sequence of independent random variables $X_{r}$ with distribution defined as follows:

$$
P\left(X_{r}=1\right)=p_{r} \text { and } P\left(X_{r}=0\right)=1-p_{r}
$$

6. Show that the central limit theorem applies if
(i) $P\left(X_{k}= \pm k^{\alpha}\right)=\frac{1}{2}$, (ii) $P\left(X_{k}= \pm \sqrt{2 k-1}\right)=\frac{1}{2}$, and
(iii) $P\left(X_{k}=0\right)=1-k^{1-2 \alpha}, P\left(X_{k}= \pm k^{\alpha}\right)=\frac{1}{2} k^{-2 \alpha}$, where $\alpha<\frac{1}{2}$
7. If $X_{1}, X_{2}, X_{3} \ldots$ is a sequence of independent random variables having the uniform densities

$$
f_{i}\left(x_{i}\right)=\left\{\begin{array}{l}
1 /\left(2-i^{-1}\right), 0<x_{i}<2-i^{-1} \\
0 \text { elsewhere },
\end{array}\right.
$$

show that the central limit theorem holds.
8. Let $X_{n}$ be the sample mean of a random sample of size $n$ from Rectangular distribution on $[0,1]$. Let

$$
U_{n}=\sqrt{n}\left(\bar{X}_{n}-\frac{1}{2}\right) .
$$

Show that

$$
F(u)=\lim _{n \rightarrow \infty} P\left(U_{n}<u\right)
$$

exists and determine it.
Ans. $\Phi(\sqrt{12} u)$, where $\Phi(u)=\frac{1}{\sqrt{2 \pi} \pi} \int_{-\infty}^{u} e^{-x^{2} / 2} d x$
9. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent, identically distributed non-negative random variables such that $E\left(\log X_{1}\right)^{2}$ is finite. $Z_{n}=\left(X_{1} X_{2} \ldots\right.$ .$\left.X_{n}\right)^{1 / n}$. Show that the positive constant $c$ can be so chosen that the random variable $\left(c Z_{n}\right)^{\sqrt{n}}$ has a non-degenerate limit distribution function $F($ () and determine $F$ (.).

Ans. $c=e^{-\mu}, F(x)=\Phi(\log x / \sigma), \mu=E\left(\log X_{1}\right)$ and $\sigma^{2}=V\left(\log X_{1}\right)$.
10. $\left\{X_{n}\right\}$ is a sequence of i.i.d. random variables. If $\boldsymbol{n}$ is a perfect square, then $X_{n}$ is a Cauchy variate with density $\frac{1}{\pi} \cdot \frac{1}{1+x^{2}},-\infty<x<\infty$.

Otherwise $X_{n}$ has a distribution function $F(x)$ with mean zero and finite variance $\sigma^{2}$. Discuss the asymptotic distribution of $\left(X_{1}+X_{2}+\ldots+X_{n}\right) / \sqrt{n}$.
11. Let $\left\{X_{k}\right\}, k \geq 1$ be.a sequence of i.id. variates with

$$
f(x)=\frac{1}{2} e^{-|x|},-\infty<x<\infty .
$$

Find the constants $a_{n}$ and $b_{n}$ such that

$$
\left\{\left|X_{1}\right|+\left|X_{2}\right|+\ldots+\left|X_{n}\right|-a_{n}\right\} / b_{n} \xrightarrow{d} N(0,1)
$$

[Indian Civil Sérvices, 1982]
12. Using C.L.T, show that

$$
\lim _{n \rightarrow \infty}\left[e^{-n} \sum_{k=0}^{n} \frac{n^{k}}{k!}\right]=\frac{1}{2}=\lim _{n \rightarrow \infty} \int_{0}^{n} \frac{e^{-t} \cdot r^{n-1}}{(n-1)!} d t
$$

(Indian Civil Services, 1984)
13. Let $\left\{X_{n}, n=1,2, \ldots\right\}$ be a sequence of independent Bernoulli variates such that: $P\left(X_{n}=1\right)=p_{n}=1-P\left(X_{n}=0\right), n=1,2, \ldots,\left(q_{n}=1-p_{n}\right)$.

Show that if $\Sigma \ddot{p}_{n} q_{n}=\infty,(n=1,2, \ldots, \infty)$, then the CLT holds for the sequence $\left\{X_{n}\right\}$. What happens if $\Sigma p_{n} q_{n}<\infty$. (Indian Civil.Services, 1988)
14. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent and identically distributed r.v.'s with $E\left(X_{i}\right)=\mu ; \operatorname{Var}\left(X_{i}\right)=\sigma^{2} ;\left(0<\sigma^{2}<\infty\right) ; i=1,2, \ldots, n$ and $E\left(X_{i}-\mu\right)^{4}=\sigma^{4}+1$.
(a) State weak law of large numbers.
(b) If $\Gamma\left[\frac{1}{n}\left(X_{1}^{2}+X_{2}^{2}+\ldots+\dot{X}_{n}^{2} j-c\right] \rightarrow 0\right.$ as $n \rightarrow \infty$, find $c$.

Hint. By Khinchines theorem $c=E X_{i}^{2}=\sigma^{2}+\mu^{2}$ (finite).
(c) State the Lnidberg-Levy Central Limit theorem.
(d) Find $\lim _{n \rightarrow \infty} P\left[\sigma^{2}-\frac{1}{\sqrt{n}} \leq \frac{\left(X_{1}-\mu\right)^{2}+\ldots+\left(X_{n}-\mu\right)^{2}}{n} \leq \sigma^{2}+\frac{1}{\sqrt{n}}\right]$
[Delhi Univ. B.A. (Stat. Hons.), Spl. Course 1986]
Hint.

$$
\begin{align*}
p_{n} & =P\left[-\frac{1}{\sqrt{n}} \leq \frac{\sum\left(X_{i}-\mu\right)^{2}}{n}-\sigma^{2} \leq \frac{1}{\sqrt{n}}\right] \\
& =P\left[-\sqrt{n} \leq \sum\left(X_{i}-\mu\right)^{2}-n \sigma^{2} \leq \sqrt{n}\right] \\
& =P\left[-1 \leq \sum_{i=1}^{n}\left[\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right] / \sqrt{n} \leq 1\right] \\
& =P\left[-1 \leq S_{n} / \sqrt{n} \leq 1\right] \tag{*}
\end{align*}
$$

where

$$
S_{n}=\sum_{i=1}^{n}\left[\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right]=\sum_{i=1}^{n} U_{i}
$$

where

$$
U_{i}=\left(X_{i}-\mu\right)^{2}-\sigma^{2}, i=1,2, \ldots, n ; \text { are i.i.d. r.v.'s. }
$$

$$
\begin{aligned}
\Rightarrow \quad & E\left(U_{i}\right)=E\left(X_{i}-\mu\right)^{2}-\sigma^{2}=\sigma^{2}-\sigma^{2}=0 \\
& \operatorname{Var} U_{i}=\operatorname{Var}\left[\left(X_{i}-\mu\right)^{2}-\sigma^{2}\right]=\operatorname{Var}\left(X_{i}-\mu\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
= & E\left(X_{i}-\mu\right)^{4}-\left[E\left(X_{i}^{\prime}-\mu\right)^{2}\right]^{2}=\sigma^{4}+1-\sigma^{4}=1 \\
& {\left[\because E\left(X_{i}-\mu\right)^{4}=\sigma^{4}+1 \text { (Given) }\right] } \\
\therefore E\left(S_{n}\right)= & \sum_{i=1}^{n} E\left(U_{i}\right)=0 ; \operatorname{Var}\left(S_{n}\right)=\operatorname{Var}\left(\sum_{i=1}^{n} U_{i}\right)=\sum_{i=1}^{n} \operatorname{Var}\left(U_{i}\right)=n \\
& \left(\because U_{i}^{\prime} \text { s are i.i.d. }\right)
\end{aligned}
$$

Hence by C.L.T. $\frac{S_{n}-E\left(S_{n}\right)}{\sqrt{\operatorname{Var}\left(S_{n}\right)}}=\frac{S_{n}}{\sqrt{n}} \xrightarrow{L} N(0,1)$ as $n \rightarrow \infty$
From (*) and (**), we -get

$$
\lim _{n \rightarrow \infty} p_{n}=\lim _{n \rightarrow \infty}\left[-1 \leq S_{n} / \sqrt{n} \leq 1\right]=P(-1 \leq Z \leq i), \text { where } Z \sim N(0,1)
$$

$$
=2 \times P(0 \leq Z \leq 1)=2 \times 0.3413=0.6826
$$

15. Let. $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. $N(0,1)$ variates. Show that the limiting distribution of

$$
\sqrt{n}\left(X_{1}+X_{2}+\ldots+X_{n}\right) /\left(X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}\right) \sim N(0,1) \text { as } n \rightarrow \infty
$$

Hint. Use Cramer's Theorem.
16. Let $X_{1}, X_{2}, \ldots, X_{2 n}$ be i.i.d. $N(0,1)$ variates. Find the limiting distribution of $Z_{n}=U_{n} / V_{n}$ where

$$
U_{n}=\left(\frac{X_{1}}{X_{2}}+\frac{X_{3}}{X_{4}}+\ldots+\frac{X_{2 n-1}}{X_{2 n}}\right), \quad V_{n}=X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}
$$

Hint. $\quad X_{i}$ are i.i.d. $N(0,1) ; i=1,2, \ldots, 2 n ; E\left(X_{i}^{2}\right)=\operatorname{Var} X_{i}=1$
$\Rightarrow\left(X_{2 i-1} / X_{2 i}\right)$ are i.i.d. standard Cauchy variates; $i=1,2, \ldots, n$
$\Rightarrow \lim _{n \rightarrow \infty^{\prime}} \frac{U_{n}}{n} \xrightarrow{L}$ Standard Cauchy Variate $=C(0,1)$,
(Being the mean of i.i.d. standard Cauchy variates)

$$
\lim _{n \rightarrow \infty} \frac{V_{n}}{n}=\frac{X_{1}^{2}+X_{2}^{2}+\ldots+X_{n}^{2}}{n} \xrightarrow{p} E X_{i}^{2}=1
$$

(By Khinçhịe's WLLN)

$$
\therefore \quad . \quad \frac{U_{n}}{V_{n}}=\left(\frac{U_{n}}{n}\right) /\left(\frac{V_{n}}{n}\right) \xrightarrow{L} C(0,1)
$$

(By Cramer's Theorem)
17. Let $\left\{X_{n}\right\}$ be a sequence of i.i.d. r.v.'s with mean $\alpha$ and variance $\sigma^{2}$ and let $\left\{Y_{n}\right\}$ be another sequence of i.i.d. r.v.'s with mean $\beta(\neq 0)$ and variance $\sigma_{1}^{2}$. Find the limiting distribution of :

$$
Z_{n}=\sqrt{n}\left(\bar{X}_{n}-\alpha\right) / \bar{Y}_{n} \text { where } \bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}, \bar{Y}_{n}=\frac{1}{n} \sum_{i=1}^{n} Y_{i}
$$

Hint.

$$
\begin{align*}
& U_{n}=\frac{\bar{X}_{n}-E\left(\bar{X}_{n}\right)}{\sigma / \sqrt{n}} \xrightarrow[\rightarrow]{L} Z \sim N(0,1)  \tag{ByCLT}\\
& V_{n}=\bar{Y}_{n} \xrightarrow{p} E\left(Y_{n}\right)=\beta
\end{align*}
$$

By Cramer's Theorem:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{U_{n}}{V_{n}}=\frac{\sqrt{n}\left(\bar{X}_{n}-\alpha\right)}{\sigma \bar{Y}_{n}} \underset{\rightarrow}{L} \frac{Z}{\beta}, \text { where } Z \sim N(0,1) \\
\Rightarrow \quad & \lim _{n \rightarrow \infty} \frac{\sqrt{n}\left(\bar{X}_{n}-\alpha\right)}{\bar{Y}_{n}} \xrightarrow[\rightarrow]{L} \frac{\sigma}{\beta} Z \sim N\left(0, \frac{\sigma^{2}}{\beta^{2}}\right)
\end{aligned}
$$

18. Let $n$ numbers $X_{1}, X_{2}, \ldots, X_{n}$ in decimal form, be each approximated by the closest integer. If $X_{i}$ is the ith true number and $Y_{i}$ is the nearest integer, then $U_{i}^{*}=X_{i}-Y_{i}$, is the error made by the rounding process. Suppose that $U_{1}, U_{2}, \ldots, U_{n}$ are independent and each is uniform on ( $-0.5,0.5$ ).
(i) What is the probability that the true sum is within ' $a$ '' units of the approximated sum?
(ii) If $n=300$ terms are added, find ' $a$ ' so that we are $95 \%$ sure that the approximation is within ' $a$ ' units of the true sum.

HInt. Reqd. Prob. ' $p$ ' $=P\left[\left|\sum_{i=1}^{n}\left(X_{i}-Y_{i}\right)\right| \leq a\right]=P\left[-a \leq \sum_{i=1}^{n} U_{i} \leq a\right]$
Now use Lindeberg Levy C.L.T. for i.i.d. r.v.'s
$U_{i} \sim U[-0.5,0 \cdot 5]$ with $E\left(U_{i}\right)=0, \operatorname{Var}\left(U_{i}\right)=1 / 12$
Ans. (i) $p=2 \Phi(a \sqrt{12 / n})-1$;
(ii) $p=0.95 \Rightarrow \Phi(a \sqrt{12 / 300})=0.975 \Rightarrow \frac{a}{5}=1.96 \Rightarrow a=9.8$.
8.11. Compound Distributions. Consider a random variable $X$ whose distribution depends on a single parameter $\theta$ which instead of being regarded as a fixed constant, is also a random variable following à particular disíribution. In this case, we say that the random variable $X$ has.a compound or composed distribution.
8.11•1. Compound Binomial Distribution. Let us suppose that $X_{1}, X_{2}$, $X_{3}, \ldots$ are identically and independently distributed Bernoulli variates with

$$
P\left(X_{i}=1\right)=p \text { and } P\left(X_{i}=0\right)=q=1-p
$$

For a fixed $n$, the random variable $X=X_{1}+X_{2}+\ldots+X_{n}$ is a Binomial variate with parameters $n$ and $p$ and probability function:

$$
P(X=r)=\binom{n}{r} p^{r} q^{n-r} ; r=0,1,2, \ldots, n
$$

which gives the probability of $r$ successes in $n$ independent trials with c̣onstant probability ' $p$ ' of success for each trial.

Now suppose that $n$, instead of being regarded as a fixed constant, is also a random variable following Poisson law with parameter $\lambda$. Then

$$
P(n=k)=\frac{e^{-\lambda} \lambda^{k}}{k!} ; k=0,1,2, \ldots
$$

In such a case $X$ is said to have compound binomial distribution. The joint probability function of $X$ and $n$ is given by

$$
P(X=r \cap n=k)=P(n=k) P(X=r \mid n=k)
$$

$$
=\frac{e^{-\lambda_{1} \lambda^{\prime \cdot k}}}{k^{\prime}!}\binom{k}{r} p^{r} q^{k-r}
$$

since $P(X=r \mid n=k)$ is the. pròbàbility of $r$ successes in $k$ triäls. Obviousíy, $r \leq k \Rightarrow k \geq r$.
The marginal distribution of $X$ is given by

$$
\begin{aligned}
P(X=r) & =\sum_{k=r}^{\infty} P(X=r \cap n=k) \\
& =e^{-\lambda} p^{r} \cdot \sum_{k=r}^{\infty}\binom{k}{r} \frac{\lambda^{k} q^{k-r}}{k!}=\frac{e^{-\lambda}(\lambda p)^{r}}{r!} \sum_{k=r}^{\infty} \frac{(\lambda q)^{k-r}}{(k-r)!} \\
& =\frac{e^{-\lambda \cdot}(\lambda p)^{r}}{r!} \cdots \frac{(\lambda q)^{r}}{j!},(j=k-r)^{\prime} \\
j \quad & =\frac{e^{-\lambda}(\lambda p)^{r}}{r!}=e^{\lambda q}=\frac{e^{-\lambda p}(\lambda p)^{r}}{r!},
\end{aligned}
$$

which is the probability function of a $P$ isson variate with parameter $\lambda p$.
Hence $\quad E(X)=\lambda p$ and $\operatorname{Var}(X)=\lambda p$
We give below some of the practical situatiòns where we would come across compound Binomial distribution: :

1. Süppose that the probabiḷity of an ịnsect laying $n$ cggs is given by the Poisson distribution $e^{-\lambda^{\prime} \dot{\lambda}^{\prime}} / n!$ and the probability of an egg developing is $p$. Assuning natural iṇdependence of eggs, thè prọbability of a total of $\boldsymbol{k}$ survivors is given by the Poisson distribution with parameter' $\lambda p$.
2. The probability that a radioactive substance gives off $\boldsymbol{n}$ Beta particles in a unit of time is $P(\lambda),(n=0,1,2, \ldots)$. The probability that a given particle will strike a counter and be registered is $p$. Then țe probability of registering $n$ Beta particles, in a unit of time is alșo $P(\lambda p)$.
3. If the probability of number of hits by lightning during a ny time interval $t$ is $P(\lambda t)$ and if the próbability of its hitting and damaging an individual is $p$. then (assuming stochastic independence).the, total damage during time ' $t$ ' is $P(\lambda t p)$.

8•11.2. Compouṇid Poisson Diṣtribution. Let: $X$, be a $P(\lambda)$ so that

$$
\cdot{ }_{r} P(X=r)=\frac{e^{-\lambda} \lambda^{r}}{r!} ; r=0,1,2, \cdots
$$

where $\lambda$ itself is a continuous random variable with genéralised gamma density

$$
g(\lambda)=\left\{\begin{array}{l}
\frac{a^{v}}{\Gamma(v)} e^{-a \lambda} \lambda^{\nu-1} ; \lambda>0, a>0, v>0 \\
0, \lambda \leq 0
\end{array}\right.
$$

Let us consider the two dimensional random vector $(X, \lambda)$ in which one. variable is discrete and the other is continuous. For a constant $h>0$ and $\lambda_{1}>0$, the joint density of $X$ and $\lambda$ is given by

$$
P\left(X=r \cap \lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)=P\left(\lambda_{1} \leq \lambda \leq \lambda_{1}+h\right) P\left(X=r \mid \lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)
$$

Dividing both sides by $h$ and proceeding to the limits as $h \rightarrow 0$, we get $\lim _{h \rightarrow 0} \frac{P\left(X=r \cap \lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)}{h}=\lim _{h \rightarrow 0} \ddot{P}\left(X=r \mid \lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)$

$$
\times \lim _{h \rightarrow 0} \frac{P\left(\lambda_{1} \leq \lambda_{h} \leq \lambda_{1}+h\right)}{h}
$$

But

$$
\lim _{h \rightarrow 0} \frac{P\left(\lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)}{h}=\lim _{h \rightarrow 0} \frac{G\left(\lambda_{1}+h\right)-G\left(\lambda_{1}\right)}{h}=G^{\prime}\left(\lambda_{1}\right)=g\left(\lambda_{1}\right)
$$

where $G($.$) is the distribution function, and g($.$) is the p.d.f. of \lambda$.

$$
\therefore \lim _{h \rightarrow 0} \frac{P\left(X=r \cap \lambda_{1} \leq \lambda \leq \lambda_{1}+h\right)}{h}=\frac{e^{-\lambda_{1}} \lambda_{1}^{r}}{r!} \cdot \frac{a^{\nu}}{\Gamma(v)} \lambda_{1}^{\nu-1} e^{-a \lambda_{1}}
$$

Integrating w.r.to $\lambda_{1}$ over 0 to' $\infty$ and using gamma integral, the marginal probability function of $X$ is given by

$$
P\left(X_{1}=r\right)=\frac{a^{\nu}}{\Gamma(v) r!} \int_{0}^{\infty} e^{-(1+a) \grave{\lambda}} \lambda^{r+v-1} \cdot d \lambda
$$

$$
=\frac{a^{v}}{\Gamma(v) \cdot r!} \cdot \frac{\Gamma(r+v)}{(1+a)^{r+v}}
$$

$$
=\left(\frac{a}{1+a}\right)^{v} \frac{v(v+1) \cdot(\dot{v}+2) \ldots(v+r-1)}{(1+a)^{r} r!}
$$

$$
=\left(\frac{a-}{1+a}\right)^{v}(-1)^{r}\binom{-v}{r}:\left(\frac{1}{1+a)}\right)^{r}
$$

where $p=a /(1+\dot{a}), q=1-p=1 /(1+\cdot a)$

$$
=\binom{-v}{r} p^{v}(-q)^{r} ; r=0,1,2, \ldots
$$

Thus the marginal distribution of $X$ is a negative binoriual with parameters ( $v, p$ ).

## EXERCISE 8(h)

1. (a) What do you mean by a compound distribution? Obtain the probability function of compound Poisson distribution and identify it.
(b) What is the Compound Binomial distribution? Obtain its probability function and identify the distribution.
2. If $X$ is a random variable with p.d.f.,

$$
f(\dot{x})=\frac{1}{\Gamma(n+1)} e^{-x^{-x} \dddot{x}_{n}^{n}}, x \geq 0
$$

where $n$ is a positive integer, and the discrete random variable $Y$ has a Poisson distribution with parameter' $\lambda$, show that $P(X \geq \lambda)=P\left(Y \frac{1}{\leq} n\right)$.

Hint. $\quad P\left(X^{\prime} \geq \lambda\right)=1-\frac{1}{\Gamma(n+1)} \int_{0}^{\lambda} e^{-x} x^{n} d x$
Integrating by parts successively, we get the result.
3. If $\ddot{X}^{\prime}$ has a Poisson distribution:

$$
P(X=r)=\frac{e^{-\lambda} \lambda^{r}}{r!} ; r=0,1,2, \ldots
$$

where the parameter $\lambda$ is a random variable of the continuous type with the density function:

$$
\ddot{f}(\lambda)=\frac{a^{\nu}}{\Gamma(v)} \cdot e^{-a \lambda} \lambda^{(\nu-1)} ; \lambda_{\lambda} \geq 0, a>0, v>0,
$$

derive the distribution of $\boldsymbol{X}$.
Show that the characteristic function of $X$ is given by

$$
\Phi_{\underline{X}}(t)=E\left(e^{i t \dot{x}}\right)=q^{\nu}\left(1-p e^{i t}\right)^{-v}, \text { where } p=1 /(1+a), q=1-p
$$

[South Gujarat Univ. M.Sc. 1991]
4. The conditional distribution of a continuous random variable. $X$ for a discrete random variable $Y$, assuming'a value $n$ is

$$
d F=n(1-x)^{n-1} d x, 0 \leq x \leq 1 .
$$

The distribution of $Y$ is: $P(Y=n)=\left(\frac{1}{2}\right)^{n} ; n=1,2,3, \ldots$
Find the marginal distribution of $X$.
5. Given $f(x \mid y)=\frac{e^{-y \cdot y^{x}}}{x!}$ and $h(y)=e^{-y}$, where $X$ is discrete, i.e., $x=0,1$, 2,... and $Y$ is continuous, $y \geq 0$; show that the marginal distribution of $X$ is geómetric, i.e., $\dot{g}(\dot{x})={ }^{\prime}\left(\frac{1}{2}\right)^{x+1}$.
6. The conditional probability that the random variable $X$ should lie within the range $d x$ for a given $\sigma$ is given by

$$
\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2}(x-\mu)^{2} \sigma^{2}\right\} d x,-\infty<x<\infty
$$

while the probability of $\sigma$ itself lying within the range $d \sigma$ is

$$
\frac{1}{\sigma_{0}^{2}} \exp \left\{-\frac{1}{2} \sigma^{2} / \sigma_{0}^{2}\right\} \sigma d \sigma, 0<\sigma<\infty
$$

where $\sigma_{0}$ is a constant. Sbow that the unconditional (i.e., marginal) distribution of $X$ 'has the following'probability function :

$$
\frac{1}{2 \sigma_{0}} \exp \left\{-\left(1 / \sigma_{0}\right)|x-\mu|\right\},-\infty<x<\infty
$$

7. Let $\dot{X} \sim U[10 ; 1]$ and $Y \mid(X=\dot{x}) \sim B(n ; x)$ iie.,

$$
P\left(Y=y \mid X=x^{\prime}\right)=\binom{n}{y} x^{y} \cdot\left(1^{\prime}-x\right)^{n-y}, y^{\prime}=0 ; 1 ; 2, \ldots, n
$$

Find the distribution of $Y$. Al'so find $E(Y)$.

8.12. Pearson's Distributions. Given a set of observations from a population, the first question that arises in our mind is about the nature of the parent population. A vague idea is provided by the frequency polygon (or frequency curve) but the information is totally inadequate and unreliable, because the sample observations may not cover the entire range of the pärent distribution.'Moreover, an unusually high frequency in one class, arising out of sheer chance, may completely distor the shape of the frequency curve.

Consequently, to determine the frequency curve, we resort to the technique of curve-filting to the giventlata. The failure of the normal distributionito fit many distributions which are observed in practice for continuous variables necessitated the development of generalised system of frequency curves. Since a trial and error approach is clearly undesirable, an elastic system of frequency, curves must be evolved, which should incorporate, if not all, at least the mosi common of the distributions. Pearsonian system of frequency curves is one of the most important approaches in this direction, in which we decide about the shape of the curve on the basis of a 'criterion $\boldsymbol{k}$ ' calculated from the sample observations.

Karl Pearson's first memoir dealing, with' generalised frequency'. curves appeared in 1895. In this paper and the subsequent two papers published in 1908 and 1916, Karl Pearson developed a set of frequency curves which could be obtained by assigning values to the parameters in a certain first order differential equation.

Genesis of Pearson's Frequency:Curyes. Experience tells us that most of the frequency distributions possess the following obvious and common characteristic:
"They ṛise from.a low frequency to a maximum.frequency and then again fall to the low frequency as the variable $X$ increases. This suggests; a unimodal frequency curve $y=f(x)$ with high contact at the extremities of the range, i.e., $\frac{d y}{d x}=0$ when $y=0$. Accordingly, Ǩarl P̈earson proposed the following.differential equation for the frequency_curve $y=f(x)$,

$$
\begin{equation*}
\frac{d y}{d x}=\frac{y(x-a)}{F(\dot{x})} \tag{8.32}
\end{equation*}
$$

where $F(x)$ is an arbitrary function of $x$ not vanishing at $\cdot x=a$, the mode of the distribution. Expanding $F(x)$ by Maclapurin's. theorem, we get $F(x)=b_{0}+\frac{1}{1} b_{1} x$ $+b_{2} x^{2}+\ldots$ and retaining only the first three terms we get the differential equation of the Pearsonian system of frequency curves as

$$
\frac{d y}{d x}=\frac{y(x-a)}{b_{0}+b_{1} x+b_{2} x^{2}} \Rightarrow \frac{d f(x)}{d x}=f^{\prime}(x)=\frac{{ }^{\prime}(x-\dot{a}) f(x)}{b_{0}{ }^{\circ}+b_{1} x+b_{1}^{\prime} \dot{x}_{2}^{2}}
$$

where $a, b_{0}, b_{1}$ and $b_{2}$ are the constants to be calculated from the given data.
Remark. Equation (8.32 a) can also be' obtained, as a limiting case of Hyper-geometric distribution (c.f. Advanced statistics Vol. II by Ḳendal!
8.12.1. Determination of the Constants of the Equation in Terms of Moments. Multiplying both sides of $(8.32 a)$ by $x_{i}^{n}$ for integral $n>0$ and integrat-

$$
\begin{aligned}
& \text { ing over the entire range of the variable } X \text { say }(\alpha, \beta) \text {, we get } \\
& \qquad \begin{aligned}
& \beta \\
& \int_{\alpha}^{\beta} x^{n}\left(b_{0}+b_{1} x+b_{2} x_{0}^{2}\right) f^{\prime}(x) d x=\int_{\alpha}^{n} x^{n}(x-a) f(x) d x \\
& \Rightarrow\left|x^{n}\left(b_{0}+b_{1} x+b_{2} x^{2}\right) f(x)\right|_{\alpha}^{\beta}-\int_{\alpha}^{\beta}\left[n b_{0} x^{n-1}+(n+1) b_{1} x^{n}+(n+2) b_{2} x^{n+1}\right] f(x) d x \\
&=\int_{\alpha}^{\beta} x^{n+1} f(x) d x-a \int_{\alpha}^{\beta} x^{n} f(x) d x
\end{aligned}
\end{aligned}
$$

Assuming high order contact at the extremities so that

$$
\begin{gather*}
\left|x^{r} f(x)\right|_{\alpha}^{\beta}=0 \text { i.e., } x^{r} f(x) \rightarrow 0 \text { as } x \rightarrow \alpha \text { or } \beta \text {, we get }  \tag{}\\
-\left[n b_{0} \mu_{n-1}+(n+1) b_{1} \mu_{n}+(n+2) b_{2} \mu_{n+1}\right]=\mu_{n+1} \leftarrow a \mu_{n}
\end{gather*}
$$

(assuming that $X$ is measured from mean and this we can do without any loss of generality). Thus the recurrence relation between the moments becomes

$$
\begin{equation*}
n b_{0} \mu_{n-1}+\left[(n+1) b_{1}-a\right] \mu_{n}+\left[(n+2) b_{2}+1\right] \mu_{n+1}=0 \tag{}
\end{equation*}
$$

$$
n=1,2,3, \ldots
$$

Integrating (8.32 a) w.r.to $x$ within the limits ( $\alpha, \beta$ ) and using (*), we get

$$
\begin{equation*}
\left(b_{1}-a\right)+\left(2 b_{2}+1\right)=0 \tag{}
\end{equation*}
$$

Putting $n=1,2$, and 3 in (**) and solving these equations and (***) with the help of determinants and using $\mu_{0}=1, \mu_{1}=0$, we get

$$
\begin{align*}
b_{0} & =-\frac{\mu_{2} \cdot\left(4 \cdot \mu_{2} \cdot \mu_{4}-3 \mu_{3}^{2}\right)}{2\left(5 \mu_{2} \mu_{4}-9 \mu_{2}^{3}-6 \mu_{3}^{2}\right)}=-\frac{\sigma^{2}\left(4 \beta_{2}-3 \cdot \beta_{1}\right)}{2\left(5 \beta_{2}-6 \beta_{1}-9\right)} \\
a=b_{1} & =-\frac{\mu_{3}\left(\mu_{4}+3 \mu_{2}^{2}\right)}{2\left(5 \mu_{2} \mu_{4}-9 \mu_{2}^{3}-6 \mu_{3}^{2}\right)}=-\frac{\sigma \sqrt{\beta_{1}}\left(\beta_{2}+3\right)}{2\left(5 \beta_{2}-6 \beta_{1}-9\right)}  \tag{8•33}\\
b_{2} & =-\frac{\left(2 \cdot \mu_{2} \mu_{4}-3 \mu_{3}^{2}-6 \mu_{2}^{3}\right)}{2\left(5 \mu_{2} \mu_{4}-9 \mu_{2}^{3}-6 \mu_{3}^{2}\right)}=-\frac{\left(2 \beta_{2}-3 \beta_{1}-6\right)}{2\left(5 \beta_{2}-6 \beta_{1}-9\right)}
\end{align*}
$$

where $\mu_{2}=\sigma^{2}, \beta_{1}=\mu_{3}^{2} / \mu_{2}^{3}$ and $\beta_{2}=\mu_{4} / \mu_{2}^{2}$.
Thus the Pearsons's system (8.32a) is completely specified by the first four moments.

## 8:12.2. Pearson Measure of Skewness.

$$
\begin{align*}
\text { Skewness } & =\frac{\text { Mean }- \text { Mode }}{\text { Standard Deviation }}=\frac{0-a}{\sqrt{\mu_{2}}} \\
& =\frac{\sqrt{\beta_{1}}\left(\beta_{2}+3\right)}{2\left(5 \beta_{2}-6 \beta_{1}-9\right)}
\end{align*}
$$

8.12.3. "Criterion $\kappa$ ". Equation ( $8.32 a$ ) can be re-written as:

$$
\frac{d f}{f}=\frac{(x-a) d x}{b_{0}+b_{1} x+b_{2} x^{2}}, f=f(x)
$$

Integrating we get

$$
\log (f / c)=\int \frac{(x-a)}{b_{0}+b_{1} x+b_{2} x^{2}} d x=I(\text { say })
$$

where $c$ is the constant of integration.

$$
\therefore \quad f(x)=c \exp [I]
$$

Thus $f$ depends on $I$, which further depends on the roots of the equation

$$
\begin{equation*}
b_{0}+b_{1} x+b_{2} x^{2}=0 \tag{**}
\end{equation*}
$$

Now.

$$
\begin{align*}
& b_{0}+b_{1} x+b_{2} x^{2}=b_{2}\left[x^{2}+\frac{b_{1}}{b_{2}} x+\frac{b_{0}}{b_{2}}\right] \\
= & b_{2}\left[x-\frac{-b_{1}+\sqrt{b_{1}^{2}-4 b_{0} b_{2}}}{2 b_{2}}\right]\left[x-\frac{-b_{1}-\sqrt{b_{1}^{2}-4 b_{0} b_{2}}}{2 b_{2}}\right] \\
= & b_{2}\left[x+\frac{b_{1}}{2 b_{2}}-\frac{\sqrt{b_{1}^{2}-4 b_{0} b_{2}}}{\sqrt{ } \cdot 4 b_{2}^{2}}\right]\left[x+\frac{b_{1}}{2 b_{2}}+\frac{\sqrt{b_{1}^{2}-4 b_{0} b_{2}}}{\sqrt{4} b_{2}^{2}}\right] \\
& =b_{2}\left[x+\frac{\dot{b}_{1}}{2 b_{2}}-\sqrt{\frac{b_{0}}{b_{2}}(\kappa-1)}\right]\left[x+\frac{b_{1}}{2 b_{2}}+\sqrt{\frac{b_{0}}{b_{2}}(\kappa-1)}\right] \\
& \kappa=b_{1}^{2} /\left(4 b_{0} b_{2}\right), \tag{8.35}
\end{align*}
$$

determines the criterion for obtaining the form of the frequency curve.
A brief description of various Pearsonian curves for different values of $\kappa$ is given below:


8-12.4. Pearson's Main Type 1. This curve is obtained when the roots of the quadratic equation are real and of opposite sign, i.e., when $\mathrm{x}<0$.

Shifting the origin to the mode $x=a$, the equation becomes

$$
\frac{d f}{d x}=\frac{x f}{B_{0}+B_{1} x+B_{2} \dot{x}^{2}}=\frac{x f}{B_{2}(x+\alpha)(x-\beta)}
$$

where $B_{0}=b_{0}, B_{1}=b_{1}$ and $B_{2}=b_{2}$.

$$
\Rightarrow \quad \frac{d}{d x}(\log f)=\frac{1}{B_{2}(\alpha+\beta)}\left[\frac{\alpha}{x+\alpha}+\frac{\beta}{x-\beta}\right]
$$

Integrating both sides w.r.to. $x$, we get

$$
\begin{align*}
& & \log f & =\log (x+\alpha)^{\alpha / B_{2}(\alpha+\beta)}+\log (x-\beta)^{\beta / B_{2}(\alpha+\beta)}+\log C \\
\therefore & & f & =C(x+\alpha)^{\alpha / B_{2}(\alpha+\beta)}(x-\beta)^{\beta / B_{2}(\alpha+\beta)} \\
\Rightarrow & & f & =y_{0}\left(1+\frac{x}{\alpha}\right)^{\alpha / B_{2}(\alpha+\beta)}\left(1-\frac{x}{\beta}\right)^{\beta / B_{2}(\alpha+\beta)},-\alpha \leq x \leq \beta \tag{}
\end{align*}
$$

Let

$$
\alpha=a_{1}, \beta=a_{2}, m_{1}=\frac{\alpha}{B_{2} \cdot(\alpha+\beta)} \text { and } m_{2}=\frac{\beta}{B_{2}(\alpha+\beta)} \text { so that }
$$

$$
\begin{align*}
& \frac{m_{1}}{a_{1}}=\frac{m_{2}}{a_{2}}=\frac{1}{B_{2}\left(a_{1}+a_{2}\right)}, \text { then (*) may be written as } \\
& f(x)=y_{0}\left(1+\frac{x}{a_{1}}\right)^{m_{1}}\left(1-\frac{x}{a_{2}}\right)^{m_{2}},-a_{1} \leq x \leq a_{2} \tag{8-36}
\end{align*}
$$

which is a standard form of Type 1 .
Determination of $y_{0}$ :

$$
\begin{array}{ll} 
& 1=y_{0} \int_{-a_{1}}^{a_{2}}\left(1+\frac{x}{a_{1}}\right)^{m_{1}}\left(1-\frac{x}{a_{2}}\right)^{m_{2}} d x \\
\text { Put } & x=\left(a_{1}+a_{2}\right) z-a_{1} \text { so that } d x=\left(a_{1}+a_{2}\right) d z \\
\Rightarrow 1=y_{0} \int_{0}^{1} \frac{\left(a_{1}+a_{2}\right)^{m_{1}}}{a_{1}^{m_{1}}} z^{m_{1}} \frac{\left(a_{1}+a_{2}\right)^{m_{2}}}{a_{2}^{m_{2}}}-(1-z)^{m_{2}}\left(a_{1}+a_{2}\right) d z \\
\Rightarrow & 1=y_{0}\left[\frac{\left(a_{1}+a_{2}\right)^{m_{1}+m_{2}+1}}{a_{1}^{m_{1}} a_{2}^{m_{2}}}\right] \dot{B}\left(m_{1}+1, m_{2}+1\right) \\
\therefore & y_{0}=\frac{d_{1}^{m_{1}} a_{2}^{m_{2}}}{\left(a_{1}+a_{2}\right)^{m_{1}+m_{2}+1} B\left(m_{1}+1, m_{2}+1\right)}
\end{array}
$$

Remark. It may be noted that Beta distribution is a particular case of Type I distribution.

Determination of moments:

$$
\begin{aligned}
\mu_{n}^{\prime}= & =y_{0} \int_{-a_{1}}^{a_{2}}\left(x+a_{1}\right)^{n}\left(1+\frac{x}{a_{1}}\right)^{m_{1}}:\left(1-\frac{x}{a_{2}}\right)^{m_{2}} d x \\
= & y_{0} \frac{\left(a_{1}+a_{2}\right)^{m_{1}+m_{2}+n+1}}{a_{1}^{m_{1}} a_{2}^{m_{2}}} B\left(n+m_{1}+1, m_{2}+1\right), \\
& \quad \text { where } x=\left(a_{1}+a_{2}\right) z-a_{1}
\end{aligned}
$$

$$
=\frac{\left(a_{1}+a_{2}\right)^{n}}{B\left(m_{1}+1, m_{2}+1\right)} \div B\left(n+m_{1}+1, m_{2}+1\right)
$$

[On simplification]
8.12.5. Pearson's Type.IV. This curve is obtained when the roots are imaginary or when

$$
\begin{align*}
\begin{aligned}
& B_{1}^{2}<4 B_{0} B_{2}, \text { i.e., } 0<\kappa<1 \\
& \frac{1}{f} \cdot \frac{d f}{d x}=\frac{x}{B_{0}+B_{1} x+B_{2} x^{2}} \\
& \Rightarrow \quad \frac{d}{d x}(\log f)=\frac{x}{B_{2}\left[\left(x+\frac{B_{1}}{2 B_{2}}\right)^{2}+\left(\frac{B_{0}}{B_{2}}-\frac{B_{1}^{2}}{4 B_{2}^{2}}\right)\right]} \\
& \text { [Origin at mod } \\
&=\frac{x(x+\gamma)-\gamma}{B_{2}\left[(x+\gamma)^{2}+\delta^{2}\right]}=\frac{2(x+\gamma) \ldots}{2 B_{2}\left[(x+\gamma)^{2}+\delta^{2}\right]}-\frac{2 \gamma}{2 B_{2}\left[(x+\gamma)^{2}+\delta^{2}\right]} \\
& \log f=\frac{1}{2 B_{2}} \log \left[(x+\gamma)^{2}+\delta^{2}\right]-\frac{\gamma}{B_{2}} \cdot \frac{1}{\delta} \tan ^{-1} \frac{x+\gamma}{\delta}+\log C \\
& \therefore \quad f=C\left[(x+\gamma)^{2}+\delta^{2}\right]^{\frac{1}{2 B_{2}}} \exp \left\{-\frac{\gamma}{B_{2} \delta} \tan ^{-1} \frac{x+\gamma}{\delta}\right\} \\
& \text { Put } \quad \frac{x+\gamma}{\delta}=\frac{x}{a} \text { and } \frac{\gamma}{B_{2} \delta}=v \\
& \text { Hence } \quad f(x)=y_{0}\left(1+\frac{x^{2}}{a^{2}}\right)^{-m} e^{-v \tan ^{-1}(x / a)} ;-\infty<x<\infty,(m, v)>0
\end{aligned}, \quad,
\end{align*}
$$

which is a standard form of Type IV with origin at $\left(-\frac{B_{1}}{2 B_{2}}, 0\right)$. The curve is skew and bas unltimited range in both the directions.

Determination of $y_{0}$ :

$$
\begin{aligned}
1 & \left.=y_{0} \int_{-\infty}^{\infty}\left(1+\frac{x^{2}}{\pi^{2}}\right)^{-m} \cdot e^{-v \tan ^{-1}(x / a)} d x \quad \quad \quad \text { Put } x=a \tan \theta\right] \\
& =a y_{0} \int_{-\pi / 2} \cos ^{2 m-2} \theta e^{-v \theta} d \theta=a y_{0} F(2 m-2, v) \\
\therefore \quad y_{0} & =\frac{1}{a F(2 m-2, v)} \quad .
\end{aligned}
$$

Hence $f(x)=\frac{1}{a \cdot F(2 \dot{m}-2, v)}\left(1+\frac{x^{2}}{a^{2}}\right)^{-m} e^{-v \tan ^{-1}(x / a)}$

8-12.6. Pearson's Type VI. The curve is obtained when the roots are real and are of the same sign. This is obtained wheñ $B_{0}, B_{2}$ arè of the same sign or, in other words, when $\mathrm{k}>1$.

Let $-\alpha_{1}$ and $=\alpha_{2}$ be the roots of the quadratic equation. Then

$$
\begin{aligned}
\frac{d}{d x}(\log f) & =\frac{x}{B_{0}+B_{1} x+B_{2} x^{2}}=\frac{x}{B_{2}\left(x+\alpha_{1}\right)\left(x+\alpha_{2}\right)} \\
& =\frac{\alpha_{1}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)} \cdot \frac{1}{\left(x+\alpha_{1}\right)}-\frac{\alpha_{2}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)} \cdot \frac{1}{\left(x+\alpha_{2}\right)} \\
\therefore \quad \log f & =\frac{\alpha_{1}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)} \log \left(x+\alpha_{1}\right)-\frac{\alpha_{2}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)} \cdot \log \left(x+\alpha_{2}\right)+\log C \\
\Rightarrow \quad f & =C\left(x+\alpha_{1}\right)^{\alpha_{1} / B_{2}\left(\alpha_{1}-\alpha_{2}\right)} \cdot\left(x+\alpha_{2}\right)^{-\alpha_{2} / B_{2}\left(\alpha_{1}-\alpha_{2}\right)}
\end{aligned}
$$

Hence the probability density function is:

$$
\begin{equation*}
f(x)=y_{0}\left(1+\frac{x}{a_{1}}\right)^{m_{1}}\left(1+\frac{x}{a_{2}}\right)^{-m_{2}} \tag{8.38}
\end{equation*}
$$

where $\alpha_{1} \equiv a_{1,} \alpha_{2}=a_{2}$ and $\frac{m_{1}}{a_{1}}=-\frac{m_{2}}{a_{2}} ; a_{1}, a_{2}>0$.
This equation can also be written (on shifting the origin to $-\alpha_{2}$ or $-a_{2}$ ) as

$$
f(x)=y_{0}(x-a)^{q_{2}} x^{\div q_{1}}, a \leq x<\infty
$$

where $q_{1}=\frac{\alpha_{2}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)}, q_{2}=\frac{\alpha_{1}}{B_{2}\left(\alpha_{1}-\alpha_{2}\right)}, a=-\alpha_{1}$
Remark. The curve is bell shaped if $q_{2}>0$ and J-shaped if $q_{2}<0$.
Determination of $y_{0}$ :

$$
\begin{aligned}
1 & =y_{0} \int_{a}^{\infty}(x-a)^{q_{2}} x_{1}^{-q_{1}} d x \\
& =y_{1} y_{0}^{1}\left(\frac{a}{1-z}\right)_{0}^{-q_{1}}\left[\frac{a}{1-z}-a\right]^{q_{2}} \frac{a}{(1-z)^{2}} d z \\
& =y_{0} a^{q_{2}-q_{1}+1} \cdot \int_{0}^{1} z^{q_{2}} \frac{1}{(1-z)^{q_{2}-q_{1}+2}} d z \\
\therefore \quad+y_{0} & =\frac{a^{q_{1}-q_{2}-1}}{B\left(q_{2}+1, q_{1}-q_{2}-1\right)}
\end{aligned}
$$

Hence $f(x)=\frac{a^{q_{1}-q_{2}-1}}{, B\left(q_{2}+1, q_{1}-q_{2}-1\right)} x^{-q_{1}}(x-a)^{q_{2}}, a \leq x<\infty$
The above discussion covers almost the whole range of $\kappa$ but in limiting cases we get șimple cases. The following a re:more important of, the transition curves when one of the main type changes into a nother.
8.12.7. Type III. This is a transition type curve and is obtained when $B_{2}=0, B_{1}=0$ or $\kappa \rightarrow \pm \infty$,

$$
\begin{align*}
\frac{d}{d x}(\log f) & =\frac{x}{B_{0}+B_{1} x}, \text { (origin is at mode) } . \\
& =\frac{B_{1} x+B_{0}-B_{0}}{B_{1}\left(B_{0}+B_{1} x\right)}=\frac{1}{B_{1}}-\frac{B_{0}}{B_{1}\left(B_{0}+B_{1} x\right)} \\
\therefore \quad \log f & =\frac{x}{B_{1}}-\frac{B_{0}}{B_{1}^{2}} \log \left(B_{0}+B_{1} x\right)+\text { const. } \\
& =\text { const. } e^{x / B_{1}}\left(B_{0}+B_{1} x\right)^{-B_{0} B_{1}^{2}} \\
f(x) & =y_{0}\left(1+\frac{x}{a}\right)^{p} e^{-p x / a} ;-a \leq x<\infty,  \tag{8-...}\\
\quad \frac{B_{0}}{B_{1}} & =a \text { and } \frac{B_{0}^{\prime \prime}}{B_{1}^{2}}=p
\end{align*}
$$

where
This gives the Type III curve with origin at mode. The curve is usually bell shaped but becomes J-shaped when $\beta_{1}>4$.

Remark. The distribution can be transformed into the gamma form by using the transformation $y=\frac{P}{a}(x+a)$, when the curve reduces to

$$
f(y)=\frac{1}{\Gamma(p+1)} e^{-y} y^{p}, 0 \leq-y<\infty
$$

8.12.8. Type $V$. This transition type is obtained when the roots are equal, i.e., when $B_{1}^{2}=4 B_{0} B_{2}$ or $k=1$.

$$
\begin{align*}
& \frac{d}{d x}(\log f)=\frac{x}{B_{2}\left[\left(x+\frac{B_{1}}{2 B_{2}}\right)^{2}\right]}=\frac{2\left[x+\frac{\dot{B}_{1}}{2 B_{2}}\right]-\frac{\dot{B}_{1}}{B_{2}^{\prime}}}{2 B_{2}\left[\left(x+\frac{B_{1}}{2 B_{2}}\right)^{2}\right]} \\
& \therefore \quad \log f=\frac{1}{2 B_{2}} \log \left(x+\frac{B_{1}}{2 B_{2}}\right)^{2}+\frac{\dot{B}_{1}}{2 B_{2}^{2}} \frac{1}{\left[x+\frac{B_{1}}{2 B_{2}}\right]}+\text { const. } \\
& \Rightarrow \quad f=\operatorname{const}\left(x+\frac{B_{1}}{2 B_{2}}\right)^{\frac{1}{B_{2}}} \exp \left[\frac{B_{1}}{2 B_{2}^{2}}\left(x+\frac{B_{1}}{2 B_{2}}\right)^{-1}\right] \\
& \therefore \quad f(x)=y_{0} X^{-p} e^{-q / X}, 0 \leq X<\infty \tag{8•.40}
\end{align*}
$$

where

$$
X=\left(x+\frac{B_{1}}{2 \cdot B_{2}}\right), \frac{B_{1}}{2 B_{2}^{2}}=-q \text { and } \frac{1}{B_{2}}=-p
$$

8-12.9. Type II. This curve is ob:ained when $B_{1}=0$ and $B_{0}, B_{2}$ are of opposite sign, ie., $\mathrm{K}=0$. The equation to the curve is

$$
\begin{equation*}
f(x)=y_{0}\left[1 \cdot \frac{\dot{z}^{2}}{a^{2}}\right]^{m},-a \leq x \leq a ; \quad \text { rr. } \tag{8:41}
\end{equation*}
$$

where $\quad m=\frac{1}{2 B_{2}}>0, a^{2}=-\frac{B_{0}}{B_{2}}$
with origin at mean (mode).
8-12-10. Type VII. This curve is obtained when $B_{1}=0$ and $B_{0}, B_{2}$ are of the same sign, i.e., $K=0$ and $B_{0} B_{2}>0$. The equation to the curve is

$$
f(x)=y_{0} \cdot\left[1+\frac{x^{2}}{a^{2}}\right]^{-m},-\infty<x_{i}<\infty
$$

where $\quad a^{2}=\frac{B_{0}}{B_{2}} \quad$ and $\quad m=-\frac{1}{2 B_{2}}$
with origin being at the mean (mode). This curve is usually bell shaped, symmetrical and of unlimited range in both the directions.

8•12-11. Zero Type (Normal'curve). When $\boldsymbol{B}_{1}=\boldsymbol{B}_{2}=\mathbf{0}$, (18.33).implies that $\beta_{1}=0$, and $\beta_{2}=3$ and we have

$$
\frac{d}{d x}(\log f)=\frac{x_{1}}{B_{0}} \quad \Rightarrow \quad \log f=\frac{x^{2}}{2 B_{0}}+\log C
$$

where $C$ is the constant of integration.

$$
\therefore \quad f=C \exp \left(x^{2} / 2 B_{0}\right)=C \exp \left(-x^{2} / 2 \sigma^{2}\right),-\infty<x<\infty
$$

where $B_{0}=-\sigma^{2}$ and the origin is at mean. This is the normal distribution with mean zero and yariance $\sigma^{2}$.

8-12-12. Type VIII. When $B_{0}=0, B_{1}>0$,

$$
\begin{equation*}
f(x)=\frac{1-m}{a}\left(1+\frac{x}{a}\right)^{m},-a \leq x \leq 0 \tag{8.44}
\end{equation*}
$$

Type IX. When $B_{0}=0, B_{1}<0$ and $\kappa<0$

$$
f(x)=\frac{1+m}{a}\left(1+\frac{x}{a}\right)^{m},-a \leq x \leq 0
$$

Type X. When $B_{0}=0$ and $B_{2}=0$,

$$
\begin{equation*}
f(x)=\frac{1}{\sigma} e^{-x / \sigma}, 0 \leq x<\infty, \sigma>0 \tag{8-46}
\end{equation*}
$$

This is the p.d.f. of simple exponential distribution with parameter $\sigma>0$.
Type XI. When $B_{0}=B_{1}=0$, and $\kappa>1$

$$
f(x)=b^{m-1}(m-1) x^{m-1^{1}}, b \leq x<\infty
$$

Type XII. When $5 \beta_{2}-6 \beta_{1}-9=0, \kappa<0$

$$
f(x)=\left(\frac{a_{1}}{a_{2}}\right)^{m} \frac{1}{\left(a_{1}+a_{2}\right) B(1+m, 1-m)} \cdot \frac{\left(1+\frac{x}{a_{1}}\right)^{m}}{\left(1-\frac{x}{a_{2}}\right)^{m}}, a_{1} \leq x \leq a_{2}
$$

Example 8.47. Show that for a Pearson distribution :

$$
\frac{d f}{f}=\frac{(a+x) d x}{b_{0}+b_{1} x+b_{2} x^{2}}
$$

the characteristic function' $\varphi$ obeys the relation :

$$
b_{2} \theta \frac{d^{2} \varphi}{d \theta^{2}}+\left(1+2 b_{2}+b_{1} \theta\right) \frac{d \varphi}{d \theta}+\left(a+b_{1}+b_{0} \theta\right) \varphi=0, \text { where } \theta=i t
$$

Deduce the recurrence relation for moments.
Show also that the cumulant generating function $\psi$ obeys the relation :

$$
b_{2} \theta\left\{\frac{d^{2} \psi}{d \theta^{2}}+\left(\frac{d \psi}{d \theta}\right)^{2}\right\}+\left(1+2 b_{2}+b_{1} \theta\right) \frac{d \psi}{d \theta}+\left(a+b_{1}+b_{0} \theta\right)=0
$$

Hence show that the cumulants obey the recurrence, relation :

$$
\begin{aligned}
\left\{1+(r+2) b_{2}\right\} \kappa_{r+1}+r b_{1} \kappa_{r}+r b_{2}\left\{\binom{r-1}{1} \kappa_{2} \kappa_{r-1}+\binom{r-1}{2} \kappa_{3} \kappa_{r-2}\right. \\
\left.+\ldots+\binom{r-1}{j} \kappa_{j+1} \kappa_{r-j}+\ldots+\binom{r-1}{r-2} \kappa_{r-1} \kappa_{2}\right\}=0
\end{aligned}
$$

Solution. $\left(b_{0}+b_{1} x+b_{2} x^{2}\right) \frac{d f}{d x}=(a+x) f$
$\Rightarrow \quad e^{\theta x}\left(b_{0}+b_{1} x+b_{2} x^{2}\right) \frac{d f}{d x}=e^{\theta x}(a+x), f$
Integrating w.r.to. $x$; for the total range of $x$, assuming that integrals vanish at either limit, we get

$$
\begin{aligned}
& \int_{-\infty}^{\infty} e^{\theta x}\left(b_{0}+b_{1} x+b_{2} x^{2}\right) \frac{d f}{d x} \cdot d x= \\
\Rightarrow & {\left[e_{-\infty}^{\infty x} e^{\theta x}\left(b_{0}+b_{1} x+b_{2} x^{2}\right) f\right]_{-\infty}^{\infty}-\int_{-\infty}^{\infty}\left\{\theta^{\prime} e^{\theta x}\left(b_{0}+b_{1} \dot{x}+b_{2} x^{2}\right)\right.} \\
& \left.\cdot+e^{\theta x}\left(b_{1}+2 b_{2} x\right)\right\} f d x_{1}=\int_{-\infty}^{\infty} e^{\theta x}(a+x) f d x \\
\Rightarrow & 0-\theta\left[b_{0} \varphi+b_{1} \frac{d \varphi}{d \theta}+b_{2} \frac{d^{2} \dot{\varphi}^{\prime}}{d \theta^{2}}\right]=\left[b_{1} \varphi+2 b_{2} \frac{d^{\prime} \varphi}{d \theta}\right]=\left(a \varphi+\frac{d \varphi}{d \theta}\right)^{*}
\end{aligned}
$$

$$
\begin{align*}
& \because \varphi=E\left(e^{d x}\right)=\int_{-\infty}^{\infty} e^{i t x} f d x-\int_{-\infty}^{\infty} e^{\theta x} f d x \\
& \frac{d \varphi}{d \theta}=\int_{-\infty}^{\infty} x e^{\theta x} f d x \text { and } \frac{d^{2} \varphi}{d \theta^{2}}=\int_{-\infty}^{\infty} x^{2} e^{\theta x} f d x
\end{align*}
$$

assuming differentiation is valid under integral sign.

$$
\begin{equation*}
\Rightarrow \quad b_{2} \theta \frac{d^{2} \varphi}{d \theta^{2}}+\left(1+2 b_{2}+b_{1} \theta\right) \frac{d \varphi}{d \theta}+\left(a+b_{1}+b_{0} \theta\right) \varphi=0 \text { (On simplification) } \tag{1}
\end{equation*}
$$

Differentiating $n$ times w.r.t. $\theta$, using Leibnitz Theorem, we get

$$
\begin{align*}
b_{2}\left[\theta \frac{d^{n+2} \varphi}{d \theta^{n+2}}+n \cdot\right. & \left.\frac{d^{n+1} \varphi}{d \theta^{n+1}} \cdot 1\right]+\left[\left\{\frac{d^{n+1} \varphi}{d \theta^{n+1}}\left(1+2 b_{2}+b_{1} \theta\right)+\frac{d^{n} \varphi}{d \theta^{n}} \cdot n b_{1}\right]\right. \\
+ & {\left[\left\{\frac{d^{n} \varphi}{d \theta^{n}}\left(a+b_{1}+b_{0} \theta\right)+\left\{\frac{d^{n-1} \varphi}{d \theta^{n-1}} \cdot n b_{0}\right\}\right]=0\right.} \tag{2}
\end{align*}
$$

Putting $\theta=0$ and using the relation $\left[\frac{d^{n} \varphi}{d \theta^{n}}\right]_{\theta=0}=\mu_{n}^{\prime}$, we get $n b_{2} \mu_{n+1}^{\prime}+\left(2 b_{2}+1\right) \mu_{n+1}^{\prime}+n b_{1} \mu_{n}^{\prime}+\left(b_{1}+a\right) \mu_{n}^{\prime}+n b_{0} \mu_{n-1}^{\prime}=0$
Shifting the origin to the mean, we get
$\left[(n+2) b_{2}+1\right] \mu_{n+1}+\left[(n+1) b_{1}+a\right] \mu_{n}+n b_{\theta} \mu_{n-1}=0$
Now $\varphi=e^{\psi}, \frac{d \varphi}{d \theta}=e^{\psi} \frac{d \psi}{d \theta}$ and $\frac{d^{2} \varphi}{d \theta^{2}}=e^{\psi}\left[\frac{d^{2} \psi}{d \theta^{2}}+\left(\frac{d \psi \psi}{d \theta}\right)^{2}\right]$ $(\because \psi=\log \varphi)$
Substituting these values in (1) and on simplification, we get
$b_{2} \dot{\theta} \cdot\left[\frac{d^{2} \psi}{d \theta^{2}}+\left(\frac{d \psi}{d \theta}\right)^{2}\right]+\left(1+2 b_{2}+b_{1} \theta\right) \frac{d \psi}{d \theta}+\left(a+b_{1}+b_{0} \theta\right)=0$
Differentiating (4) $r$ times w.r.to. $\theta$ using LeibnitzTheorem, we get

$$
\begin{aligned}
& b_{2} \theta\left[\frac{d^{r+2} \psi}{d \theta^{r+2}}+\frac{d^{r}}{d \theta^{r}}\left(\frac{d \psi}{d \theta}\right)^{2}\right]+\binom{r}{1} b_{2}\left[\frac{d^{r+1} \psi}{d \theta^{r+1}}+\frac{d^{r-1}}{d \theta^{j-1}}\left(\frac{d \psi}{d \theta}\right)^{2}\right] \\
& +\left(1+2 b_{2}+b_{1} \theta\right) \frac{d^{r+1} \psi}{d \theta^{r+1}}+\binom{r}{1} b_{1} \cdot \frac{d^{r} \psi}{d \theta_{1}^{r}}=0 \\
& \Rightarrow \quad b_{2} \theta\left[\frac{d^{r+2} \psi}{d \theta^{r+2}}+\left\{\frac{d^{r-1}}{d \theta^{r-1}}\left[2 \frac{d \psi}{d \theta} \cdot \frac{d^{2} \psi}{d \theta^{2}}\right]\right\}\right] \\
& +\dot{b}_{2}\left[\frac{d^{r+1} \psi}{d \theta^{r+1}}+\frac{d^{r-2}}{d \theta^{r-2}}\left\{2 \frac{d \psi}{d \theta} \cdot \frac{d^{2} \psi}{d \theta^{2}}\right\}\right] \\
& +\left(1+2 b_{2}+b_{1} \theta\right) \frac{d^{r+1} \psi}{d \theta^{r+1}}+r b_{1} \frac{d^{r} \psi}{d \theta^{r}}=0
\end{aligned}
$$

Putting $\theta=0$ and using the relation

$$
\begin{gathered}
{\left[\frac{d^{n} \psi}{d \theta^{n}}\right]_{\theta=0}=\kappa_{n}, \text { we get }} \\
\left\{1+(r+2) b_{2}\right\} \kappa_{r+1}+\binom{r}{1} b_{1} \kappa_{r}+r b_{2}\left\{\binom{r-1}{1} \kappa_{2} \cdot \kappa_{r-1}\right. \\
\left.+\binom{r-1}{2} \kappa_{3} \kappa_{r-2}+\ldots+\binom{r-1}{r-2} \kappa_{r-1} \kappa_{2}\right\}=, 0 \text { (On simplification) }
\end{gathered}
$$

## EXERCISE 8(i)

2. Derive the differential equation

$$
\frac{1}{y} \cdot \frac{d y}{d x}=\frac{x+a}{b_{0}+b_{1} x+b_{2} x^{2}}
$$

as the limiting form of the hypergeometric distribution.
Show that, for the Pearsonian family of distributions :

$$
\frac{\text { Mean }- \text { Mode }}{\text { S.D. }}=\frac{\sqrt{\beta_{1}}\left(\beta_{2}+3\right)}{\left(5 \beta_{2}-6 \beta_{t}-9\right)}
$$

2. (a) State.the differential equation'for the Pearsonian system of curves and obtain the expressions for the constants in terms of moments. Obtain Type 1 distribution as a particular case of Pearsons's sytem of frequency curves and describe method of fitting it by moments.
(b) Describe the-procedure for classifying the Pearson family of distributions into various types. Show that all Pearsonian distributions are determined by the first four moments.

Show that 'Normal', 'Beta' and 'Gamma' distributions belong to the Pearson family.
(c) Assign the following distribution to one of the Pearson's types. Give the reasons for your answers
(i) $d F=K e^{-x^{2} / 2}\left(x^{2}\right)^{(n / 2)-1} d x^{2}, 0<x^{2}<\infty$
(ii) $d F=K\left(1+\frac{t^{2}}{n}\right)^{\left(\frac{-n-1}{2}\right)} d t,-\infty<t<\infty$.
3. What are the reasons for the adoption of the following general form to describe the Pearsonian system of frequency curves

$$
\frac{d}{d x} f(x)=\frac{(x-a) f(x)}{b_{0}+b_{1} x+b_{2} x^{2}} ?
$$

Show that the Pearsonian curves can be characterised by a single criterion $K$. Outline the various types of curves for different values of $K$.
4. Obtain Pearson Type III curve in' its 'usual form 'with node ás origin, from the basic differential equation ò of the Pearsonian system of curves and establish a method of fittịng this curve to the given data by the method of moments.

Hence of otheriwise, show that for this-distribution $2 \beta_{2}=3\left(\beta_{1}+\ddot{z}\right)$.
5. Derive the Beta distribution as a special case of the Pearsonian system of frequency functions expressed by

$$
\frac{d(\log f)}{d x}=\frac{x+a}{b_{0}+b_{1} x+b_{2} x^{2}}
$$

6. (a) Derive Type 1 Pearsonian frèquency curve and exanine if the distribution given by

$$
d P=y_{0}\left(1-y^{2}\right)^{(n+1) / 2} d y,-1 \leq y \leq 1
$$

reduces to that distribution.
(b) Express the constants $y_{0}, a$ and $m$ of the distribution:

$$
f(x)^{\prime}=y_{0}\left(1-\frac{x^{2}}{a^{2}}\right)^{m},--a<x<a
$$

in terms of its $\mu_{2}$ and $\beta_{2}$.
J
(c) Show that nomal, gamina and beta distributions belong to the Pearsonian system.
7. Show that the following are memebers of the Pearson's sytem.of curves and sketch them. for some iypical values of the constants.
(i) $f(x)=\frac{1}{\sqrt{2 \pi} \sigma} \cdot \exp \left(-\frac{1}{2}, \frac{x^{2}}{\sigma^{2}}\right) ;, \cdots, x<\infty_{i}^{-}, \ldots$
(iii) $\int_{( }(x)=\frac{1}{a B\left(\frac{1}{2}, \dot{m}+1\right)} \cdot\left(1-\frac{x^{2}}{a^{2}}\right)^{m},-a \leq x \leq a$
(iv) $f(x)=\frac{1}{a B\left(\frac{k}{2}, m-1\right)}\left(1+\frac{x^{2}}{a^{2}}\right)^{m},-a \leq x \leq a$,
8. Show that the Pearsonian Type VI curve may be written

$$
y=y_{0}\left(1-\frac{x^{2}}{a^{2}}\right)^{-m m^{r}} \exp \left\{. . v \tanh ^{-1} \frac{x}{a}\right\}
$$

and discuss its relationship with Type IV cur̂ve:
9. Show that for Pearson distribution :

$$
\frac{d}{d x}(\log f)=\frac{x}{-B_{0}+B_{1} \cdot x^{9}+B_{2} \cdot x^{2}}
$$

the range is unlimited in both the directions if $B_{0}+B_{1} x+B_{2} x^{2}$ has no real roots, limited, in one direction-if roots are real and of $\begin{aligned} & \text { the } \\ & \text { same sign, and limited ịn both }\end{aligned}$ directions: if the roots are real and of opposite sign.
10. Investigate the properties' and shapes which may be assumed by the frequency curve $y=f(x)$ which has the differential equation

$$
\frac{1}{y} \cdot \frac{d y}{d x}=-\frac{2 m x}{a^{2}-x^{2}}
$$

and obtain the probability integral.

$$
\begin{aligned}
& \text { Hint. } \frac{d}{d x}(\log y)=-\frac{2 m x}{a^{2}-x^{2}} \Rightarrow \log y=m \log \left(a^{2}-x^{2}\right)+\log C \\
& \therefore \quad y
\end{aligned}
$$

which is type II distribution.
11. A family of distributions is defined by

$$
\frac{1}{f} \cdot \frac{d f}{d x_{1}}=\frac{x}{b_{0}+\dot{b}_{2} x^{2}+b_{4} x^{4}}
$$

and the frequency function $f=f(x)$ vanishes at the terminals of its range. Show that the moments about the mean are given by

$$
b_{0}(2 s+1) \mu_{2 s}+b_{2}(2 s+3) \mu_{2 s+2}+b_{4}(2 s+5) \mu_{2 s+4}=-\mu_{2 s+2}
$$

8.13. Variate Transformations. Let $T$ by any statistic which is asỳmptotically normally distributed with mèan $\theta$ and variaince $\dot{\psi}^{\prime}(\theta)$, where $\psi(\theta)$ is some function of the parameter $\theta$ i.e., $T \sim N(\theta, \psi(\theta))$. Let us transform $T$ by a function $g$ as $g(T)$. where $g$ is a function which possesses first order derivative which is continuous and $g^{\prime}(\theta) \neq 0$, where (') denotes differentiation w.r.to. the parameter $\theta$. Then $g(T)$ is normally distributed about mean $g(\theta)$ and variance $\left[g^{\prime}(\theta)\right]^{2} \cdot \psi(\theta)$, i.e.,

$$
\begin{equation*}
g(T) \sim N\left[g(\theta),\left\{g^{\prime}(\dot{\theta})\right\}^{2} \psi(\theta) \cdot\right] \tag{8-47}
\end{equation*}
$$

asymptotically, provided $\dot{g}^{\prime}(\theta) \equiv 0$ is continuous in the neighbourhood of $\theta$.
In.general $\operatorname{Var}(T)=\psi(\theta)$ will be dependent on the parameter $\theta$. We are interested in obtaining a function $g$ such that the asymptotic variance of the transformed statistic $g(T)$ is independent of $\theta$, i.e., it should be constant. In other words, we want $g$ suc̣h that

$$
\operatorname{Var}[g(T)]=\left[g^{\prime}(\theta)\right]_{1}^{2} \cdot \psi(\theta)=\text { constant }=c^{2},(\text { say })
$$

i.e.,

$$
\left[g^{\prime}(\theta)\right]=\frac{c}{\sqrt{\psi(\theta)}}
$$

Integrating both sides w.r.to. $\theta$, we get

$$
g(\theta)=\int \frac{c}{\sqrt{\psi(\theta)}} d \theta \quad
$$

8.13.1. Uses of Variate Transformations. As discussed above, when we transform a statistic $T$ to a function $g(T)$, the distribution of $g(T)$ is approximately
normal and its asymptotic variance is independent of the population parameter $\theta$. Hence the use of statistic $g(T)$ gives better results and confidence intervals than the original statistic $T$. The commonly used transformations are :
(1) Square Root Transformation.
(2) Sine İnverse or $\sin ^{-1}$ Transformation.
(3) Logarithmic Transformation.
(4) Fisher's Z-Transformation,

In the following sections we shall discuss these transformations briefly.
8.13-2. Square Root Transformation. Square root transformation is a transformation for the Poisson variate. If a variable $X$ follows Poisson distribution with parameter $\lambda$ (assumed to be large), then we know that asymptotic distribution of $X$ is normal as $(\lambda \rightarrow \infty)$ with $E(X)=\lambda$ and $\operatorname{Var}(X)=\lambda=\psi(\lambda)$, in the above notations. Then ( $8 \cdot 48$ ) gives the function

$$
g(\lambda)=\int \frac{c^{\prime}}{\sqrt{\lambda}} d \lambda=2 c \sqrt{\lambda_{1}} .
$$

Now we select $c$ in such a way that $2 c=1$
i.e.,

$$
c=1 / 2 \text { so that } g(\lambda)=\sqrt{\lambda} .
$$

Hence the transformed variable is $g(X)=\sqrt{X}$. Using (8.47), the transformed variable $\sqrt{\boldsymbol{X}}$ has the mean

$$
\begin{aligned}
& g(\lambda)=\sqrt{\lambda} \\
& \text { and } \operatorname{Var}(\sqrt{X})=\left[g^{\prime}(\lambda)\right]^{2} \cdot \psi(\lambda) \\
& \begin{array}{l}
=\left(\frac{1}{2 \sqrt{\lambda}}\right)^{2} \cdot \lambda \\
=1 / 4 .
\end{array}
\end{aligned}
$$

or alternatively

$$
\begin{equation*}
\operatorname{Var}(\sqrt{X})=\text { constant }=c^{2}=(1 / 2)^{2}=1 / 4 . \tag{8-49}
\end{equation*}
$$

Hence $\quad \sqrt{X} \sim N(\sqrt{\lambda}, 1 / 4)$, asymptotically.
Ancombi has.suggested the transformation $\sqrt{X+b}$, where $b$ is a constant suitably chosen.
8.13.3. Sine Inverse or $\sin ^{-1}$ Transformation. Sine-inverse is the transformation for stablizing the variance of a binomial variate. If-p is the observed proportion of successes in a series of $n$ independent trials with constant.probability $P$ of success for each trial then we know that the asymptotic distribution of $\boldsymbol{p}$ is asymptotically normal (as $\boldsymbol{n}^{\rightarrow} \rightarrow \infty$ ) with $E(p)=P$ and

$$
\begin{aligned}
& \operatorname{Var}(p)=P Q / n, \quad Q=1-P \\
& p \sim N\left(P, \frac{P Q}{n}\right), \text { as } n \rightarrow \infty .
\end{aligned}
$$

i.e.,

In the usual notations

$$
\psi(P)=\frac{P Q}{n}=\frac{P(1-P)}{n} .
$$

Using (8.48), the transforming function

$$
\begin{aligned}
g(P) & =\int \frac{c}{\sqrt{\psi(P)}} d P=c \sqrt{n} \int \frac{d P}{\sqrt{P(1-P)}} \\
& =2 c \sqrt{n} \sin ^{-1}(\sqrt{P})
\end{aligned}
$$

$$
\left[\because \frac{d}{d P} \sin ^{-1}(\sqrt{P})=\frac{1}{2 \sqrt{P} \cdot \sqrt{1-\bar{P}}}\right]
$$

Choosing the constant $c$ so that

$$
2 c \sqrt{n}=1 \Rightarrow c=\frac{1}{2 \sqrt{n}}
$$

we get

$$
g(P)=\sin ^{-1}(\sqrt{P})
$$

Hence the transformed statistic is $g(p)=\sin ^{-1} \sqrt{p}$. Using (8.47), $g(p)$ has mean $\sin ^{-1} \sqrt{P}$ and

$$
\begin{aligned}
\operatorname{Var}\left(\sin ^{-1} \sqrt{P}\right) & =\left[g^{\prime}(P)\right]^{2} \cdot \psi(P) \\
& =\left[\frac{1}{2 \sqrt{P} \sqrt{1-P}}\right]^{2} \times \frac{P(1-P)}{n} \\
& =\frac{1}{4 n}
\end{aligned}
$$

or $\operatorname{Var}\left(\sin ^{-1} \sqrt{p}\right)=c^{2}=\left(\frac{1}{2 \sqrt{n}}\right)^{2}=\frac{1}{4 n}=$ constant.
Hence $\sin ^{-1} \sqrt{p} \sim N\left(\sin ^{-1} \sqrt{P}, \frac{1}{4 n^{1}}\right)$, asymptotiically.
If $r$ is the observed number of succesises in $n$ trials so that $p=r / n$, then Ancombi has süggested that instead of $\sin ^{-1} \sqrt{p}=\sin ^{-1} \sqrt{r / n}$, the transformation should be $\sin ^{-1} \sqrt{\frac{r+3 / 8}{n+3 / 8}}$.
8.13.4. Logarithmic Transformation. Log transformation is the transformation for stabilizing the variance of the distribution of sample variance. If $s^{2}$ is the sample variance in a simple of size $n$ from normal pópulation with variance $\sigma^{2}$, then the sampling distribution of $s^{2}$ is asymptotically normal (as $n \rightarrow \infty$ ) with

$$
E\left(s^{2}\right)=\sigma^{2} \quad \text { and } \quad \operatorname{var}\left(s^{2}\right)=\frac{2 \sigma^{4}}{n}(\text { for large } n)
$$

[c.f. Remark to Theorem 13.5]. In the usual notations we have.
$\psi\left(\sigma^{2}\right)=2 \sigma^{4} / n$. Using (8.48), the transforming function is

$$
g\left(\sigma^{2}\right)=\int \frac{c \sqrt{n}}{\sqrt{2} \sigma^{2}} d \sigma^{2}=\frac{c \sqrt{n}}{\sqrt{2}} \log \sigma^{2}
$$

We select $c$ in such a way that

$$
\frac{c \sqrt{n}}{\sqrt{2}}=1 \Rightarrow c=\frac{\sqrt{2}}{\sqrt{n}},
$$

so that

$$
g\left(\sigma^{2}\right)=\log _{e} \sigma^{2}
$$

Hence the transformation for the statistic $s^{2}$ is $g\left(s^{2}\right)=\log s^{2}$ and using (8.47) the transformed statistic is normally distributed with mean

$$
\begin{aligned}
g\left(\sigma^{2}\right) & =\log \sigma^{2} \text { and } \\
\operatorname{Var}\left[g\left(s^{2}\right)\right] & =\left\{g^{\prime}\left(\sigma^{2}\right)\right\}^{2} \cdot \psi\left(\sigma^{2}\right) \\
& =\left(\frac{1}{\sigma^{2}}\right)^{2} \cdot \frac{2 \sigma^{4}}{n} \\
& =\frac{2}{n}
\end{aligned}
$$

or

$$
\operatorname{Var}\left[g\left(s^{2}\right)\right]=c^{2}=\left(\frac{\sqrt{2}}{\sqrt{n}}\right)^{2}=\frac{2}{n}
$$

Hence

$$
\log _{e} s^{2} \sim N\left(\log _{e} \sigma^{2}, \frac{2}{n}\right) ; \text { for large } n
$$

8-13-5. Fisher's z-Transformation. This transformation is suggested for stablizing the varaince of sampling distribution of correlation coefficient (c.f. chapter 11). If $r$ is the sample correlation coefficient in sampling from a correlated bivariate normal population with correlation coefficient $\rho$ then the asymptotic distribution of $r$, as $n \rightarrow \infty$ is normal with $E(r)=\rho$ and

$$
\begin{aligned}
\operatorname{Var}(r) & =\frac{\left(1-\rho^{2}\right)^{2}}{n}=\psi(\rho) \text { for large } n . \text { Using (8.47), we get } \\
g(\rho) & =\int \frac{\sqrt{n} c}{1-\rho^{2}} d \rho=\frac{\sqrt{n} c}{2} \log \left(\frac{1+\rho}{1-\rho}\right)
\end{aligned}
$$

We select $c$ in such a way that
so that

$$
\begin{aligned}
& \sqrt{n} c=1 \Rightarrow c=1 / \sqrt{n} \\
& g(\rho)=\frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right)
\end{aligned}
$$

Hence using (8.47), the transformed statistic $g(r)=\frac{1}{2} \log _{e}\left(\frac{1+r}{1-r}\right)$, which is denoted by $Z$, is normally distributed with mean

$$
\begin{aligned}
g(\rho) & =\frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right) \text { and } \\
\operatorname{Var}[g(r)] & =c^{2}=\frac{1}{n} \\
\operatorname{Var}[g(r)] & =\left[g^{\prime}(\rho)\right]^{2} \psi(\rho) \\
& =\left[\frac{1}{1-\rho^{2}}\right]^{2} \cdot \frac{\left(1-\rho^{2}\right)^{2}}{n} \\
& =\frac{1}{n}, \text { for large } n
\end{aligned}
$$

Hence

$$
\begin{equation*}
Z=\frac{1}{2} \log _{e}\left[\frac{1+r}{1-r}\right] \sim N\left[\frac{1}{2} \log _{e} \frac{1+\rho}{1-\rho}, \frac{1}{n}\right] \text {, for large } n . \tag{8•52}
\end{equation*}
$$

Prof. R.A. Fisher proved that the transformed statistic $Z=g(r)$ is normally distributed even if $\boldsymbol{n}$ is snall and that for exact samples (sniall $\boldsymbol{n}$ ),

$$
Z \sim N\left[\frac{1}{2} \log _{e} \frac{1+\rho}{1-\rho}, \frac{1}{n-3}\right]
$$

For the various applications of this transformation the reader is referred to § 14.7.2.

Remark. We have : $Z=\frac{1}{2} \log _{e}\left[\frac{1+r}{1-r}\right]=\tanh ^{-1}(r)$
Hence Z-transformation is also called the tan-hyperbolic-inverse transformation.

8:14 Order Statisties Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ independent and identically distributed variates, each with cumulative-distribution_function $F(x)$ : If these variables are arranged in ascending order of magnitude and then written as $X_{(1)} \leqslant$ $X_{(2)} \leq \ldots \leq X_{(n)}$, we call $X_{(r)}$ as the $r$ th order statistic, $r=1,2 ;$;., $n$ : The $X_{(r)}$ 's becaụse of the inequality relations among them are necessarily dependent.

Remark. If we write these ordered values'as
$Y_{1} \leq Y_{2 . \leq} \leq \leq Y_{n}$, then:
$Y_{r}=X_{(r)}=r$ th smallest of $X_{1}, X_{2}, \ldots, X_{n}$
$Y_{1}=X_{(1)}=$ The smallest. of $X_{1}, X_{2}, \ldots, X_{n}$
$Y_{n}=X_{(n)}=$ The largest of $X_{1}, X_{2}, \ldots, X_{n}$
8•14•1. Cumulative Distribution Function of a Single Order Statistic. Let $F_{r}(x), r=1,2, \ldots, n$ denote the c.d.f. of the $n$th order statistic $X_{(r)}$. Then the c.d.f. of the la rgest order statistic $X_{(n)}$ is given by :

$$
\begin{align*}
F_{n}(x) & =P\left(X_{(n)} \leq x\right)=P\left(X_{i} \leq x ; i=1,2, \ldots, n\right) \\
& =P\left(X_{1} \leq x \cap X_{2} \leq x \cap \ldots \cap X_{n} \leq x\right) \\
& =P\left(X_{1} \leq x\right) . P\left(X_{2} \leq x\right) \ldots P\left(X_{n} \leq x\right) \quad\left(\because X_{i} \text { 's are independent }\right) \\
& =[F(x)]^{n},
\end{align*}
$$

since $X_{1}, X_{2}, \ldots, X_{n}$ are identically distributed.
The c.d.f. of the smallest order statistic $X_{(1)}$ is given by :

$$
\begin{align*}
F_{1}(x) & =P\left(X_{(1)} \leq x\right) \\
& =1-P\left(X_{(1)}>x\right) \\
& =1-P\left[X_{i}>x ; i=1,2, \ldots, n\right] \\
& =1-\prod_{i=1}^{n} P\left(X_{i}>x\right)=1-\prod_{i=1}^{n}\left[1-P\left(X_{i} \leq x\right)\right] \\
& =1-[1-F(x)]_{i}^{n}, \tag{8•54}
\end{align*}
$$

since $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d. rv's.

In general, the c.d.f. of the $r$ th order statistic $X_{(r)}$ is given by:

$$
\begin{align*}
F_{r}(x) & =P\left(X_{(r)}^{\leq x)}\right. \\
& =P^{\prime}\left[\text { At least } r \text { of the } X_{j} \text { 's are } \leq x\right] \\
& =\sum_{j=r}^{n} P\left[\text { Exactly } j \text { of the } n, X_{i}^{\prime} \text { 's are } \leq x\right] \\
& =\sum_{j=r}^{n}\binom{n}{j} F^{j}(x)[1-F(x)]^{n-j}, \tag{8.55}
\end{align*}
$$

by using Binomial probability nodel.
Remarks. 1. (8-55) can also be written as [See Remark 2 to Example 7-23]:

$$
\begin{equation*}
F_{r}(x)=I_{F(x)}(r, n-r+1) \tag{8•56}
\end{equation*}
$$

where

$$
I_{p}(a, b)=\frac{\cdot 1}{\beta(a, b)} \int_{0}^{P} t^{a-1}(1-t)^{b-1} d t
$$

is the 'incomplete Beta Function' and has been tabulated in Biometrika 'tables by Pearson and Hartley.
(8.56) and $(8 \cdot 56 a)$ show that the probability points of an order statistic can be obtained with the help of incomplete beta function.
2. Taking $r=1$ and $r=n$ in (8.55), we get respectively:

$$
\begin{align*}
F_{1}(x) & =\sum_{j=1}^{n}\binom{n}{j} F^{j}(x)[1-F(x)]^{n-j} \\
& =1-1\left\{\left(\begin{array}{l}
n \\
j
\end{array} F^{J}(x) \cdot[1-F(x)]^{n-j}\right)\right\}_{J=0} \\
& =1-[1-F(x)]^{n}
\end{align*}
$$

and

$$
\begin{equation*}
F_{n}(x)=F^{n}(x) \tag{8•56c}
\end{equation*}
$$

the results which have already been obtained in $(8 \cdot 54)$ and $(8: 53)$ respectively,
8-14.2. Probability Dénsity Function (p.d.f.) of a Single Order Statistic.
The results in $(8 \cdot 53)$ to $(8 \cdot 55)$ are valid for both discrete and continuous r.v.'s. We shall now, assume that $X_{i}^{\prime}$ 's are i.i.d. continuous r.v.'s with p.d.f. $f(x)=F^{\prime}$ $(x)$. If $f_{r}(x)$ denotes the p.d.f. of $X_{(r)}$ then from (8.55) or (8.56) we get:

$$
\begin{align*}
f_{r}(x) & =\frac{d}{d x}\left[F_{r}(x)\right]=\frac{d}{d x}\left[1_{F(x)}(r, n-r+1)\right] \\
& =\frac{d}{d x}\left[\frac{1}{\beta \cdot(r, n-r+1)} \int_{0}^{F(x)^{\prime}} t^{r-1}(1-t)^{n-r} d t\right] \tag{8•j7}
\end{align*}
$$

Let us write

$$
\begin{equation*}
g(t)=\int t^{r-1}(1-t)^{n-r} d t \Rightarrow g^{\prime}(t)=t^{r-1}(1-t)^{n-r} \tag{*}
\end{equation*}
$$

$$
\begin{aligned}
\Rightarrow \quad \int_{0}^{F(x)} t^{r-1}(1-t)^{n-r} d t & =|g(t)|_{0}^{F(x)}=g(F(x))-g(0) \\
\Rightarrow \frac{d}{d x} \int_{0}^{F^{\prime}(x)} t^{r-1}(1-t)^{n-r} d t & =g^{\prime}(F(x)) \cdot f(x) \quad(\because g(0) \text { is constant) } \\
& =[F(x)]^{r-1}[1-F(x)]^{n-r} f(x) \text { [Using (*)] }
\end{aligned}
$$

Substituting in (8.57) we get :

$$
\begin{equation*}
\therefore(x)=\frac{1}{\beta(r, n-r+1)} \cdot F^{r-1}(x)[1-F(x)]^{n-r} \cdot f(x) \tag{8•...58}
\end{equation*}
$$

Aliter. By definition of a p.d.f. we get:

$$
f_{r}(x)=\lim _{\delta x \rightarrow 0} \frac{P\left[x<X_{(r)} \leq x+\delta x\right]}{\delta x}
$$

The event $E: x<X_{(r)} \leq x+\delta x$ can materialise as fóllows:

$X_{i} \leq x$ for $(r-1)$ of the $X_{i}{ }^{\text {'s }}$
and
$x<X_{i} \leq x+\delta x$ for one $X_{i}$
$X_{i} \geq x+\delta x$ for the remaining $(n-r)$ of the $X_{i}$ 's.
Hence by the multinomial probability law we have:

$$
\begin{equation*}
P\left(x<X_{(r)} \leq x+\delta x\right)=\frac{n!}{(r-1)!1!(n-r)!} p_{1}^{r-1} \cdot p_{2}^{1} \cdot p_{3}^{n-r} \tag{8.60}
\end{equation*}
$$

where

$$
\begin{aligned}
& p_{1}=P\left(X_{i} \leq x\right)=F(x) \\
& p_{2}=P\left(x<X_{i} \leq x+\delta x\right)=F(x+\delta x)-F(x)
\end{aligned}
$$

and

$$
p_{3}=P\left(X_{i} \geq x+\delta x\right)=1-P\left(X_{i} \leq x+\delta x\right)=1-F(x+\delta x)
$$

Substituting in (8.60), we get:

$$
\begin{aligned}
f_{r}(x)= & =\lim _{\partial x \rightarrow 0} \frac{P(x<X(r) \leq x+\delta x)}{\delta x} \\
= & \frac{1}{\beta(r, n-r+1) \cdot} \times F^{r-1}(\dot{x}) \times \lim _{x \rightarrow 0}\left[\frac{F(x+\delta x)-F(x)}{\delta x}\right] \\
& \quad \times \lim _{\delta x \rightarrow 0}[1-F(x+\delta x)]^{n-r} \\
& =\frac{1}{\beta(r, n-r+1)} \cdot F^{r-1}(x) \cdot f(x) \cdot[1-F(x)]^{n-r},
\end{aligned}
$$

as in (8.58).
8.14.3. Joint p.d.f. of two Order Statistics. Let us denote the joint p.d.f. of $X_{(r)}$ and $X_{(s)}$, where $1 \leq r<s \leq n$ by $f_{r s}(x, y)$. Then,

$$
f_{r s}(x, y)=\lim _{\delta x \rightarrow 0} \frac{P\left[x \leq X_{(r)} \leq x+\delta x \cap y \leq X_{(s)} \leq y+\delta y\right]}{\delta x \delta y}
$$

The event $E=\left\{x \leq X_{(r)} \leq x+\delta x \hat{\cap} y \leq \bar{X}_{(s)} \leq y=\delta y\right\}$ can materialise as fol-

$X_{i} \leq x$ for $r-1$ of the $X_{i}^{\prime}$ 's,
$x<X_{i} \leq x+\delta x$ for one $X_{i}$,
$x+\delta x<X_{i} \leq y$ for ( $s-r-1$ ) of $X_{i}$ 's,
$y<X_{i} \leq y+\delta y$ for one $X_{i}$.
and $X_{i}>y+\delta y$ for ( $n-s$ ) of the $X_{i}$ 's
Hence ussing multinomial probability law, we get

$$
\begin{align*}
P(E) & =P\left[x \leq X_{(r)} \leq x+\delta x \cap y \leq X_{(s)}<y+\delta y\right] \\
& =\frac{n!}{(r-1)!1!(s-r-1)!1!(n-s)!} p_{1}^{r-1} \cdot p_{2} p_{3}^{s-r-1} \cdot p_{A} p_{5}^{n-s} \tag{8•62}
\end{align*}
$$

where

$$
\begin{aligned}
& p_{1}=P\left(X_{i} \leq x\right)=F(x) \\
& p_{2}=P\left(x<X_{i} \leq x+\delta x\right)=F(x+\delta x)-F(x) \\
& p_{3}=P\left(x+\delta x<X_{i} \leq y\right)=F(y)-F(x+\delta x) \\
& p_{4}=P\left(y<X_{i} \leq y+\delta y\right)=F(y+\delta y)-F(y) \\
& p_{5}=P\left(X_{i}>y+\delta y\right)=1-P\left(X_{i} \leq y+\delta y\right)=1-F(y+\delta y)
\end{aligned}
$$

Substituting in (8.62) and using (8.61) we get:

$$
\begin{align*}
& f_{r s}(x, y)=\lim _{\delta x \rightarrow 0} \frac{P(E)}{\delta x \rightarrow 0} \\
& =\frac{n!}{(r-1)!(s-r-1)!(n-s)!} \times F^{r-1}(x) \times \lim _{\delta x \rightarrow 0} \frac{[F(x+\delta x)-F(x)]}{\delta x} \\
& x \lim _{\delta y \rightarrow 0}\left[\frac{F(y+\delta y)-F(y)}{\delta y}\right] \times \lim _{\delta y \rightarrow 0}\left[1-F\left(y+\delta y^{\prime}\right)\right]^{n-s} \\
& \times \lim _{\delta^{\prime} x \rightarrow 0}[F(y)-F(x+\delta x)]^{s-r-1} \\
& =\frac{n!}{(r-1)!(s-r-1)!(n-s)!} F^{-1}(x) \cdot f(x) \cdot[F(y)-F(x)]^{s-r-1} f(y) \cdot[1-F(y)]^{n-s} \tag{8.63}
\end{align*}
$$

8.14.4 Joint p.d.f. of $\boldsymbol{k}$ - Orrder Statistics. The joint p.d.f. of $\boldsymbol{k}$ - order statistics $X_{\left(r_{1}\right)}, X_{\left(r_{i}\right)} \ldots, X_{\left(r_{1}\right)}$ where $1 \leq r_{1}<r_{2}<\ldots,<r_{k} \leq n$ and $1 \leq k \leq n$ is for $x_{1} \leq x_{2} \leq \ldots \leq x_{k}$ given by [on using the following configuration and the multinomial probability law as in § 8.14-3]:


$$
\begin{align*}
f_{r_{1}, r_{2}, \ldots} & r_{k}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\frac{n!}{\left(r_{1}-1\right)!\left(r_{2}-r_{1}-1\right)!\ldots\left(r_{k}-r_{k-1}-1\right)!\left(n-r_{k}\right)!} \\
& \times F^{r_{1}-1}\left(x_{1}\right) \times f\left(x_{1}\right) \times\left[F\left(x_{2}\right)-F\left(x_{1}\right)\right]^{r_{2} \cdots r_{1}-1} \times f\left(x_{2}\right) \\
& \times\left[F\left(x_{3}\right)-F\left(x_{2}\right)\right]^{r_{3}-r_{2}-1} \times f\left(x_{3}\right) \times \ldots \times f\left(x_{k}\right)\left[1-F\left(x_{k}\right) \cdot\right]^{n-r_{k}} \tag{8•64}
\end{align*}
$$

8•14.5. Joint p.d.f. of all $\boldsymbol{n}$ - Order Statistics. In particular the joint p.d.f. of all the $n$ order statistics is obtained on taking $\tilde{k}=n$ in (8.64). This implies that $r_{i}=i$ for $i=1,2, \ldots, n$. Hence joint.p.d.f. of $X_{(1)}, X_{(2)}, \ldots, X_{(n)}$, is given by:

$$
\begin{equation*}
f_{1,2}, n\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n!f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{n}\right) \tag{8.65}
\end{equation*}
$$

Aliter. We can easily obtain (8.65) by using the following configuration:

a'nd the multinomial prọbability law as in § $8 \cdot 14 \cdot 3$.
8.14.6. Distribution of Range and other Systematic Statistics. Let us obtain the p.d.f. the statistic $W r s=X_{(s)}-X_{(r)} ; r<s$. We start with the joint p.d.f. of $X_{(r)}$ and $X_{(s)}$ given in (8.63) and transform $\left[X_{(r)}, X_{(s)}\right]$ to the new variables Wrs and $X_{(r)}$ s.t.

$$
\begin{array}{ll} 
& w_{r s}=y-x ; x=x \\
\therefore & \text { s.t.; } y=x+w_{r s} \text { and } \bar{x}=x \\
\therefore \quad & J(x, y) \\
& =\left|\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right|=1 \Rightarrow|J|=1
\end{array}
$$

The joint p.d.f. $f_{r s}(x, y)$ in (8.63) transforms to the joint p.d.f. of $X_{(r)}$ and $W_{r s}$ as given below:

$$
\begin{align*}
& g\left(x, w_{r s}\right)=c_{r s} \cdot F^{r-1}(x) \cdot f(x)\left[F\left(x+w_{r s}\right)-F(x)\right]^{s-r-1}  \tag{8.66}\\
& \times f\left(x+w_{r s}\right) \times\left[1-F\left(x+w_{r s}\right)\right]^{n-s}
\end{align*}
$$

$$
\text { where } c_{r s}=\frac{n!}{(r-1)!(s-r-1)!(n-s)!}
$$

Integrating (8.66) w.r.to. $x$ from $-\infty$ to $\infty$, we obtain the p.d.f. of $W_{r s}$ as:

$$
\begin{array}{r}
g\left(w_{r s}\right)=c_{r s} \int_{-\infty}^{\infty}\left\{F^{r-1}(x) f(x)\left[F\left(x+w_{r s}\right)-F(x)\right]^{s-r-1} \cdot f\left(x+w_{r s}\right)\right. \\
\left.\cdot\left[1 \cdots F\left(x+w_{r s}\right)\right]^{n-s}\right\} d x \tag{8•68}
\end{array}
$$

Remark. Distribution of Range $W^{\prime}=X_{(n)}-X_{(1)}$. Taking $r=1$ and $s=n$ in (8.68), we obtain the p.d.f. of the range $W=X_{(n)}-X_{(1)}$ as:

$$
\begin{equation*}
g(w)=n(n-1) \int_{-\infty}^{\infty} f(x)[F(x+w)-F(x)]^{n-2} . f(\dot{x}+w) d x ; w \geq 0 \tag{8•69}
\end{equation*}
$$

The c.d..f of $W$ is rather sirr:ple as given below:

$$
\begin{aligned}
& G\left(w^{i}\right)=P(W \leq w)=\int_{0}^{w} g(u) d u \\
& =\int_{0}^{w}\left\{n \cdot(n-1) \int_{-\infty}^{\infty} f(x)[F(x+u)-F \cdot(x)]^{n-2} f(x+u) d x\right\} \cdot d u \\
& =n \int_{-\infty}^{\infty}\left[f(x)\left\{\int_{0}^{w}\left(n^{\prime}-1\right) f(x+u)\left(F^{i}(x+u)-F(x)\right)^{n-2} d u\right\} d x\right. \\
& =n \int_{-\infty}^{\infty} f(x)\lceil F(x+w)-F(x)]^{n-1} d x
\end{aligned}
$$

Example $8 \cdot 48$ Let $X_{1}, X_{2}, \ldots, X_{n}$ be a raindom sample from a population with conimuous density. Show that $Y_{1}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$, is exponential with parametor $n \lambda$ if and only if each $X_{i}$ is exponential with parameter $\lambda$.

Solution. Let $X_{i}$ be i.i.d. exponentialivariates with parameter $\lambda$ and p.d.f.

$$
\begin{align*}
& f(x)=\lambda e^{-\lambda r} ; x \geq 0, \lambda>0  \tag{i}\\
& F(x)=P(X \leq x)=\int_{0}^{0} f(u) d u=\lambda \int_{0}^{x} e^{-\lambda u} d u=1-e^{-i x x} \tag{ii}
\end{align*}
$$

Distribution function $G($.$) of Y_{1}={ }^{0}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is given by:

$$
\begin{align*}
G_{Y_{1}}(y) & =P\left(Y_{1} \leq y\right)=1-\left[1-F_{1}(y)\right]^{n-}  \tag{8.54}\\
& =1-\left[1-\left(1-e^{-\lambda y}\right)\right]^{n}=1-e^{-n \lambda y}
\end{align*}
$$

[From (ii)]
which is the distribution function of exponential distribution with parameter $n \lambda$. Hence $Y_{1}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$, has exponential distribution with parameter $n \lambda$.

Conversely, Let $Y_{1}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right) \sim \operatorname{Exp}(n \lambda)$ so thạ̀t

$$
\begin{align*}
& P\left(Y_{1} \leq y^{\prime}\right)=1-e^{-n \lambda . y} \Rightarrow P\left(Y_{1} \geq y\right)=e^{-n \lambda . y}  \tag{iv}\\
& \Rightarrow \quad P\left[\min \left(X_{1}, X_{2}, \ldots, X_{n}\right) \geq y\right]=e^{-n \lambda y} . \\
& \Rightarrow P\left[\left(X_{1} \geq y\right) \cap^{\prime}\left(X^{i} \geq y\right) \cap \ldots\left(X_{n}^{\prime} \geq y\right)\right]=e^{-n \lambda, i^{*}} \\
& \Rightarrow \quad \Pi_{n}^{n} P\left(X_{1} \geq y\right)=e^{-n \dot{\lambda} y} \\
& i=1 \\
& {\left[P\left(X_{i} \geq y^{\prime}\right)\right]^{n}=e^{-n \lambda . y} \quad\left[\because X_{i}^{\prime \prime} \text { 's are i.i.d. }\right]} \\
& \Rightarrow \quad P\left(X_{i} \geq y\right)=e^{-\lambda y}
\end{align*}
$$

$$
\Rightarrow \quad P\left(X_{i} \leq y\right)=1-e^{-\lambda y}
$$

which is the distribution function of $\operatorname{Exp}(\lambda)$ distribution. Hence $X_{i}$ 's are i.i.d. $\operatorname{Exp}(\lambda)$.

Example 8.49. For the exponential distribution $f(x)=e_{i}^{-x}, x \geq 0$; show that the cumulative distribution function (c.d.f.) of $X_{(n)}$ in a random sample of size $n$ is $F_{n}^{\prime}(x)=\left(1-e^{-x}\right)^{n}$. Hence prove that as $n \rightarrow \infty$, the c.d.f. of $X_{(n)}-\log n$ tends to the limiting form $\exp [-(\exp (-x))],-\infty<x<\infty$.

Solution. Here $f(x)=e^{-x}, x \geq 0 ; F(x)=P(X \leq x)=1-e^{-x}$
The c.d.f. of $X_{(n)}$ is given by [From (8.53)]

$$
\begin{equation*}
F_{n}(x)=P[X(n) \leq x]=[F(x)]^{n}=\left(1-e^{-x}\right)^{n} \quad[\operatorname{From}(*)] \ldots(* *) \tag{*}
\end{equation*}
$$

The c.d.f. $G_{n}($.$) of X_{(n)}-\log n$ is given by:

$$
\begin{aligned}
G_{n}(x) & =P\left[X_{(n)}-\log n \leq x\right] \\
& =P\left[X_{(n)} \leq x+\log n\right] \\
& =\left[1-e^{-(x+\log n)}\right]^{n}
\end{aligned}
$$

$$
=\left[1-\frac{e^{-x}}{n}\right]^{n} \quad\left[\because e^{-\log n}=e^{\log n^{-1}}=\frac{1}{n}\right]
$$

$$
\therefore \quad \lim _{n \rightarrow \infty} G_{n}(x)=\lim _{n \rightarrow \infty}\left[1-\frac{e^{-x}}{n}\right]^{n}=\exp \left[-e^{-x}\right]
$$

$$
\left[\because \lim _{n \rightarrow \infty}\left(1+\frac{m}{n}\right)^{n}=e^{m}\right]
$$

Example 8.50 Show that for a random sample of size 2 from $N\left(0, \sigma^{2}\right)$ population, $E\left(X_{(1)}\right)=-\sigma / \sqrt{\pi} \quad$ [Delhi Univ. M.Sc. (Stat.), 1988, 1982]

Solution. For $n=2$, the p.d.f. $f_{1}(x)$ of $X_{(1)}$ is given by: [From (8.58)]

$$
\dot{f}_{1}(x)=\frac{1}{\beta(1,2)}[1-F(x)] f(x)=2[1-F(x)] \cdot f(x) ;-\infty<x<\infty
$$

where $f(x)=\frac{1}{\sigma \sqrt{2} \pi} e^{-x^{2} / 2 \sigma^{2}}$

$$
\left[\because X \sim N\left(0, \sigma^{2}\right)\right]
$$

$$
\begin{equation*}
\therefore E\left(X_{(1)}\right)=\int_{-\infty}^{\infty} x \cdot f_{1}(x) d x=2 \int_{-\infty}^{\infty}[1-F(x)] \cdot x f(x) d x \tag{i}
\end{equation*}
$$

We have: $\log f(x)=-\log (\sqrt{2 \pi} \sigma)-\frac{x^{2}}{2 \sigma^{2}}$
Differentiating w.r.t. $x$ we get:

$$
\begin{align*}
& \frac{f^{\prime}(x)}{f(x)}=-\frac{x}{\sigma^{2}} \\
\Rightarrow \quad & \int x f(x) d x=-\sigma^{2} \int f^{\prime}(x) d x=-\sigma^{2} f(x) \tag{ii}
\end{align*}
$$

Integrating (i) by parts and using (ii), we get:

$$
\begin{aligned}
E\left(X_{(1)}\right) & =2 \cdot\left\{[1-F(x)]\left(-\sigma^{2} f(x)\right)\right\}_{-\infty}^{\infty}-2 \int_{-\infty}^{\infty}\left(-\sigma^{2} f(x)\right)(-f(x)) d x \\
& =-2 \sigma^{2} \int_{-\infty}^{\infty}[f(x)]^{2} d x=-\frac{1}{\pi} \int_{-\infty}^{\infty} e^{-x^{2} / \sigma^{2}} d x \\
& =-\frac{1}{\pi} \cdot \frac{\sqrt{\pi}}{(1 / \sigma)} \\
& =-\sigma / \sqrt{\pi}
\end{aligned}
$$

Example 8.51. Show that in odd samples of size n from $U[0,1]$ population, the mean and variance of the distribution of median are $1 / 2$ and $1 /[4(n+2)]$ respectively.

Solution. We have: $\quad f(x)=1 ; 0 \leq x \leq 1$

$$
F(x)=P(X \leq x)=\int_{0}^{x} f(u) d u!=\int_{0}^{x} 1 \cdot d u=x
$$

Let $n=2 m+1$ (odd), where $m$ is a positive integer $\geq 1$. Then median observation is $X_{(m+1)}$. Taking $r=(m+1)$ in (8.58), theip.d.f of median $X_{(m+1)}$ is given by:

$$
\begin{aligned}
f_{m+1}(x) & =\frac{1}{\beta(m+1, m+1)} \cdot x^{m}(1-x)^{m} \\
\therefore \quad E\left(X_{(m+1)}\right) & =\frac{1}{\beta(m+1, m+1)} \cdot \int_{0}^{1} x \cdot x^{m}(1-x)^{m} d x \\
& =\frac{\beta(m+2, m+1)}{\beta(m+1, m+1)} . \\
& =\frac{\Gamma(m+2) \cdot \Gamma(m+1)}{\Gamma(m+3)} \times \frac{\Gamma(2 m+2)}{\Gamma(m+1) \cdot \Gamma(m+1)} \\
& =\frac{m+1}{2 m+2}=\frac{1}{2} \quad \text { (On simplification) } \\
E\left(X_{(m+1)}^{2}\right) & =\int_{0} x^{2} f_{m+1}(x) d x=\frac{1.1}{\beta(m+1, m+1)} \cdot \int_{0}^{1} x^{m+2}(1-x)^{m} d x \\
& =\frac{\beta(m+3, m+1)}{\beta(m+1, m+1)}=\frac{m+2}{2(2 m+3)} \\
\therefore \operatorname{Var}\left(X_{(m+1)}\right) & =E\left(X_{(m+1))-[E \dot{X}(m+1)]^{2}}^{m+2}=\frac{1}{1}=\frac{1}{4(2 m+3)}=\frac{1 n+2)}{2(2 m+3)}-\frac{1}{4}=\frac{1}{4(2 m+3}\right.
\end{aligned}
$$

Example 8.52. Let $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. non-negative random variables of the continuous type with p.d.f. $f($.$) and distribution function F($.$) .$

If $E|X|<\infty$, Show that $E\left|X_{(r)}\right|<\infty$.
(b) Write $M_{n}=X_{(n)}=\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)$. Show that

$$
E\left(M_{n}\right)=E\left(M_{n-1}\right)+\int_{0}^{\infty} F^{n-1}(x)[1-F(x)] d x ; n=2,3, \ldots
$$

[Delbi Univ. B.Sc. (Stat. Hons:), 1990]
Hence evaluate $E\left(M_{n}\right)$ if $X_{1}, X_{2}, \ldots, X_{n}$ have commondistribution function: $F(x)=x ; 0<x<1$.
Solution (a) $E\left|\left|X_{(r)}\right|=\int_{0}^{\infty}\right| x \mid \cdot f_{r}(x) d x$ ( $\because \cdot X$ is non - negative continuous $\mathrm{r}: \mathrm{v}_{\mathrm{V}}$ )

$$
\begin{aligned}
& =\int_{0}^{\infty}|x| \cdot \frac{n!}{(r-1)!(n-r)!} f(x) \cdot F^{r-1}(x)[1-F(x)]^{n-r} d x \\
& \leq n\binom{n-1}{r-1} \cdot \int_{0,1}^{\infty}|x| f(x) d x \\
& \leq n \cdot\binom{n-1}{r-1} E|X|
\end{aligned}
$$

Hence $E\left|X_{(r)}\right|<\infty$ if $\cdot E\left|X^{\bullet}\right|^{\circ}<\infty$.
(b) The p.d.f. $f_{n}(x)$, of $M_{n^{\prime}}=X_{(n)}$ is given by:

$$
\begin{aligned}
& \quad f_{n}(x)=n[F(x)]^{n-1} \cdot f(x) \\
& E\left(M_{n}\right)=\lim _{a \rightarrow \infty} \int_{0}^{0} x f_{n}(x) d x \quad(\because X \geq 0, a s .) \\
& \therefore \quad E\left(M_{n}\right)=\lim _{a \rightarrow \infty} n \int_{0} x[F(x)]^{n-1} \cdot f(x) d x
\end{aligned}
$$

Integrating by parts we get:

$$
\begin{aligned}
\dot{E}\left(M_{n}\right) & :=n \cdot \lim _{a \rightarrow \infty}\left[\left.|\cdot| x \cdot \frac{F^{n}(x)}{n}\right|_{0} ^{a}-\int_{0}^{a} \frac{F^{n}(x)}{n} \cdot 1 \cdot \cdot d x\right] \\
& =\lim _{a \rightarrow \infty}\left[a F^{n}(a)-\int_{0}^{a} F^{n}(x) d x\right] \\
& \vdots \lim _{a \rightarrow \infty}\left[\int_{0}^{a}\left(1-F^{n^{\prime}(x)-1}\right)^{\prime} d x+a F^{n}(a)\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\lim _{a \rightarrow \infty}\left[\int_{0}^{a}\left(1-F^{n}(x)\right) d x-a+a F^{n}(a)\right] \\
& =\lim _{a \rightarrow \infty}\left[\int_{0}^{a}\left(1-F^{n}(x)\right) d x-a\left(1-F^{n}(a)\right) .\right.
\end{aligned}
$$

Since $E M_{n}$ exists,(By part (a)),

$$
\begin{align*}
& \text { a. } P\left(M_{n}>a\right)=a\left[1-P\left(M_{\eta} \leq a\right)\right]=a\left[1-F^{n}(a)\right] \\
& \longrightarrow 0 \text { as } a \longrightarrow \infty \text {. } \\
& \therefore E\left(M_{n}\right)=\lim _{a \rightarrow \infty} \int_{\dot{0}}^{a}\left(1-F^{n}(x)\right) d x=\int_{0}^{\infty}\left(1-F_{i}^{n}(x)\right) d x  \tag{*}\\
& =\int_{0}^{\infty}\left(1^{x}-F^{n-1}(x) . F(x)\right) d x \text {. } \\
& =\int_{0}\left[1-F^{n^{L} r}(x)\left[1-(1-F(x))_{i}^{\frac{1}{i}}\right] d x-\right. \\
& =\int_{0}^{\infty}\left(1-F^{n-1}(x)\right) d x+\int_{0}^{\infty} F^{n-1}(x)[1-F(x)] d x, \\
& =E\left(M_{n-1}\right)+\int_{0}^{\infty} F^{n-1}(x)[1 \ldots F(x)] d x \mid \text { From (. * | ... (**) }
\end{align*}
$$

If $X \sim I . / \mid \dot{0}, 1]$, then

$$
f(x)=1 ; 0<x<1 \quad \text { and } \quad F(x)=x ; 0<x<1
$$

Substifuṭing in (**), we get:

$$
\begin{align*}
& E\left(M_{n}\right)-E\left(M_{n-1}\right) \\
\Rightarrow \quad & \int_{0}^{1} x^{n-1}(1-x) d x  \tag{***}\\
& E\left(M_{n}\right)-E^{\prime}\left(M_{n-1}\right)=\frac{1}{n} \cdots \frac{1}{n+1}
\end{align*}
$$

Changing $n$ 1on-1, $n-2, \ldots, 2,1$ in (***) we get respectivelv:

$$
\begin{aligned}
E:\left(M_{n-1}\right)_{n}-E\left(M_{n-2}\right) & =\frac{1}{n-1}-\frac{1}{n} \\
E\left(M_{2}\right)-E\left(M_{1}\right) & =\frac{1}{2}-1 \\
E\left(M_{1}\right)-E\left(M_{1}\right) & =1-\frac{1}{2}
\end{aligned}
$$

Adding ( ${ }^{* * *}$ ) and the above equations and noting that $E\left(M_{0}\right)=0$, we get:
$E\left(M_{n}\right)=1-\frac{1}{n+1}=\frac{n}{n+1}$
Example 8.53 (a) Find the p.d.f. of $X_{(r)}$ in a random sample of size $n$ from the exponential distribution:

$$
f(x)=\alpha e^{-\alpha x}, \alpha>0, x \geq 0
$$

(b) Show that $X_{(r)}$ and $W_{r s}=X_{(s)}-X_{(r)}, r<s$, are independently distributed,
(c) What is the distribution of $W_{1}=X_{(r+1)}-X_{(r)}$ ?

Solution. Here $F(x)=P(X \leq x)=\int_{0}^{x} \alpha \cdot e^{-\alpha u} d u=1-e^{-\alpha x}$
The p.d.f. of $X_{(r)}$ is given by:

$$
\begin{aligned}
f_{r}(x) & =\frac{1}{\beta(r, n-r+1)} \cdot[F(x)]^{r-1} \cdot[1-F(x)]^{n-r} \cdot f(x) \\
& =\frac{1}{\beta(r, n-r+1)} \cdot\left(1-e^{-\alpha x}\right)^{r-1} \cdot e^{-\alpha x(n-r)} \cdot \alpha \cdot e^{-\alpha x} \\
& =\frac{1}{\beta(r, n-r+1)} \cdot \alpha \cdot e^{-\alpha x(n-r+1)} \cdot\left[1-e^{-\alpha x}\right]^{r-1} ; x>0
\end{aligned}
$$

(b) The joint p.d.f. of $X_{(r)}$ and $W_{r s}=X_{(s)}-X_{(r)}$ is given by [From (8.66)]

$$
\begin{align*}
& g\left(x, w_{r s}\right)= c_{r s} \cdot F^{r-1}(x) f(x)\left[F\left(x+w_{r s}\right)-F(x)\right]^{s-r-1} \\
& \times f\left(x+w_{r s}\right)\left[1-F\left(x+w_{r s}\right)\right]^{n-s} \\
&= \frac{n!}{(r-1)!(n-r)!} \times \frac{(n-r)!}{(s-r-1)!(n-s)!} \times\left[1-e^{-\alpha x}\right]^{r-1} \alpha e^{-\alpha x} \\
& \times\left[e^{-\alpha x}-e^{-\alpha\left(x+w_{n}\right)}\right]^{s-r-1} \times \alpha e^{-\alpha\left(x+w_{n}\right)} \times\left[e^{-\alpha\left(x+w_{n}\right)}\right]^{n-s} \\
&= {\left[\frac{1}{\beta(r, n-r+1)} \cdot \alpha e^{-\alpha x(n-r+1)}\left(1-e^{-\alpha x}\right)^{r-1}\right] } \\
& \times {\left[\frac{1}{\beta(s-r, n-s+1)} \cdot \alpha \cdot e^{-(n-s+1) \alpha w_{n}}\left(1-e^{\alpha, w_{n}}\right)^{s-r-1}\right] \ldots(i i) } \tag{ii}
\end{align*}
$$

$\Rightarrow X_{(r)}$ and $W_{r s}$ are independently distributed.
(c) Taking $s=r+1$ in (ii), the p.d.f. of $W_{1}=X_{(r+1)}-X_{(r)}$ becomes:

$$
\begin{aligned}
g\left(w_{1}\right) & =\frac{1}{\beta(1, n-r)} \cdot \alpha \cdot e^{-\alpha(n-r) w_{1}} \\
& =(n-r) \alpha \cdot e^{-(n-r) \alpha w_{1}} ; w_{1} \geq 0
\end{aligned}
$$

which shows that $W_{1}$ bas an exponential distribution with parameter $(n-r) \alpha$.

## EXERCISE 8 ( $\mathbf{j}$ )

(1) (a) Obtain the distribution function and hence the p.d.f. of the rh order statistic $X_{(r)}$ in a random sample of size $n$ from a population with continuous distribution function $P($.$) . Deduce the p.d.f.'s of the smallest and the largest$ sample observations.
[Dèlhi Univ. M.Sc. (Stat.), 1987]
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a population baving continuous distribution function $P(x)$. Define the $r$ th order statistic $X_{(r)}$ and obtain its distribution function and hence its p.d.f.
[Delhi Univ. M.Sc. (Stat.), 1983]
2. Define rth order statistic $X_{(r)}$. Obtain the joint p.d.f. of $X_{(r)}$ and $X_{(r)}$. $r<s$, in a random'sample of size $n$ from a population with continuous distribution function $P\left(\right.$. ). Hence deduce the p.d.f. of sample range $W=X_{(n)}-X_{(1)}$.
[I)elhi Univ. M.Sc. (Stat.), 1988, 1982]
3. Obtain the distribution function and hence the p.d.f. of the smallest sample abservation $X_{(1)}$ in a randons sample of size $n$ from a population with a continuous distribution function $F(x)$. Show that for random sample of size 2 from normal population $N\left(0, \sigma^{2}\right), E\left(X_{(1)}\right)=-\sigma / \sqrt{\pi}$
[Bombay Univ. M.Sc. (Stat.), 1992]
4. Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ independent variates, $X_{i}$ having a geometric distribution with parameter $p_{i}$, i.e.,
$P\left(X_{i}=x_{i}\right)=q_{i}^{x_{i}-1} . p_{i} ; q_{i}=1-p_{i}, x_{i}=1,2,3, \ldots$
Show that $X_{(1)}$ is distributed geometrically with parameter $\left(1-q_{1} q_{2} \ldots q_{n}\right)$
[Delhi Univ. M.Sc. (Stat.), 1983]
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ independent variates, $X_{i}$ having a geometric distribution with parameter $p_{i}$ i.e.

$$
P\left(X_{i}=x_{i}\right)=q_{i}^{x_{i}-1} \cdot p_{i} ; q_{i}=1-p_{i}, x_{i}=1,2,3, \ldots
$$

Show that $X_{(1)}$ is distributed geometrically with parameter $\left(1-q_{1} q_{2} q_{3}\right.$ $\left.\ldots q_{n}\right)$.
5. For a ràndom sample of size $n$ from a continuous population whose p.d.f. $p(x)$ is symmetrical at $x=\mu$, show that

$$
f_{r}(\mu+x)=\int_{n-r+1}(\mu-x),
$$

where $f_{r}($.$) is the.p.d.f. of X_{(r)}$.
Hint. $\int(\mu+x)=\int(\mu-x)$

$$
\begin{align*}
F(\mu+x) & =P(X \leq \mu+x)=P(X \geq \mu-x)  \tag{Bysymmetry}\\
& =1-P(X \leq \mu-x)=1-F(\mu-x) .
\end{align*}
$$

6. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a population having continuous distribution function $F(x)$.

Define the order statistic of rank $k, 1 \leq k \leq n$. Find its distribution function.
Show that for the rectangular distribution

$$
f(x)=1 / \theta_{2}, \quad \theta_{1}-\frac{1}{2} \theta_{2} \leq x \leq \theta_{1}+\frac{1}{2} \theta_{2}
$$

$$
E\left[\frac{X_{(r)}-\theta_{1}}{\theta_{2}^{3}}\right]=\frac{r}{n+1}-\frac{1}{2}
$$

7. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample with common p.d.f.

$$
f(x)= \begin{cases}1, & 0<x<1 \\ 0, & \text { otherwise }\end{cases}
$$

(i) Find the p.d.f., mean and variance of $X_{(1)}$.
(ii) Find the .p.d.f., mean and variance of $X_{(n)}$.
(iii) Find Corr. $\left(X_{(1)}, X_{(n)}\right)$.

Ans.

$$
\begin{align*}
\text { (i) } f_{1}(x) & =n(1-x)^{n-1}, 0 \leq x \leq 1 ; E\left(X_{(1)}\right)=1 /(n+1) \\
\operatorname{Var}\left(X_{(1)}\right) & =n /\left[(n+2)(n+1)^{2}\right] \\
f_{n}(x) & =n x^{n-1} ; 0 \leq x \leq 1 ; E\left(X_{(n)}\right)=n /(n+1)  \tag{ii}\\
\operatorname{Var}\left(X_{(n)}\right) & =n /\left[(n+2)(n+1)^{2}\right]
\end{align*}
$$

(iii) Hint. $r\left(X_{(1)}, X_{(n)}\right)=\frac{\operatorname{Cov}\left(X_{(1),} X_{(n)}\right)}{\sqrt{\operatorname{Var}\left(X_{(1)} \cdot \operatorname{Var} X_{(n)}\right.}}$ [c.f. Chapter 10]

$$
\begin{aligned}
& E\left(X_{(1)} \cdot X_{(n)}\right)=\int_{0}^{y} \int_{0}^{1} x y f_{1 n}(x, y) d x d y=n(n-1) \int_{0}^{y} \int_{0}^{1} x y(y-x)^{n-2} d x d y \\
&\left(\because f_{1 n}(x, y)\right.\left.=n(n-1) f(x)[F(y)-F(x)]^{n-2} f(y) ; 0 \leq x<y \leq 1\right) \\
& \therefore E\left(X_{(1)} \cdot X_{(n)}\right)=n(n-1) \int_{0}^{y} \int_{0}^{1} x y^{n-1}\left(1-\frac{x}{y}\right)^{n-2} d x d y \\
&=n(n-1) \int_{0}^{1} \int_{0}^{1} y^{n+1} t(1-t)^{n-2} d t d y ;\left(\frac{x}{y}=t\right) \\
&=1 /(n+2) \\
& \quad \text { [On simplification] }
\end{aligned}
$$

$\operatorname{Cov}\left(X_{(1)}, X_{(n)}\right)=1 /\left[(n+1)^{2} .(n+2)\right]$
$\operatorname{Corr} .\left(X_{(1)}, X_{(n)}\right)=1 / n$
8. Show that the c.d.f. of the mid-point (or mid-range) $M=\frac{1}{2}\left(X_{(1)}+X_{(n)}\right)$, in a random sample of size $n$ from a continuous population with c.d.f. $F(x)$ is:

$$
F(m)=P(M \leq m)=n \int_{-\infty}^{m}[F(2 m-x)-F(x)]^{n-1} \cdot f(x) d x
$$

9. Let $X_{i}(i=1,2, \ldots, n)$, be i.i.d. non-negative ì.v.'s of continuous type. If $M_{n}=X_{(n)}=\operatorname{Max}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, and $E(|X|)<\infty$, then prove that

$$
E\left(M_{n}\right)=E\left(M_{n-1}\right)+\int_{0}^{\infty} F^{n-1}(x)[1-F(x)] d x
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
Hence find $E\left(M_{n}\right)$ if $X_{i}$ 's are i.i.d. exponential variates with parameter $\lambda$.

Ans. $E\left(M_{n}\right)=\frac{1}{\lambda}\left[1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n}\right]$
10. Show by means of an example that there may exist a r.v. $X$ for which $E(X)$ does not exist but $E\left(X_{(r)}\right)$ exists for some $r$;

Hint. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from the popln. with p.d.f.

$$
f(x)=\frac{1}{x^{2}}, 1<x<\infty ; \quad F(x)=1-\frac{1}{x}
$$

$E(X)$ does not exist, but $E\left(X_{(r)}\right)$ exists for any $r<n$.
11. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a population with p.d.f.

$$
\begin{aligned}
f(x) & =1,0<x<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

Show that

$$
Y_{1}=X_{(1)} / X_{(2)}, \quad Y_{2}=X_{(2)} / X_{(3)}, \ldots, \ldots
$$

$Y_{n-1}=X_{(n-1)} / X_{(n)}$ and $Y_{n}=X_{(n)}$ are independently distributed and identily their distributions.

Hint. Procced as in the hint to Q. No. 18 and 19 .
12. Let $X_{1}, X_{2}, X_{3}$ be a random sample of size 3 from exponential distribution with parameter $\lambda$. Show that $Y_{1}=X_{(3)}-X_{(2)}$ and $Y_{2}=X_{(2)}$ are independently distributed.

Hint. $n=3$; write joint p.d.f. of order statistics $X_{(2)}$ and $X_{(.3)}$ and then transform to $Y_{1}$ and $Y_{2}$.
13. Let $X_{1}, X_{2}, \ldots, X_{2 m+1}$ be an odd-size random sample from a $N\left(\mu, \sigma^{2}\right)$ population. Find the p.d.f. of the sample median and show that it is symmetric about $\mu$, and bence has the mean $\mu$.
14. A random sample of size $\boldsymbol{n}$ is drawn from an exponential population:

$$
p(x)=\frac{1}{\theta} e^{-x / \theta} ; \theta>0, x \geq 0
$$

(i) Obtain the p.d.f. of $X_{(r)}$.
(ii) Show that $X_{(r)}$ and $W_{r s}=X_{(s)}-X_{(r)}, r<s$ are independently distributed.
(iii) Identify the distribution of $W_{1}=X_{(r+1)}-X_{(r)}$
[Gujrat Univ. M.Sc. (Stat.), 1991]
15. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a uniform population with p.d.f.

$$
f(x)=\left\{\begin{array}{lc}
1, & \text { if } 0 \leq x \leq 1 \\
0, & \text { otherwise }
\end{array}\right.
$$

Show that :
(a) $X_{(r)}$ is a $\beta_{1}(r, n-r+1)$ variate.
(b) $\quad W_{r s}=X_{(s)}-X_{(r)}$ also has a Beta distribution which depends only on $s-r$ and not on $s$ and $r$ individually.

Ans. $f_{(\text {Wrs })}=\frac{1}{\beta(s-r, n-s+r+1)} \cdot w_{r s}^{s-r-1}\left(1-w_{r s}\right)^{n-s+r} ; 0 \leq w_{r s} \leq 1$
16. In a random sample of size $n$ from uniform $U[0,1]$ population, obtain the p.d.f. of $W_{r s}=X_{(s)}-X_{(r)}$ and identify its distribution.
[Delhi Univ. M.Sc. (Stat.), 1987]
17. Obtain the p.d.f. of the range in a random sample of size 5 from the population with p.d.f. $e^{-x}, x>0$.
[Meerut Univ. M.Sc. (Stat.), 1993]
18. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from continuous population with p.d.f.

$$
\begin{aligned}
f(x) & =\beta e^{-x \beta} ; x \leq 0, \beta>0 \\
& =0, \text { otherwise }
\end{aligned}
$$

(a) Show that $X_{(r)}$ and $X_{(s)}-X_{(r)}$ are independent for any $s>r$.
(b) Find the p.d.f. of $X_{(r+1)}-X_{(r)}$
(c) Let $Z_{1}=n X_{(1)}, Z_{2}=(n-1)\left(X_{(2)}-X_{(1)}\right)$,

$$
\begin{equation*}
Z_{3}=(n-2)\left(X_{(3)}-X_{(2)}\right), \ldots, Z_{n}=\left(X_{(n)}-X_{(n-1)}\right) \tag{*}
\end{equation*}
$$

Show that $\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right)$ and ( $\left.X_{1}, X_{2}, \ldots, X_{n}\right)$ are identically distributed.
Hint. (c) The joint p.d.f. of $X_{(1)}, X_{(2)}, \ldots, X_{(n)}$ is:

$$
\begin{align*}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =n!f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{n}\right) \\
& =n!\beta^{n} \cdot e^{-\beta x_{1}} \cdot e^{-\beta x_{2}} \ldots e^{-\beta x_{n}} \tag{**}
\end{align*}
$$

Transformation ( ${ }^{*}$ ) gives:

$$
\begin{gathered}
X_{(1)}=\frac{Z_{1}}{n} ; X_{(2)}=\frac{Z_{1}}{n}+\frac{Z_{2}}{n-1} ; X_{(3)}=\frac{Z_{1}}{n}+\frac{Z_{2}}{n-1}+\frac{Z_{3}}{n-2}, \\
X_{(n)}=\frac{Z_{1}}{n}+\frac{Z_{2}}{(n-1)}+\ldots+\frac{Z_{n-1}}{2}+\frac{Z_{n}}{1} \\
J=\frac{\partial\left(X_{(1),}, X_{(2)}, \ldots, X_{(n)}\right)}{\partial\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right)}=\frac{1}{n!}
\end{gathered}
$$

$0<X_{(1)}<X_{(2)}<\ldots<X_{(n)}<\infty \Rightarrow 0<Z_{i}<\infty ; i=1,2, \ldots, n$.
Using $\left({ }^{* * *}\right)$ and $|J|,\left({ }^{* *}\right)$ transforms to
$g\left(z_{1}, z_{2}, \ldots, z_{n}\right)=\left(\beta e^{-\beta Z_{1}}\right)\left(\beta e^{-\beta Z_{2}}\right) \ldots\left(\beta e^{-\beta Z_{n}}\right) ; 0<Z_{i}<\infty$
$\Rightarrow \quad Z_{1}, Z_{2}, \ldots, Z_{n}$ are i.i.d. exponential variates with parameter $\beta$.
19. Let $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. with p.d.f.

$$
\begin{aligned}
f(x) & =\frac{1}{\sigma} \exp \left[-\left(\frac{x-\theta}{\sigma}\right)\right] ; x>0 \\
& =0, \text { otherwise }
\end{aligned}
$$

Show that $X_{(1)}, X_{(2)}-X_{(1)}, X_{(3)}-X_{(2)}, \ldots, X_{(n)}-X_{(n-1)}$ are independent.
Hint.

$$
\begin{array}{lrl}
\text { Hint. } & Z_{1} & =X_{(1)} ; Z_{2}=X_{(2)}-X_{(1)}, \ldots, Z_{n}=X_{(n)}-X_{(n-1)} \\
\Rightarrow & & X_{(1)}
\end{array}=Z_{1}, X_{(2)}=Z_{1}+Z_{2}, \ldots, X_{(n)}=Z_{1}+Z_{2}+\ldots+Z_{n},
$$

As in above problem

$$
g\left(z_{1}, z_{2}, \ldots, z_{n}\right)=n!\stackrel{n}{!} f\left(x_{i}\right)|J|
$$

$$
\begin{aligned}
=\left[\frac{n}{\sigma} e^{-n\left(z_{1}-\theta\right) / \sigma}\right] \cdot\left[\frac{(n-1)}{\sigma} e^{-(n-1) z_{2} / \sigma}\right] \cdots & \left.\cdots \frac{2}{\sigma} e^{-2 z_{n-1} / \sigma}\right] \\
& \times\left[\frac{1}{\sigma} e^{-z / \sigma}\right]
\end{aligned}
$$

$\Rightarrow \quad Z_{1}, Z_{2}, \ldots, Z_{n}$ are independently distributed.
20. Find the p.d.f. of $r$ th order statistic.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. with a distribution function

$$
F(y)=\left\{\begin{array}{lc}
y^{\alpha} \text { if } \dot{0}<y<1 \\
0, & \text { otherwise }
\end{array} ; \alpha>\dot{0}\right.
$$

Show that $\frac{X_{(i)}}{X_{(n)}}, i=1,2, \ldots, n-1$ and $X_{(n)}$ are independent.
[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
21. Let $x_{i 1}, x_{i 2}, \ldots \ldots, x_{i n}, i=1,2, \ldots \ldots . ., k$ be $k$ random samples from $R\left(\frac{1}{2}, 1\right)$ population. Find the distribution of $U=x_{1(n)} \cdot x_{2(n)} \ldots \ldots x_{k(n)}$, where $x_{i(n)}$ is the maximum of $\boldsymbol{t}$ th sample.
( $\mathrm{R}=$ Rectangular population)
[Delhi Univ. M.Sc. (Stat.), 1989]
22. For the exponential distribution $f(x)=e^{-x}, x \geq 0$, find the p.d.f. of the range $W$ in a random sample of size $n$ and show that

$$
E(W)=1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n-1}
$$

Ans. $g(w)=(n-1) e^{-w}\left(1-e^{-w}\right)^{n-2} ; w \geq 0$.
23. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from $U[a, b]$ population. Obtain the p.d.f's of (i) $X_{(1), ~(i i)} X_{(n)}$ and (iii) joint p.d.f. of $X_{(1)}$ and $X_{(n)}$.
24. Let $X_{1}, X_{2}$ be i.i.d. r.v.'s with p.d.f.

$$
P\left(X_{i}=x\right)=\frac{e^{-\lambda} \lambda^{x}}{x,!}, x=0,1 ; 2, \ldots ; i=1,2
$$

where $\lambda>0$. Let $M=\operatorname{Max} .\left(X_{1}, X_{2}\right)$ and $N=\operatorname{Min}\left(X_{1}, X_{2}\right)$
Find the marginal p.m.f.'s of $M$ and $N$.
8•15. Truncated Distributions. Let $X$ be a random variable with p.d.f. (or p.m.f.) $f(x)$. The distribution of $X$ is said to be truncated at the point $X=a$ if all the values of $X \leq a$ are discarded. Hence the p.d.f. (or p.m.f.) $g($.$) of the$ distribution, truncated at $X=a$ is given by:

$$
\begin{align*}
g(x) & \doteq \frac{f(x)}{P(X>a)} ; \quad x>a  \tag{8•71}\\
& =\frac{f(x)}{\sum_{x>a} f(x)} ; \quad x>a \text { (For discrete r.v.) }
\end{align*}
$$

$$
=\frac{f(x)}{\int_{a}^{\infty} f(x) d x} ; x>a \text { (For continuous r.v.) }
$$

For the continuous r.v. $X$, the rth moment (about origin) for the truncated distribution is given by:

$$
\mu_{r}^{\prime}=E\left(X^{r}\right)=\int_{a}^{\infty} x^{r} g(x) d x=\frac{\int_{a}^{\infty} x^{\prime} f(x) d x}{\int_{a}^{\infty} f(x) d x}
$$

Example 8.54 Let $X \sim B(n, p)$. Find the mean and variance of the binomial distribution truncated at $X=0$.

Solution. Let $f(x)$ be the p.m.f. of $X \sim B(n, p)$ variate. Then the p.m.f. $g(x)$ of the Binomial distribution truncated at $X=0$ is given by:

$$
\begin{aligned}
g(x) & =\frac{f(x)}{P(X>0)}=\frac{f(x)}{1-P(X=0)}=\frac{f(x)}{1-f(0)} \\
& =\frac{1}{1-q^{n}} \cdot{ }^{n} C_{x} p^{x} q^{n-x} ; x=1,2, \ldots, n \\
E(X) & =\sum_{x=1}^{n} \times g(x)=\frac{1}{1-q^{n}} \sum_{x=1}^{n} x . .{ }^{n} C_{x} p^{x} q^{n-x} \\
& =\frac{1}{1-q^{n}}\left[\sum_{x=0}^{n} x .^{n} C_{x} p^{x} q^{n-x}-0 .\right] \\
& =n p /\left(1-q^{n}\right) \\
E\left(X^{2}\right) & =\frac{1}{1-q^{n}} \sum_{x=1}^{n} x^{2} \cdot{ }^{n} C_{x} p^{x} q^{n-x} \\
& =\frac{1}{1-q^{n}}\left[\sum_{x=0}^{n} x^{2} \cdot{ }^{n} C_{x} p^{x} q^{n-x} \cdot-0\right] \\
& =\frac{1}{1-q^{n}}\left[n p q+n^{2} p^{2}\right] \\
\therefore \quad \operatorname{Var}(X) & =E X^{2}-[E(X)]^{2} \\
& =\frac{1}{1-q^{n}}\left[n p q+n^{2} p^{2}-\frac{n^{2} p^{2}}{1-q^{n}}\right]
\end{aligned}
$$

Example 8.55 Obtain the mean and variance of a standard Cauchy distribuition truncated at both ends, with relevant range of variation as $(-\beta, \beta)$.
[Delhi Univ. M.Sc. (Stat.), 1987]
Solution. Let $f(x)$ be the p.d.f. of standard Cauchy distribution. Then the
p.d.f. $g(x)$ of the truncated distribution with relevant range of variation as $(-\beta, \beta)$ is given by:

$$
\begin{align*}
g(x) & =\frac{f(x)}{P(-\beta \leq X \leq \beta)}=\frac{f(x)}{\beta} \int_{-\beta}^{p} f(x) d x \\
& =\frac{\frac{1}{\pi} \frac{1}{1+x^{2}}}{\frac{1}{\pi} \int_{-\beta}^{\beta} \frac{d x}{1+x^{2}}}=\frac{1}{1+x^{2}} \cdot \frac{1}{\left|\tan ^{-1} x\right|_{-\beta}^{\beta}} \\
& =\frac{1}{2 \tan ^{-1} \beta} \cdot \frac{1}{\left(1+x^{2}\right)} ;-\beta \leq x \leq \beta \\
\text { Mean } & =\int_{-\beta}^{\beta} x g^{\prime}(x)=\frac{1}{2 \tan ^{-1} \beta} \int_{-\beta}^{\beta} \frac{x}{1+x^{2}} d x  \tag{*}\\
& =0 \\
\text { Variance } & =\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\mu_{2}^{\prime}=\int_{-\beta}^{x^{2}} g(x) d x \\
& =\frac{2}{2 \tan ^{-1} \beta} \int_{0}^{\beta} \frac{x^{2}}{1+x^{2}} d x=\frac{1}{\tan ^{-1} \beta} \int_{0}^{\beta}\left(1-\frac{1}{1+x^{2}}\right) d x \\
& =\frac{1}{\tan ^{-1} \beta}\left|x-\tan ^{-1} x\right|_{0}^{\beta}=\frac{1}{\tan ^{-1} \beta}\left(\beta-\tan ^{-1} \beta\right) \\
& =\frac{\beta}{\tan ^{-1} \beta}-1
\end{align*}
$$

Example 8.56 Consider a truncated standard normal distribution truncated at both ends with relevant range of variation as $(A, B)$. Obtain the p.d.f., mkean, mode and variance of the truncated distribution.
[Delhi Univ. M.Sc.(Stat.), 1988]
Solution. Let $Z \sim N(0,1)$ with p.d.f. $\varphi(z)$ and c.d.f. $\Phi(z)=P(Z \leq z)$. Then the p.d.f. $g($.$) of the truncated normal distribution is given by:$

$$
\begin{equation*}
g(z)=\frac{\varphi(z)}{P(A \leq Z \leq B)}=\frac{\varphi(z)}{\Phi(B)-\Phi(A)}=\frac{1}{k} \varphi(z) ; A \leq z \leq B \tag{i}
\end{equation*}
$$

where

$$
k=\Phi(B)-\Phi(A)
$$

$$
\begin{equation*}
\text { Mean }=\int_{A}^{B} z g(z) d z=\frac{1}{k} \int_{A}^{B} z \varphi(z) d z \tag{ii}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \text { We have } \varphi(z)=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2} \\
& \Rightarrow \quad \frac{d}{d z} \varphi(z)=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2} \quad(-z)=-z \varphi(z)
\end{aligned}
$$

$$
\begin{equation*}
\Rightarrow \quad \int z \varphi(z) d z=-\varphi(z) \tag{*}
\end{equation*}
$$

Substituting in (ii)
where $\mu^{\prime}$ is given in (iii).

## EXERCISE 8 (k)

1. Find the niean and variance of the truncated Poisson distribution with parameter $\lambda$, truncated at the origin.

- Ans. p.d.f.

$$
g(x)=\frac{1}{1-e^{-\lambda}}\left[\frac{e^{-\lambda} \lambda^{x}}{x \cdot!}\right], x=1,2,3, \ldots ; E(X)=\frac{\lambda}{1-e^{-\lambda}} ; E X_{1}^{2}=\frac{\lambda+\lambda^{2}}{1-e^{-\lambda}}
$$

$$
\begin{align*}
& \text { Mean }=\frac{1}{k}|-\varphi(z)|_{A}^{B}=\frac{\varphi(A)-\varphi(B)}{\Phi(B)-\Phi(A)}=\mu^{\prime}(\text { say })  \tag{iii}\\
& \text { Mode }=\left\{\begin{array}{lcc}
B & \text { if } & A<0, B<0 \\
0 & \text { if } & A<0, B>0 \\
A & \text { if } & A>0, B>0
\end{array}\right. \\
& \text { B } \\
& \text { Variance }=\int_{A} z^{2} g(z) \cdot d \dot{z}-\mu^{\prime 2} \\
& =\frac{1}{k}\left[|z(-\varphi(z))|_{A}^{B}+\int_{A}^{B} \varphi(z) d z\right]-\mu^{\prime 2} \\
& =\frac{-1}{k}[B \varphi(B)-\dot{A} \varphi(A)-\{\Phi(B)-\Phi(A)\}]-\mu^{\prime 2} \\
& =1+\frac{A \varphi(A)-B \varphi(B)}{\Phi(B)-\Phi(A)}-\mu^{\prime 2}
\end{align*}
$$

2. Obtain the p.d.f. and the mean of truncated standard normal distribution, for positive values only.

Ans. $g(z)=2 \cdot \frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2}=2 \varphi(z) ; z>0 ; ' E(Z)=\sqrt{2 / \pi}$
3. (a) Let $X$ be normally distributed with mean $\mu$ and variance $\sigma^{2}$. Truncate the density of $X$ on the left at a and on the right at $b$, and then calculate the mean of the truncated distribution. [Note that if $a=\mu-c$ and $b=\mu+c$, then the mean of the truncated distribution should èqual $\mu$.]
[Delhi Univ. B.Sc. (Maths. Hons.), 1989]
(b) If $X$ is normally distributedwith mean $\mu$ and variance $\sigma^{2}$, find the mean of the conditional distribution of $X$ given $a \leq X \leq b$.

Hint. In fact Problem in Part (a) is same as in Part (b), stated differently.

$$
f(x)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-(x-\mu)^{2} / 2 \sigma^{2}}:-\infty<x<\infty
$$

Mean of truncated distribution is

$$
\begin{aligned}
& \mu^{\prime}=\frac{\int_{a}^{b} x f(x)}{\int_{a}^{b} f(x) d x}=\frac{\int_{a}^{b}(x-\mu+\mu) f(x) d x}{\int_{a}^{b} f(x) d x} \\
&=\mu+\frac{\int_{a}^{b}(x-\mu) f(x) d x}{b}=\mu+\sigma^{2}\left[\frac{f(a)-f(b)}{F(b)-F(a)}\right] \\
& \int_{a}^{b} f^{7}(x) d x
\end{aligned}
$$

where $F(x)=P\left(X_{1} \leq x\right)$, is the distribution function of $X_{: ~}^{\text {; }}$

$$
\begin{aligned}
& \left\{\begin{array}{c}
\because(x)=f(x) \times\left[-\left(\frac{x-\mu}{\sigma^{2}}\right)\right] \Rightarrow-\sigma^{2} f^{\prime}(x)=(x-\mu) f(x) \\
\Rightarrow \quad \int_{a}^{b}(x-\mu) f(x) d x=-\sigma^{2}|f(x)|_{a}^{b}=\sigma^{2}[f(a)-f(b) \cdot]
\end{array}, l\right.
\end{aligned}
$$

4. A truncated Poiṣson distribution is given by the mass function

$$
f(x)=\frac{1}{1-e^{-\lambda}} \cdot \frac{e^{-\lambda} \lambda^{x}}{x!} ; x=1,2,3, \ldots, \lambda>0
$$

Find the m.g.f. and hence mean and variance of the distribution.
5. Consider the p.d.f.

$$
\begin{equation*}
g(x)=\frac{f(x)}{1-F\left(x_{0}\right)}, x>x_{0} \tag{*}
\end{equation*}
$$

where

$$
f(x)=\underset{x_{0}}{(\sqrt{2 \pi} \cdot \sigma)^{-1} \cdot \exp \left[-(x-\mu)^{2} / 2 \sigma^{2}\right],-\infty<\mu<\infty, \sigma>0}
$$

and

$$
F\left(x_{0}\right)=\int_{-\infty}^{x_{0}} f(u) d u
$$

[ ${ }^{*}$ ) is the p.d.f. of $N\left(\mu, \sigma^{2}\right)$ distribution, truncated at the point $x=x_{0}$ ].
Show that the first two raw moments can be expressed as:

$$
\mu_{1}^{\prime}=\mu+\lambda \sigma ; \mu_{2}^{\prime}=\mu^{2}+\lambda \sigma\left(x_{0}+\mu\right)+\sigma^{2}
$$

where $\lambda\left[1-F^{\prime}\left(x_{0}\right)\right]=f\left[\left(x_{0}-\mu\right) / \sigma\right]$
6. Let $X \sim \gamma(\alpha)$. Obtain the p.d.f. of the truncated distribution, truncated at the point $x_{0}$ and prove that $\mu_{r}^{\prime}=E X^{r}$ for the truncated gamma distribution
$=\left[E X^{r}\right.$ for the untruncated $\gamma(\alpha)$ distribution $]$

$$
\times\left[\left\{1-I_{x o}(\alpha+\gamma)\right\} /\left\{1-I_{x o}(\alpha)\right\}\right]
$$

where $I_{x_{0}}(\alpha)=\int_{0}^{x_{0}} \frac{e^{-x} x^{\alpha-1}}{\Gamma \alpha} d x \quad$ (Incomplete Gamma Integral)
Ans. $g(x)=\frac{1}{1-I_{x_{0}}(\alpha)} \cdot\left(\frac{e^{-x} \cdot x^{\alpha-1}}{\Gamma \alpha}\right) ; x>x_{0}$
7. Explain the concept of 'Truncation'. For a standard normal distribution, truncated at both ends with relevant range of variation as $[A, B]$, obtain mean, variance and mean deviation about mean. [Delhi Univ. M.Sc. (Stat.), 1983]

## ADDITIONAL EXËRCJSES ON CHAPTER VIII

1. If the random variable $X$ bas the density function $f(x)=x / 2,0<x<2$, find the $r^{\text {th }}$ moment of $X^{2}$. Deduce that $Z=X^{2}$ bas the distribution $g(y)=1 / 4$, $0<y<4$.
2. Suppose that $X$ is a random variable for which $E(X)=\mu$ and $V(X)$ $=\sigma^{2}$. Further suppose that $Y$ is uniformly distributed over the interval $(\alpha, \beta)$. Determine $\alpha$ and $\beta$ so that $E(X)=E(Y)$ and $V(X)=V(Y)$.
3. A boy and a girl agree to meet at a certain park between 4 and 5 P.M. They agree that the one arriving first will wait $t$ hours, $0 \leq t \leq 1$, for the other to arrive. Assuming that the arrival times are independent and uniformly distributed, find the probability that they meet.

Hence obtain the probability that they meet if $t=10$ minutes.


Hint. $p=P(|X-Y| \leq t)=\frac{\text { Shaded Area }}{\text { Total Area }}$

$$
\begin{aligned}
& =2[\text { Area } O A B-\text { Area CAD }] / 1 \times 1 \\
& =1-(1-t)^{2}=2 t-t^{2}
\end{aligned}
$$

Ans. $t=10$ minutes, Probability $=11 / 36$
4. Let $X \sim U[0,1]$. Find Corr. $(X, Y)$, where $Y=X^{n}$
[Délhi Univ. B.A. (Hons.) (Spl. Course-Statistics), 1989]
5. (a) Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables having a common rectangular distribution over the interval $[a, b]$. Obtain the distribution of ${ }^{\prime}$ $Y=\max .\left(X_{1}, X_{2}, \ldots, X_{n}\right)$
(b) Let $X \sim U\{0,1,2, \ldots, r\}, r=a b, a>1, b<r$, where $a$ and $b$ are positive integers. Sḅow that the distribution of $X$ coincides with $U+\dot{V}$, where $U$ and $V$ are independent r.v.'s both with uniform distribution on appropriate subsets of $\{0,1, \ldots, a b\}$.
(Indian Civil Services, 1988)
6. If $X_{1}, X_{2}, \ldots, X_{n}$ are mutually independent rectangular variates on $[0,1]$, prove that the density function of $X_{1}, X_{2} \ldots . X_{n}$ is

$$
f(x)=\left\{\begin{array}{l}
\frac{(-\log x)^{n-1}}{(n-1)!}, 0<x \leq 1 \\
0, \text { otherwise }
\end{array}\right.
$$

7. (a). Let' $X_{1}$ and $X_{2}$ be independent r.v.'s, each uniform on $[0,1]$. Show that:
$\dot{Y}_{1}=\sqrt{-2 \log X_{1}} \cdot\left(\sin 2 \pi X_{2}\right)$ and $Y_{2}=\sqrt{-2 \log X_{1}} \cdot \cos \left(2 \pi X_{2}\right)$ are independent r.v.'s, and that each is $N(0,1)$.
[This is known as Box and Muller transformation .]
(b) Given a sequence of independent r.v.'s $X_{1}, X_{2}, \ldots$ which are uniform on $[0,1]$, produce a sequence of independent r.v.'s $Y_{1}, Y_{2}, \ldots$ that are $N(0,1)$ and independent.
(You may assume that the sum of two independent Normal distributions is itself Normally distributed.)
8. (a) Assume a random variable $X$ has a standard normal distribution and $\operatorname{let} Y=X^{2}$
(i) Show that $F_{Y}(t)=\frac{2}{\sqrt{2 \pi}} \int_{0}^{\sqrt{t}} e^{-u^{2} / 2} d u, t \geq 0$
(ii) Determine $F_{Y}(t)$ when $t<0$ and describe the density function $f_{Y}(t)$.
(b) Let $\Phi(x)$ be the standard normal distribution function and let

$$
\Phi(x)=\int_{-\infty}^{x} \varphi(u) d u
$$

Show that
(i) $\left(\frac{1}{x}-\frac{1}{x^{2}}\right) \varphi(x) \leq 1-\Phi(x) \leq \frac{1}{x} \varphi(x), x>0$
(ii) $\lim _{x \rightarrow \infty} \frac{x[1-\Phi(x)]}{\varphi(x)}=1$
9. (a) If $X_{1}$ and $X_{2}$ are independent normal variates with means $\mu_{1}$ and $\mu_{2}$ and variance $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$, respectively, find the relation between $\alpha, \beta$, $\gamma$ and $\delta$ so that

$$
\cdot P\left(c_{1} X_{1}+c_{2} X_{2}<\alpha\right)=\gamma \text { and } P\left(c_{1} X_{1}+c_{2} X_{2}<\beta\right)=\delta
$$

(b) If $X$ and $Y$ are independent normal variates with equal means and standard deviations 9 and 12 respectively, and if

$$
P[X+2 Y<3]=P[2 X-Y \geq 4],
$$

determine the commion mean of $X$ and $Y$.
10. If $X \sim N(0,1)$ and $A$ is constant, obtain the characteristic function of $(X-A)^{2}$, Hence or otherwise prove that

$$
\kappa_{r}=2^{r-1}\left(1+r A^{2}\right) \cdot(r-1),!
$$

where $\kappa_{r}$ is the $r$ th cumulant of $X$.
Ans. $\quad \Phi_{(X-A)^{2}(t)=(1-2 i t)^{-1 / 2} . \exp \left\{i t a^{2} /(1-2 i t)\right\}, ~}^{\text {a }}$
11. (a) If $X$ is a standard normal variate and $\alpha$ is a șmall number, prove that $P(X \leq \alpha)=\frac{1}{2}+\frac{8}{\sqrt{2 \pi}}\left(\alpha-\frac{\alpha^{3}}{2^{3} \cdot 3}+\frac{1}{2!} \cdot \frac{\alpha^{5}}{2^{5} \cdot 5}-\cdots\right)$
(b) Show that

$$
\int_{0}^{x} e^{-x^{2}} d x=x e^{-x^{2}}\left[1+\frac{1}{3}\left(2 x^{2}\right)+\frac{1}{3.5}\left(2 x^{2}\right)^{2}+\ldots\right]
$$

12. Let $X$ ve $\log$-normal variate with p.d.f.
$f\left(x, \mu, \sigma^{2}\right)=\frac{1}{\dot{x} \sigma \sqrt{2 \pi}} \exp \left\{-(\log x-\mu)^{2} / 2 \sigma^{\sigma^{2}}\right\}, x>0, \sigma^{\prime}>0,|\mu|<\infty$

Show that $e^{a} X^{b}$ has a lognormal p.d.f. $f(x, a+b \mu, b \sigma)$. If $X_{1}, X_{2}, \ldots, X_{n}$ are $n$ independent observations on $X$, then show that $G=\left(X_{1} \dot{X}_{2} \ldots X_{n}\right)^{1 / n}$ also has a $\log$-normal p.d.f. $f(x, \mu, \sigma / n)$.
13. (a) The diśtribution

$$
d F=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} x^{2}\right),-\infty<x<\infty .
$$

is transformed by the transformation $X=a \log _{e}(Y-b)+C$. Find the distribution of $Y$. Evaluate the mean, the mode and the median of this distribution of $(Y)$ and arrange them in order of magnitude when $b>0$.
(b) If $Y=a \log (X-b)+C$ has normal distribution with mean zero and unit va riance, obtain the distribution of $X$ and evaluate its mean, median and mode.
14. A standard variable $X$ is transformed to $Y$ by the relation

$$
X=\frac{1}{c}\left[\log _{10} Y-a j\right.
$$

with $m=e^{b^{2} c^{2}}$ and $\frac{1}{b}=\log _{10} e$; show that for the transformed variable

$$
\beta_{1}=m^{2}(m+3)-4 \text { and } \beta_{2}=m^{2}\left(m^{2}+2 m+3\right)-3
$$

15. If $X$ and $Y$ are independent normal variates with zero expectations and variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$, show that $Z=X Y / \sqrt{X^{2}+Y^{2}}$ is normal with variance $\sigma_{2}^{2}=\left[\begin{array}{c}\left(1 / \sigma_{1}^{2}\right)+\left(1 / \sigma_{2}^{2}\right) \\ \text { 16. If } X_{i} ; i=1,2, \ldots,\end{array}\right]^{-1}$
16. If $X_{i} ; i=1,2, \ldots, n$ is a random sample of size $n$ from a normal population with mean $\mu$ and variance $\sigma^{2}$, obtain the joint distribution of

$$
U=\sum_{i=1}^{n} a_{i} X_{i} \text { and } V=\sum_{I=1}^{n} b_{i} X_{i}
$$

where $a_{i}$ ' $s$ and $b_{i}$ 's are arbitrary constants.
Hence or otherwise show that the necessary and sufficient condition that $U$ and $V$ are independent is that $\Sigma a_{i} b_{i}=0$.
17. Let $X_{1}, X_{2}$ and $X_{3}$ be three independent normal variates with the same mean $\mu$ and variance $\sigma^{2}$. Lẹt

$$
Y_{1}=\frac{X_{1}-X_{2}}{\sqrt{2}}, Y_{2}=\frac{X_{1}-2 X_{2}+X_{3}}{\sqrt{6}}, \text { and } Y_{3}=\frac{X_{1}+X_{2}+X_{3}}{\sqrt{3}}
$$

Show that $Y_{1}, Y_{2}$ and $Y_{3}$ are independent normal variates.
Show that

$$
Y_{1}^{2}+Y_{2}^{2}=\sum_{i=1}^{3}\left(X_{i}-\bar{X}\right)^{2}, \text { where } \bar{X}=\frac{X_{1}+X_{2}+X_{3}}{3^{*}} .
$$

18. A random variable $X$ has probability density function

$$
f(x)=C \cdot \varphi(x), x \geq k
$$

where $k$ is a given number, $C$ is a constaṇt chosen to ensure that $f(x)$ is a probability density function and

$$
\varphi(x)=\frac{1}{\sqrt{2 \pi}} \cdot \exp \left\{-\frac{1}{2} x^{2}\right\}
$$

If $g(k)=\int_{k}^{\infty} \varphi(x) d x$, show that the ariithmetic mean and the variance of $X$ are respectively $\frac{\varphi(k)}{g(k)}$ and $1+\frac{\varphi(k)}{g(k)}\left\{k-\frac{\varphi(k)}{g(k)}\right\}$
19. Three independent observations $X_{1}, X_{2}, X_{3}$ are given from a univariate $N\left(m, \sigma^{2}\right)$. Derive the joint sampling distribution of :
(a) $U=X_{1}-X_{3}$;
(b) $V=X_{2}-X_{3}$
(c) $W=X_{1}+X_{2}+X_{3}-3 m$

Deduce the p.d.f. of $Z=U / V$. Show that mode $Z=1 / 2$ and obtain the significance of this modal value.
(Indian Civil Services, 1986)
20. Neyman's Contagious (Compound) Distribution. Let $X \sim P(\lambda y)$ where $y$ itself is an observation of a variate $Y \sim P\left(\lambda_{1}\right)$. Find the unconditional distribution of $X$ and show that its mean is less than its variance.
21. If $X_{1}, X_{2}, \ldots, X_{n}$ are independent random variables, having the probability law $p\left(x_{i}\right)=\frac{e^{-\lambda_{1} \lambda_{i}^{\lambda_{i}}}}{x_{i}!} ; i=1,2, \ldots, n, x_{i}=0,1,2, \ldots, \infty$ and if

$$
X=\sum_{i=1}^{n} X_{i} \text { and } \lambda=\sum_{i=1}^{n} \lambda_{i}
$$

then under certain conditions to be specified clearly,

$$
P\left\{\frac{X-\lambda}{\sqrt{\lambda}}<\alpha\right\} \rightarrow \frac{1}{\sqrt{2} \cdot \pi} \int_{-\infty}^{\alpha} e^{-t^{2} / 2} d t \text { as } n \rightarrow \infty
$$

22. Prove that

$$
\frac{1}{n!} \int_{\lambda}^{\infty} e^{-x} x^{n} d x=\sum_{r=0}^{n} \frac{e^{-\lambda} \lambda^{r}}{r!} ; n=0,1,2, \ldots
$$

Using the above, write down the relation connecting the distribution functions of a Poisson and a Gamma variate.
23. A two-dimensional random variable ( $X, Y$ ) has the joint p.d.f.,

$$
f(x, y)=\frac{1}{\Gamma(\mu) \Gamma(v)} x^{\mu-1}(y-x)^{v-1} e^{-y}
$$

in the $x-y$ plane where $0<x<y<\infty$ a and zero elsewhere. Show that the marginal distributions of $X$ and $Y$ are gamma distributions.
24. Starting from a suitable urn model, deduce the differential equation of the Pearsonian curves in the form

$$
\frac{1}{y} \cdot \frac{d y}{d x}=\frac{a+x}{b_{0}+b_{1} x+b_{2} x^{2}}
$$

Also discuss the limitations of ranges in the solution of such differential equations.
25. Karl Pearson showed that the differential equation

$$
\frac{d[f(x)]}{f(x)}=\frac{d-x}{a+b x+c x^{2}} d x
$$

yields most of the important frequency curves when appropriate values of $a, b, c$, and $d$ are chosen. Show that
(i) when $d=0$ and $a=c=0$ as well as $b>0$, the differential equation yields exponential distribution,
(ii) when $b=c=0$ and $a>0$, the differential equation yields normal distribution, and
(iii) when $a=c=0, b>0$ and $d>-b$, the differential equation yields gamma distribution.
26. Find the m.g.f. of the distribution with p.d.f.

$$
\begin{equation*}
f(x)=\left(\frac{\lambda}{2 \pi x^{3}}\right)^{1 / 2} \exp \left[\frac{-\lambda(x-\mu)^{2}}{2 \mu^{2} x}\right], x>0, y>0, \mu>0 \tag{*}
\end{equation*}
$$

Also show that rth cumulant is given by:

$$
\dot{K}_{r}=1.3 .5 \ldots(2 r-3) \mu^{2 r-3} \lambda^{1-r}
$$

$\left(^{*}\right)$ is the p.d.f. of Standard Inverse Gaussian distribution.
27. Obtain $M_{X}(t)$, when $X \sim P(\lambda)$. Find the limit as $\lambda \rightarrow \infty$ of m.g.f. of $(X-\lambda) / \sqrt{\lambda}$ and interpret the result in the context of C.L.T. Also prove thąt:

$$
\begin{gathered}
\lim _{\lambda \rightarrow \infty} \sum_{k=a}^{\beta}\left[\frac{e^{-\lambda} \cdot \lambda^{k}}{k!}\right]=\frac{1}{\sqrt{2 \pi}} \int_{a}^{b} \exp \left(-\frac{1}{2} u^{2}\right) d u \\
\alpha=\lambda+a \sqrt{\lambda}, \quad \beta=\lambda^{\frac{c}{2}}+b \sqrt{\lambda}
\end{gathered}
$$

Show that $2 X$ is not a Poisson variate. Give a set of conditions under which $X+Y$ too is a Poisson variate.
(Indian Civil Services, 1983)
28. The random variables $\dot{X}_{k}(k=1,2, \ldots$,$) are independent and have the$ Cauchy distribution with p.d.f.

$$
f(x)=\frac{1}{\pi} \cdot \frac{1}{1+x^{2}},-\infty<x<\infty . \text { Let } Y_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}
$$

Examine whether the sequence $\left\{Y_{n}\right\}$ obeys the weak law of large numbers.
29. Let $X_{1}, X_{2}, \ldots, X_{n}, \ldots$ be independent Bernoulli variates such that

$$
P\left(X_{k}=1\right)=p_{k}, \quad P\left(X_{k}=0\right)=a_{k}=\left(1-p_{k}\right), k=1,2, \ldots, n_{1} \ldots
$$

Examine whether the sequence $\left\{\sum_{i=1}^{n} X_{i}\right\}$ follows the central limit theorem.

## OBJECTIVE TYPE QUESTIONS

1. Choose the correct answer from $B$ and match it with each item in $A$.

## A

(a) $\boldsymbol{\beta}_{2}$ for a Normal distribution
(b) $\beta_{1}$ for a Normal distribution
(c) $\mu_{3}$ for a Normal distribution
(d) $\mu_{4}$ for a Normal distribution
(e) Characteristic function for Normal distribution
(1) $3 \sigma^{4}$
(2) 0
(3) 3
(4) $e^{i \mu t-t^{2} \sigma^{2} / 2}$
(5) $\frac{4}{5} \sigma$
(f) Moment generating function of Normal distribution
(6) 0
(g) Mode of Normal distribution
(7) $e^{\mu t+t^{2} \sigma^{2} / 2}$
(h) Mean deviation from mean for Normal distribution (8) $\mu$
11. Match the distributions:
(a) Uniform distribution
(1) $f(x)=\frac{1}{\lambda\left\{(x-\mu)^{2}+\lambda^{2}\right\}},-\infty<x<\infty$
(b) Normal distribution
(2) $f(x)=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2},-\infty<x<\infty$
(c) Exponential distribution
(3) $f(x)=\frac{1}{b-a}, a \leq x \leq b$
(d) Beta distribution
(4) $f(x)=\frac{1}{B(m, n)} x_{1}^{m-1}(1-x)^{n-1}, 0 \leq x \leq 1$
(e) Caucny distribution
(5) $f(x)=\frac{1}{a} e^{-x / a}, x \geq 0$
III. If $X_{i}(i=1,2,3, \ldots, n)$ are independent $N(0,1)$, write (without próof), the distribution of
$\begin{array}{llll}\text { (i) } X_{1}-2 X_{2}+X_{3}, & \text { (ii) } \frac{X_{2}}{X_{3}}, & \text { (iii) } \sum_{i=1}^{n} X_{i} & \text { (iv) } \frac{X_{1}^{2}}{X_{1}^{2}+X_{2}^{2}},\end{array}$
(v) $\frac{X_{1}^{2}}{X_{2}^{2}+X_{3}^{2}}$,
(iv) $\frac{X_{i}}{X_{j}},(i \neq j)$
(vii) $\sum_{i=1}^{n} X_{i}^{2}$
(viii) $\frac{X_{i}^{2}}{X_{j}^{2}}, i \neq j$
IV. In each case, specify the distribution for which:
(i) Moments do not exist.
(ii) Mean = variance.
(iii) Mean < variance
(iv) Mean $>$ variance.
(v) $\phi(t)=e^{i t-t^{2}}$
(vi) $\phi(t)=e^{-|t|}$
V. State the conditions under which
(i) Binomial distribution,
(ii) Poisson distribution
tends to Normal distribution.
VI. (i) Give two examples of variates which you expect to be distributed normally.
(ii) Give two examples of variates which you expect to be distributed exponentially.
VII. State which of the following statements are TRUE and which are FALSE. In case of false statements, give the correct statement.
(i) For normal distribution mean deviation about mean is greater than quartile deviation.
(ii) $X$ is a random variable following Cauchy diștribution, for which mean does not exist but variance exists.
(iii) . In case of normal distribution $\beta_{1}=3, \beta_{2}=0$,
(iv) If $X$ and $Y$ are two independent normal variates, then $X-Y$ is also a normal variate.
(v) Binomial distribution tends to normal distribution as $n \rightarrow \infty$.
(vi) For normal distribution, mean $=$ mode $=$ median.
(vii) It is possible to reduce every normal distribution to the standard normal distribution by a transformation.
(viii) In uniform distribution, the percentile points are equi-spaced.
(ix) Normal distribution is symmetrical only for some specified values of the mean and variance.
(x) Normal distribution can be obtained as a limiting case of Poisson distribution with the parameter $\lambda \rightarrow \infty$.
VIII. Give the correct answer to each of the following :
(i) The mean and variance of Normal distribution
(a) are same,
(b) cannot be same, (c) are sometimes equal,
(d) are equal in the limiting case, as $n \rightarrow \infty$.
(ii) The mean and variance of Gamma distribution
(a) are same,
(b) cannot be same, (c) are sometimes equal,
(d) are equal in the limiting case, as $n \rightarrow \infty$.
(iii) $X$ is normally distributed with zero mean and unit variance. The variance of $X^{2}$ is
(a) $0,(b) 1,(c) 2,(d) 4$
(iv) The points of inflexion of Normal curve are
(a) $m \pm \sigma$
(b) $m \pm 2 \sigma$
(c) $m \pm 3 \sigma$
(d) $m \pm \frac{2}{3} \sigma$
(v) The moment generating function of gamma distribution is
(a) $(1+t)^{\lambda}$,
(b) $(1-t)^{\lambda}$,
(c) $(1-t)^{-\lambda}$,
(d) $(1+t)^{-\lambda}$
(vi) The characteristic function of Cauchy distribution is
(a) $e^{-1}$,
(b) $e^{-|c|}$,
(c) $e^{t}$,
(d) $e^{\mid / 1}$
(vii) Area to the right of the point $x_{1}$ is 0.6 and to the left of the point $x_{2}$, is 0.7 . Which is the correct:
(i) $x_{1}>x_{2}$,
(ii) $x_{1}<x_{2}$ or
(iii) $x_{1}=x_{2}$ ?
(viii) The standard normal distribution is represented by
(a) $N(0,0)$,
(b) $N(1,1)$,
(c) $N(0,1)$,
(d) $N(1,0)$.
(ix) For a normal distribution, quartile deviation, mean deviation, sta ndard deviation are in the ratio
(a) $\frac{4}{5}: \frac{2}{3}: 1$,
(b) $\frac{2}{3}: \frac{4}{5}: 1$,
(c) $1: \frac{4}{5}: \frac{2}{3}$,
(d) $\frac{2}{3}: 1: \frac{4}{5}$
(x) The normal distribution is a limiting form of binomial distribution if (a) $n \rightarrow \infty, p \rightarrow 0$, (b) $n \rightarrow 0, p \rightarrow q$, (c) $n \rightarrow \infty, p \rightarrow n$, (d) $n \rightarrow \infty$ and neither $p$ nor $q$ is small.
(xi) Normal curve is
(a) very flat, (b) bell shaped symmetrical about mean, (c) very peaked, (d) smooth.
(xii) The normal distribution is a limiting case of Poisson's when
(a) $\lambda \rightarrow 0$,
(b) $\lambda \rightarrow \sigma$,
(c) $\lambda \rightarrow \infty$,
(d) $\lambda<\sigma$.
(xiii) In a normal curve the number of observations less than mean are included in the range
(a) $\bar{x} \pm 3 \sigma$,
(b) $\bar{x} \pm 1.96$,
(c) $\bar{x} \pm 2 \sigma$,
(d) $\bar{x} \pm 0.67 \sigma$
$\because$ (xiv) If $X$ is a standard normal variate, then $\frac{1}{2} X^{2}$ is a
(a) Gamma variate with parameter $\frac{1}{2}$,
(b) a normal variate,
(c) a

Poisson variate.
( $x v$ ) The range of the beta variate is
(a) $(0, \infty)$,
(b) $(-\infty, \infty)$,
(c) $(0,1)$,
(d) $(-1,+1)$

## IX. Fill in the blanks :-

(i) The mean deviation of normal distribution is...
(ii) The p.d.f. of Gamma distribution is...
(iii) The relationship between Beta distributions of first and second kind is...
(iv) The noritial cistribution is a limiting form of binomial distribution if... .
(v) Mean = variance for ... distribution (continuous).
(vi) For the normal distribution :

$$
\begin{aligned}
& \beta_{1}=\ldots \\
& \beta_{2}=\ldots
\end{aligned}
$$

Mean deviation $=\ldots$

## Quartile deviation $=$..

(vii) The characteristic function of a Gamma distribution is ...
(viii) The points of inflexion for a normal curve are ...
(ix) For the normal distribution with varaince $\sigma^{2}$.

$$
\begin{aligned}
\mu_{2 r} & =\ldots \\
\mu_{2 r+1} & =\ldots
\end{aligned}
$$

(x) A normal distribution is completely specified by the parameters...
(xi) For normal distribution
S.D. : M.D. : Q.D. : : ... : ... : ...
(xii) If $X \sim N\left(\mu, \sigma^{2}\right)$ then

$$
\begin{array}{r}
P(\mu-\sigma<X<\mu+\sigma)=\ldots \\
P(\mu-2 \sigma<X<\mu+2 \sigma)=\ldots \\
P(\mu-3 \sigma<X<\mu+3 \sigma)=\ldots
\end{array}
$$

(xiii) If $X$ is a random variable with distribution function $F$ then $F(X)$ has ... distribution.
(xiv) If $X \sim N(0,1)$, then $X^{2} / 2$ has ... distribution with parameter ...
X. Random variables $X_{i}$ are independent and all of them have the same distribution defined by

$$
f(x)=\frac{1}{\sqrt{8 \pi}} \exp \left\{-(x-1)^{2} / 8\right\},-\infty<x<\infty
$$

Find the distribution of

$$
\text { (i) } \sum_{i=1}^{10} X_{i} / 10 \text { and } \text { (ii) } X_{1}-2 X_{2}+X_{3}
$$

Ans. (i) $N\left(1, \frac{2}{5}\right), \quad$ (ii) $N(0,24)$
XI. The random variables $X_{i}, i=1,2, \ldots$ are independent and all of them have the same distribution defined by

$$
f(x)=\frac{1}{\sqrt{18 \pi}} e^{-(x-1)^{2} / 18} ;-\infty<x<\infty .
$$

Find the distribution of
(a) $\frac{1}{5} \sum_{i=1}^{5} X_{i}$.
(b) $3 X_{1}-X_{2}+2 X_{3}$.
XII. Find the mean and standard deviation of a probability, distribution whose frequency function is given by

$$
f(x)=C e^{-(1 / 24)\left(x^{2}-6 x+9\right)},-\infty<x<\infty
$$

where $C$ is a cosntant.
[Delhi Univ. B.A. (Stat. Hons.), 1986]
Ans. Mean 3. $\sigma^{2}=12, C=\frac{1}{\sqrt{24 \pi}}$
XIII. (a) If $f(x)=k e^{-3 x^{2}+6 x} .-\infty<x<\infty$, obtain the yalues of $k, \mu$ and $\sigma^{2}$.
Ans. $k=\sqrt{(3 / \pi)} e^{-3}, \mu=1, \sigma^{2}=\frac{1}{6}$
(b) If $X$ is anormal variate with mean $\mu$ and variance $\sigma^{2}$, find the distribution of $Y=a X+b$.
Ans. $\quad Y \sim N\left(a \mu+b, a^{2} \sigma^{2}\right)$.
(c) If $X$ is distributed normally with mean $\mu$ and standard deviation $\sigma$, write down the distribution of $U=2 X-3$ and find the mean and variance of $U$.
Ans. $U \sim N\left(2 \mu-3,4 \sigma^{2}\right)$
XIV. If $X_{1}$ is normally distributed with a mean 10 and variance 16 and $X_{2}$ is nromally distributed with a mean 10 and variance 15 and if $W=X_{1},+X_{2}$, what will be the values of the two parameters of the distribution of the variate $W$ ? (Assume that $X_{1}$ and $X_{2}$ are independent).
(c) Let $X$ and $Y$ be independent and normally distributed as $N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$. Find the mean and variance of $\frac{1}{2}(X+Y)$
XV. - Write a note on the role of Normal distribution in Statistics.
XVI. If $X_{i},(i=1,2,3, \ldots, n)$ are i.i.d. standard Cauchy vaniates; wirite the distribution of $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$.

Ans. Standard Cauchy.
XVII. Is the sum of two independent Cauchy variates a Cauchy varaite?

If $X_{i} .(i=12,3,4)$ are independent standard normal variates, what is the distribution of $\frac{X_{1}}{X_{2}}+\frac{X_{3}}{X_{4}}$ ?

Ans. Cauchy.
XVIII. "The role of Cauchy distribution in statistical theory often lies in providing counter examples." Elucidate.
XIX. Write a note on the role of Central Limit Theorem in Statistics.
XX. If $X_{i},(i=1,2,3,4)$ are i.i.d. $N(0,1)$, write the distribution of:
(i) $X_{1}-X_{2}$
(ii) $X_{1}+X_{2}$
(iii) $\frac{X_{1}}{X_{2}}$
(iv) $\frac{X_{1}}{X_{2}}+\frac{X_{3}}{X_{4}}$
(v) $X_{1}-X_{2}+X_{3}-X_{4} \quad$ (vi) $\frac{1}{2} X_{1}^{2} \quad$ (vii) $\frac{1}{2}\left(X_{2}^{2}+X_{3}^{2}\right)$
(viii) $\frac{X_{1}^{2}}{X_{1}^{2}+X_{2}^{2}} \quad$ (ix) $\frac{X_{3}^{2}}{X_{4}^{2}} \quad$ (x) $\frac{X_{1}^{2}}{X_{2}^{2}+X_{3}^{2}}$.

Ans. (i) $N(0,2)$; (ii) $N(0,2)$; (iii) Standard Cauchy ; (iv). Cauchy; (v) $N(0,4)$; (vi) $\gamma\left(\frac{1}{2}\right) ;(v i i) \gamma(1) ;(v i i i) \beta_{1}\left(\frac{1}{2}, \frac{1}{2}\right) ;$ (ix) $\beta_{2}\left(\frac{1}{2}: \frac{1}{2}\right) ;(x) \beta_{2}\left(\frac{1}{2}, 1\right)$.

## CHAPTER NINE

## Curve Fitting and Principle of LeastSquares

9.1. Curve Fitting. Let $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n$ be a given set of $n$ pairs of values, $X$ being independent variable and $\gamma$ the dependent variable. The general problem in curve fituing is to find, if possible, an analytic expression of the form $y=f(x)$, for the functional relationship. suggested by the given data.

Fitting of curves to a set of numerical data is of considerable importancetheoretical as well as practical. Theoretically it is useful in the study of correlation and regression, e.g., lines of regression can be regarded as fitting of linear curves to the given bivariate distribution (c.f. § 10.8.1). In practical statistics it enables us to represent the relationship between two variables by simple algebraic expressions, e.g., polynomials, exponential or logarithmic functions. Moreover, it may be used to estimate the values of one variable which would correspond to the specified values of the other variable.
$\mathbf{9 . 1 \cdot 1}$. Fitting of a straight line. Let us consider the fitting of a straight line

$$
\begin{equation*}
Y=a+b X \tag{9•1}
\end{equation*}
$$

to a set of $n$ points ( $x_{1}, y_{i}$ ) $; i=1,2, \ldots, n$. Equation (9.1) represents a family of straight lines for different values of the arbitrary constants ' $a$ ' and ' $b$ '. The problem is to determine ' $a$ ' and ' $b$ ' so that the line ( $9: 1$ ) is the line of "best fit ".

The term 'best fil' is interpreted in accordance with Legender's principle of least squares which consists in minimising the sum of the squares of the deviations of the actual values of $\boldsymbol{y}$ from their estimated values as given
 by the line of best fit.

Let $P_{i}\left(x_{i}, y_{i}\right)$ be any general point in the scatter diagram (§ $10 \cdot 2$ ). Draw $P_{i} M \perp$ to $x$-axis meeting the linẹ, (9.1) in $H_{i}$. Abscissa of $H_{i}$ is $x_{i}$ and since $H_{i}$ lies on (9.1), its. ordinate is $a+b x_{i}$. Hence the co-ordinates of $H_{i}$ are ( $x_{i}, a+b x_{i}$ ).

$$
\begin{aligned}
P_{i} H_{i} & =P_{i} M-H_{i} M \\
& =y_{i}-\left(a+b x_{i}\right),
\end{aligned}
$$

is called the error of estimate or the residual for $y_{i}$.

According to the principle of,
least squares, we have to determine $a$ and $b$ so that

$$
E=\sum_{i=1}^{n} P_{i} H_{i}^{2}=\sum_{i=1}^{n}\left(y_{i}-a-b x_{i}\right)^{2}
$$

is minimum. From the principle of maxima and minima, the partial derivatives of $E$, with respect to (w.r.t.) $a$ and $b$ should vanish separately, i.e.,

$$
\begin{align*}
& \frac{\partial E}{\partial a}=0=-2 \sum_{i=1}^{n}\left(y_{i}-a-b x_{i}\right) \text { and } \frac{\partial E}{\partial b}=0=-2 \sum_{i=1}^{n} x_{i}\left(y_{i}-a-b x_{i}\right)  \tag{9-2}\\
& \Rightarrow \sum_{i=1}^{n} y_{i}=n a+b \sum_{i=1}^{n} x_{i} \text { and } \sum_{i=1}^{n} x_{i}, y_{i}=a \sum_{i=1}^{n} x_{i}+b \sum_{i=1}^{n} x_{i}^{2} \tag{9•2a}
\end{align*}
$$

Equations (9.2) and (9.2a) are known as the normal equations for estimating $a$ and $b$.

All the quantities $\sum_{i=1}^{n} x_{i} \sum_{i=1}^{n} x_{i}^{2}, \sum_{i=1}^{n} y_{i}$ and $\sum_{i=1}^{n} x_{i} y_{i}$, can be obtained from the given set of points $\left(x, y_{i}\right) ; i=1,2, \ldots, n$ and the equations $(9 \cdot 2 a)$ can be solved for $a$ and $b$. With the values of $a$ and $b$ so obtained, equation ( $9 \cdot 1$ ) is the line of best fit to the given set of points, $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n$.

Remark. The equation of the line of best fit of $y$ on $x$ is obtained on Climinating $a$ and $b$ in ( $9 \cdot!)$ and $(9 \cdot 2 a)$ and can be expressed in the determinant form as follows:

$$
\left|\begin{array}{ccc}
Y & X & 1  \tag{9.2b}\\
\sum y_{i} & \sum x_{i} & n \\
\sum x_{i} y_{i} & \sum x_{i}^{2} & \sum x_{i}
\end{array}\right|=0
$$

9.1-2. Fitting of second degree parabola. Let

$$
\begin{equation*}
Y=a+b X+c X^{2} \tag{9•3}
\end{equation*}
$$

be the second degree parabola of best fit to set of $n$ points $\left(x_{i} y_{i}\right) ; i=1,2, \ldots$, $n$. Using the principle of least squares, we have to determine the constants $a$, $b$ and $c$ so that

$$
E=\sum_{i=1}^{n}\left(y_{i}-a-b x_{i}-c x_{i}^{2}\right)^{2}
$$

is minimum.
Equating to zero the partial derivatives of $E$ with respect to $a, b$ and $c$ separately, we get the normal equations for estimating $a, b$ and $c$ as

$$
\left.\begin{array}{l}
\frac{\partial E}{\partial a}=0=-2 \sum\left(y_{i}-a-b x_{i}-c x_{i}^{2}\right)  \tag{9•4}\\
\frac{\partial E}{\partial b}=0=-2 \sum x_{i}\left(y_{i}-a-b x_{i}-c x_{i}^{2}\right) \\
\frac{\partial E}{\partial c}=0=-2 \sum x_{i}^{2}\left(y_{i}-a-b x_{i}-c x_{i}^{2}\right)
\end{array}\right\}
$$

$$
\Rightarrow \quad \begin{align*}
\sum y_{1} & =n a+b \sum x_{1}+c \sum x_{i}^{2} \\
\sum x_{i} y_{i} & =a \sum x_{i}+b \sum x_{i}^{2}+c \sum x_{i}^{3} \\
\sum x_{i}^{2} y_{1} & =a \sum x_{i}^{2}+b \sum x_{i}^{3}+c \sum x_{i}^{4},
\end{align*}
$$

summation taken over $i$ from 1 to $n$.
For given set of points $\left(x_{i}, y_{j}\right) ; i=1,2, \ldots, n$, equations $(9 \cdot 4 a)$ can be solved for $a, b$ and $c$, and with these values of $a, b$ and $c,(9 \cdot 3)$ is the parabola of best fit.

Remark. Eliminating $a, b$ and $c$ in $(9 \cdot 3)$ and $(9 \cdot 4 a)$, the parabola of best fit of $y$ on $x$ is given by

$$
\left|\begin{array}{cccc}
y & X^{2} & X & 1 \\
\sum y_{i} & \Sigma x_{i}^{2} & \sum x_{i} & n \\
\sum x_{i} y_{i} & \sum x_{i}^{3} & \sum x_{i}^{2} & \sum x_{i} \\
\sum x_{i}^{2} y_{i} & \sum x_{i}^{4} & \sum x_{i}^{3} & \sum x_{i}^{2}
\end{array}\right|=0
$$

9•1•3. Fitting of Polynomial of $\boldsymbol{k t h}$ Degree. If

$$
Y=a_{0}+a_{1} X+a_{2} X^{2}+\ldots+a_{k} X^{k}
$$

is the $k^{\text {th }}$ degree polynomial of best fit to the set of points $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots$, $n$. the constants $a_{0}, a_{1}, a_{2}, \ldots, a_{k}$ are to be obtained so that

$$
E=\sum_{1=j}^{n}\left(y_{i}-a_{0}-a_{1} \cdot x_{i}-a_{2} x_{i}^{2}-\ldots-a_{k} x_{i}^{k}\right)^{2}
$$

is minimum. Thus the normal equations for estimating $a_{0}, a_{1}, \ldots, a_{k}$ are obtained on equating to zero the partial derivatives of $\underset{r}{E}$ w.r.t. $a_{0}, a_{1}, \ldots, a_{k}$ separately, i.e.,

$$
\left.\begin{array}{l}
\frac{\partial E}{\partial a_{0}}=0=-2 \sum\left(y_{i}-a_{0}-a_{1} x_{i}-a_{2} x_{i}^{2}-\ldots-a_{k} x_{i}^{k}\right) \\
\frac{\partial E}{\partial a_{1}}=0=-2 \sum x_{i}\left(y_{i}-a_{0}-a_{1} x_{i}-a_{2} x_{i}^{2}-\ldots-a_{k} x_{i}^{k}\right) \\
\frac{\partial E}{\partial a_{k}}=0=-2 \sum x_{i}^{k}\left(y_{i}-a_{0}-a_{1} x_{i}-a_{2} x_{i}^{2}-\ldots-a_{k} x_{i}^{k}\right) \\
\Rightarrow
\end{array}\right\}
$$

$$
\left.\begin{array}{rl}
\Sigma y_{i} & =n a_{0}+a_{1} \Sigma x_{i}+a_{2} \Sigma x_{i}^{2}+\cdots+a k \Sigma x_{i}^{k} \\
\Sigma x_{i} y_{i} & =a_{0} \Sigma x_{i}+a_{1} \Sigma x_{i}^{2}+a_{2} \Sigma x_{i}^{3}+\cdots+a k \Sigma x_{i}^{k+1} \\
\Sigma x_{i}^{k} y_{i} & =a_{0} \Sigma x_{i}^{k}+a_{1} \Sigma x_{i}^{k+1}+a_{2} \Sigma x_{i}^{k+2}+\cdots+a k \Sigma x_{i}^{2 k}
\end{array}\right\}
$$

summation extended over $i$ from 1 to $n$. These are $(k+1)$ equations in $(k+1)$ unknowns $a_{0}, a_{1}, a_{2}, \ldots, a_{k}$ and can be solved with the help of algebra.

Remark. It has been found that in all the above cases, the values of the second order derivatives, viz., $\frac{\partial^{2} E}{\partial a_{0}^{2}}, \frac{\partial^{2} E}{\partial a_{1}^{2}} \cdots$ come out to be positive at the
points $a_{0}, a_{l}, \ldots, a_{k}$, the solutions of the 'normal equations'. Hence they provide minima of $E$. For proof see Remark 1 to § 10.7.1-Lines of Regression.

Example 9•1. Fit a straight line to the following data.

| $X:$ | 1 | 2 | 3 | 4 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 2.4 | 3 | 3.6 | 4 | 5 | 6 |

Solution. Let the line be $Y=a+b X$

| $X$ | $Y$ | $X^{2}$ | $\ldots$ | $X Y$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | 2.4 | 1 | 2.4 |  |
|  | 2 | 3.0 | 4 | 6.0 |
|  | 3 | 4.0 | 9 | 10.8 |
| 4 | 5.0 | 16 | 16.0 |  |
|  | 6 | 6.0 | 36 | 30.0 |
|  | 8 | 24 | 130 | 48.0 |
| Total 24 |  |  | 113.2 |  |

Using normal equations (9.2a), we get

$$
24=6 a+24 b \text { and } 113 \cdot 2=24 a+130 b
$$

Solving these equations, we get $a=1.976$ and $b=0.506$.
Example 9.2. Fit a parabola of second degree to the following data :

| $X:$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 1 | 1.8 | 1.3 | 2.5 | 6.3 |

(Deḷhi Univ. B.Sc., Oct. 1992)
Solution. Let $Y=a+b X+c X^{2}$ be the second degree parabola.

|  | $X$ | $Y$ | $X^{2}$ | $X^{3}$ | $X^{4}$ | $X Y$ | $X^{2} Y$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
|  | 0 | 1.0 | 0 | 0 | 0 | 0 | 0 |
|  | 1 | 1.8 | 1 | 1 | 1 | 1.8 | 1.8 |
|  | 2 | 1.3 | 4 | 8 | 16 | 2.6 | 5.2 |
|  | 3 | 2.5 | 9 | 27 | 81 | 7.5 | 22.5 |
|  | 4 | 6.3 | 16 | 64 | 256 | 25.2 | 100.8 |
| Total | 10 | 12.9 | 30 | 100 | 354 | 37.1 | 130.3 |

Using normal equations (9.4), we get
$12 \cdot 9=5 a+10 b+30 c ; 37 \cdot 1=10 a+30 b+100 c$;
$130 \cdot 3=30 a+100 b+354 c$
Solving these equations, we get $a=1.42, b=-1.07$ and $c 0.55$. Thus the required equation of the second degree parabola is

$$
Y=1.42-1.07 X+0.55 X^{2}
$$

Remark. If the values which $X$ and $Y$ take are large, the calculation of $\Sigma x, \Sigma x^{2}, \Sigma x y, \ldots$, becomes quite tedious and the solution of the normal equations, is also quite cumbersome. In this case arithmetic is reduced to a great
extent by suitable change of origin in $X$ or (and) in $Y$.
9.1.4. Change of origin. Lee us suppose that the values of $X$ are given to be equidistant at an interval of $h$, i.e., $X$ takes the values, (say), $a, a+h$, $a+2 h, \ldots$ If $n$ is odd, i.c., $n=2 m+1$ (say), we take

$$
U=\frac{X-(\text { middle term })}{\text { Interval }}=\frac{X-(a+m h)}{h}
$$

Now $U$ takes the values $-m,-(m-1), \ldots,-1,0,1, \ldots,(m-1), m$, so that $\Sigma U=\Sigma U^{3}=0$.

If $n$ is cven, i.e., $n=2 m$ (say), then there are two middle terms, viz., mth and ( $m+1$ )th terms which are $a+(m-1) h$ and $a+m h$. In this case, we take

$$
\begin{align*}
U & =\frac{X-\text { (mean of two middlí terms })}{\frac{1}{2} \text { (interval) }}=\frac{X-\left[a+\frac{1}{2}(2 m-1) h\right]}{\frac{1}{2}(h)} \\
& =\frac{2 X-2 a-(2 m-1) h}{h} \tag{9.7}
\end{align*}
$$

Now for $X=a, a+h, \ldots, a+(2 m-1) h ; U$ takes the values $-(2 m-1),-(2 m-3), \ldots,-3,-1,1,3, \ldots,(2 m-3),(2 m-1)$.

Again we see that $\Sigma U=\Sigma U^{3}=0$.
Example 9.3. The weights of a calf taken at weekly intervals are given below. Fit a straight line using the method of least squares and calculate the average rate of growth, per week.
Age $(X): \begin{array}{lllllllllll}1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10\end{array}$ Weight (Y): $52.5 \quad 58.7 \quad 65.0 \quad 70.2 \quad 75.4 \quad 81.1 \quad 87.2 \quad 95.5 \quad 102.2 \quad 108.4$

Solution. Let the variables age and weight be denoted by $X$ and $Y$ respectively.

Here $n=10$, i.e., even and the values of $X$ are equidistant at an interval of unity, i.e., $h=1$. Thus we take

$$
U=\frac{X-\{(5+6) / 2\}}{\frac{1}{2}}=2 X-1.1
$$

Let the least-square line of $Y$ on $U$ be $Y=a+b U$.
The normal equations for estimating $a$ and $b$ are

| $\Sigma Y=n a+b \Sigma$ and |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | $\Sigma U Y=a \Sigma U+b \Sigma U^{2}$ | $U Y$ |  |  |  |
| $X$ | $\boldsymbol{Y}$ | $U$ | $U^{2}$ | $U Y$ |  |
| 1 | 52.5 | -9 | 81 | -472.5 |  |
| 2 | 58.7 | -7 | 49 | -410.9 |  |
| 3 | 65.0 | -5 | 25 | -325.0 |  |
| 4 | 70.2 | -3 | 9 | -210.6 |  |
| 5 | 75.4 | -1 | 1 | -75.4 |  |
| 6 | 81.1 | 1 | 1 | 81.1 |  |
| 7 | 87.2 | 3 | 9 | 261.6 |  |


|  | 8 | 95.5 | 5 | 25 |
| ---: | ---: | ---: | ---: | ---: |
|  | 9 | 102.2 | 7 | 477.5 |
|  | 10 | 108.4 | 9 | 81 |
| Total |  | 796.2 | 0 | 330 |

Thus the normal equations are

$$
\begin{aligned}
796.2 & =10 a+0 \times b \text { and } 1016.8=a \times 0+330 b, \\
\text { which give } \quad a & =79.62 \text { and } b=\frac{1016.8}{330}=3.08(\text { approx ). }
\end{aligned}
$$

$\therefore$ The least square line of $Y$ on $U$ is

$$
Y=79.62+3.08 U
$$

Hence the line of best fit of $Y$ on $X$ is

$$
Y=79.62+3.08(2 X-11) \quad \Rightarrow \quad Y=45.74+6.16 X
$$

The weights of the calf (as given by the line of best fit $Y=A+B X$ ) after $1,2,3, \ldots$ wceks are $A+B, A+2 B, A+3 B, \ldots$, respectively. Hence the average rate of growth per week is $B$ units, i.e., $6 \cdot 16$ units.

## EXERCISE 9 (a)

1. (a) $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n$, give the co-ordinates of $n$ points in a plane. It is proposed to fit a straight line $Y=a X+b$ to.those points such that the sum of the squares of the perpendiculars from those $n$ points to the line is a minimum. Find the constants $a$ and $b$. Use the above method to fit a straight line to the following poinis :

| $X:$ | 0 | 1 | 2 | 3 | 4 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $Y:$ | 1 | 1.8 | 3.3 | 4.5 | 6.3 |

Ans. $\quad Y=0.72+1.33 X$
(b) Fit a straight line of the form $Y=A X+B$ to the following data:

| $X:$ | 0 | 5 | 10 | 15 | 20 | 25 | 30 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $Y:$ | 10 | 14 | 19 | 25 | 31 | 36 | 39 |

2. Show that the line' of best fit to the following data is given by

| $Y=-0.5 X+8$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ : | 6 | 7 | 7 | 8 | 8 | 8 | 9 | 9 |  |
| $Y$ : | 5 | 5 | 4 | 5 | 4 | 3 | 4 | 3 | 3 |

3. (a) How do you define the term "line of best fit". Give the normal equations generally used to obtain such a line. Fit a straight line and parabolic curve to the following data $: X: 1 \cdot 01 \cdot 52 \cdot 02 \cdot 53 \cdot 03 \cdot 54.0$

$$
\begin{array}{llllllll}
Y: & 1.1 & 1.3 & 1.6 & 2.6 & 2.7 & 3.4 & 4.1
\end{array}
$$

Ans. $\quad Y=1.04-0.20 X+0.24 X^{2}$
(b) Fit a straight line to the following data. Plot the observed and the ex-
(b) Fit a straight line to the following data. Plot the observed and the expected values in a graph and examine whether the straight line gives an adequate fit

$$
\begin{array}{lrrrrrrrr}
x \ldots & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
y \ldots & 55 & 46 & 40 & 38 & 33 & 30 & 29 & 30
\end{array}
$$

4. An experiment is conducted to verify the law of falling under gravity expressed by

$$
S=\frac{1}{2} g t^{2}
$$

where $S$ is the distance fallen at time $t$ and $g$ is a gravitational constant. The following results are oblained:

| $t$ (seconds ): | 1 | 2 | 3 | 4 | 5 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $S($ fect ) | $:$ | 15 | 70 | $140^{\circ}$ | 250 |

Taking $S$ as the depenent variable, fit a straight line to the data by the method of least squares in a manner that you can estimate $g$. What is the estimate of $g$ ?
5. (a) Explain the method of fitting a second degree parabola by using the principle of least squares.
(b) Fit a parabola $Y=a+b x+c x^{2}$ to the following data :

| $X ;$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 2.3 | $5 \cdot 2$ | 9.7 | 16.5 | 29.4 | $35 \cdot 5$ | 54.4 |

6. Fit a second degree parabola to the following data taking $X$ as the independent variable :

| $X:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $Y:$ | 2 | 6 | 7 | 8 | 10 | -11 | 11 | 10 | 9 |

Ans. $\quad Y=-1+3.55 X-0.27 X^{2}$
7. In a spectroscopic method for determining the per cent $X$ of natural rubber content of vulcanizates, the variable $Y$ used is $1+\log _{10} r$, where $r$ is the ratio of transmission at two selected wavelengths. In order to establish a relationship between $X$ and $Y$, the following data were obtained :

| $X:$ | 0 | 20 | 40 | 60 | 80 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 2.19 | 2.65 | 3.16 | 3.57 | 3.93 | 4.27 |

Using least square method, fit a parabola. Comment on your resulis.
8. Fit a second degrec curve $Y=a+b X+c X^{2}$ to the following data relating to profit of a certain company.
$\begin{array}{lllllll}\text { Year } & : & 1980 & 1982 & 1984 & 1986 & 1988\end{array}$
Profit in lakhs of rupees: $\begin{array}{llllll}125 & 140 & 165 & 195 & 230\end{array}$
Estimate the profit in the year 1995.
Ans. $\quad Y=114+7.2 X+3.15 X^{2}$
9. Explain the inethod of least squares of fitting a curve to the given mass of data :

$$
\begin{array}{llllll}
X: & -2 & -1 & 0 & 1 & 2
\end{array}
$$

| $Y:$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

Fil a parabola $Y=a+b X+c\left(X^{2}-2\right)$, by the method of least squares and show that

$$
a=\bar{y}, \quad b=\frac{1}{10}\left(-2 y_{1}-y_{2}+y_{4}+2 y_{5}\right), c=\frac{1}{14}\left(2 y_{1}-y_{2}+y_{4}+2 y_{5}\right)
$$

10. Show that the best fitting linear function for the points $\left(x_{1}, y_{1}\right)$, $\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)$ may be expressed in the form

$$
\left|\begin{array}{ccc}
x & y & 1 \\
\Sigma x_{i} & \Sigma y_{i} & n \\
\Sigma x_{i}^{2} & \Sigma x_{i} y_{i} & \Sigma x_{i}
\end{array}\right|=0,(i=1,2, \ldots, n)
$$

Show that the line passes through the mean point ( $\bar{x}, \bar{y}$ ).
9.2. Most Plausible Solution of a System of Linear Equations. Method of least squares is helpful in finding the most plausible values of the variables satisfying a system of independent linear equations whose number is more than the number of variables under study. Consider the following set of $m$ equations in $n$ variables $X, Y, Z, \ldots, T$ :

$$
\left.\begin{array}{r}
a_{1} X+b_{1} Y+c_{1} Z+\ldots+k_{1} T=l_{1}  \tag{9.8}\\
a_{2} X+b_{2} Y+c_{2} Z+\ldots+k_{2} T=l_{2} \\
\\
a_{m} X+b_{m} Y+c_{m} Z+\ldots+k_{m} T=l_{m}
\end{array}\right\}
$$

where $a_{i}, b_{i}, \ldots, l_{i} ; i=-1,2, \ldots, m$ are constants.
If $m=n$, the system of equations (9.8) can be solved uniquely with the help of algebra. If $m>n$, it is not posible to determine a unique solution $X, Y, Z, \ldots$, $T$ which will satisfy the system (9.8). In this case we find the values of $X, Y$, $Z, \ldots, T$ which will satisfy the system (9.8) as nearly as possible.

Legender's principle of least squares consists in minimising the sum of the squares of the 'residuals' or the 'errors'. If

$$
E_{i}=a_{i} X+b_{i} Y+c_{i} Z+\ldots+k_{i} T-l_{i} ; i=1,2, \ldots, m
$$

is the residual for the $i$ th equation, then we have to determine $X, Y, Z, \ldots, T$ so that

$$
U=\sum_{i=1}^{m} E_{i}^{2}=\sum_{i=1}^{m}\left(a_{i} X+b_{i} Y+c_{i} Z+\ldots+k_{i} T-l_{i}\right)^{2}
$$

is minimum.
Using the principle of maxima and minima in differential calculus, the partial derivatives of ' $U$ ' w.r.t. $X, Y, Z, \ldots, T$ should vanish separately. Thus

$$
\begin{align*}
& \frac{\partial U}{\partial X}=0=\sum_{i=1}^{m} a_{i}\left(a_{i} X+b_{i} Y+c_{i} Z+\ldots+k_{i} T-l_{i}\right) \\
& \frac{\partial U}{\partial Y}=0=\sum_{i=1}^{m} b_{i}\left(a_{i} X+b_{i} Y+c_{i} Z+\ldots+k_{i} T-l_{i}\right)  \tag{9....9}\\
& \quad: \\
& \frac{\partial U}{\partial T}=0=\sum_{i=1}^{m} k_{t}\left(a_{i} X+b_{i} Y+c_{i} Z+\ldots+k_{i} T-l_{i}\right)
\end{align*}
$$

These are known as the normal equations for $X, Y, Z, \ldots, 7$ respectively. Thus we have $n$-normal equations in $n$ unknowns $X, Y, Z, \ldots, T$ and their unique solution gives the best or the most plausible solution of the system (9.8).

Here we see that the normal equation for any variable is obtained by multiplying each equation by the coefficient of the variable in that equation and then adding all the resulting equations.

Example 9.4. Find the most plausible values of $X$ and $Y$ from the following equations :

$$
\begin{array}{ll}
X-5 Y+4=0, & \\
X+2 X-3 Y+5=0 \\
X+2 Y-3=0, &
\end{array} 4 X+3 Y+1=0
$$

Solution. Normal equation for $X$ is

$$
\begin{align*}
& 1 .(X-5 Y+4)+2(2 X-3 Y+5)+1 .(X+2 Y-3)+4:(4 X+3 Y+1)=0 \\
& \Rightarrow \quad 22 X+3 Y+15=0 \tag{*}
\end{align*}
$$

Normal equation for $Y$ is

$$
\begin{align*}
& -5(X-5 Y+4)-3(2 X-3 Y+5)+2(X+2 Y-3)+3(4 X+3 Y+1)=0 \\
& \Rightarrow \quad . \quad 3 X+47 Y-38=0 \tag{**}
\end{align*}
$$

Solving (*) and (**), we get $X=-0.799$ and $Y=0.86$.
Hence the most plausible values of $X$ and $Y$ are $X=-0.80$ (approx.) and $Y=0.86$ (approx.)

## EXERCISE 9 (b)

1. Find the most plausible values of $X$ and $Y$ from the following equations:

$$
\begin{align*}
X+Y & =3.01, & & 2 X-Y=0.03, \\
. X+3 Y & =7.03, & & 3 X+Y=4.97 .
\end{align*}
$$

Ans. $X=1.0003, Y=2.0007$.
(ii)

$$
\begin{aligned}
X+Y & =3, & X-Y & =2, \\
X+2 Y-4 & =0, & X & =2 Y+1 .
\end{aligned}
$$

2. Find the most plausible values of $X, Y$ and $Z$ from the following equations :
$X-Y+2 Z=3,3 X+2 Y-5 Z=5,4 X+Y+4 Z=21$ and $-X+3 Y+3 Z=14$
Ans. $X=2.47, Y=3.55, Z=1.92$.
9.3. Conversion of Data to Linear Form. Sometimes it may happen that the original data is not in a lincar form but can be reduced to linear form by
some simple transformation of variables. We will illustrate this by considerıng the following curves :
(a) Fitting of a Power Curve. $Y=a X^{b}$
to a set of $n$ points.
Taking logarithm of both sides, we get

$$
\begin{array}{rlrl} 
& & \log Y & =\log a+b \log X \\
\Rightarrow & U & =A+b V
\end{array}
$$

where $U=\log Y, A=\log a$ and $V=\log X$.
This is a linear equation in $V$ and $U$.
Normal equations for estimating $A$ and $B$ are

$$
\begin{equation*}
\Sigma U=n A+b \Sigma V \text { and } \Sigma U V=A \Sigma V+b \Sigma V^{2} \tag{9•10a}
\end{equation*}
$$

These equations can be solved for $A$ and $b$ and consequently, we get

$$
a=\operatorname{antilog}(A)
$$

With the values of $a$ and $b$-so obtained, (9.10) is the curve of best fit to the set of $n$ points.
(b) Fitting of Exponential Curves. (i) $Y=a b^{X}$, (ii) $Y=a e^{b X}$ to a set of $n$ points.
(i)

$$
Y=a b^{X}
$$

Taking logarithm of both sides, we get

$$
\begin{array}{rlrl} 
& & \log Y & =\log a+X \log b \\
\Rightarrow & U & =A+B X
\end{array}
$$

where $U=\log Y, A=\log a$ and $B=\log b$.
This is lincar equation in $X$ and $U$.
The normal equations for estimating $A$ and $B$ are

$$
\begin{equation*}
\Sigma U=n A+B \Sigma X \text { and } \Sigma X U=A \Sigma X+B \Sigma X^{2} \tag{9.11a}
\end{equation*}
$$

Solving these equations for $A$ and $B$, we finally get

$$
a=\operatorname{antilog}(A) \text { and } B=\operatorname{antilog}(B)
$$

With these values of $a$ and $b,(9.11)$ is the curve of best fit to the given set of $n$ points.
(ii)

$$
Y=a e^{b X}
$$

$\Rightarrow \quad U=A+B X$
where $U=\log Y, A=\log a$ and $B=b \log e$.
This is linear equation in $X$ and $U$.
Thus the normal equations are

$$
\begin{equation*}
\Sigma U=n A+B \Sigma X \quad \text { and } \quad \Sigma X U=A \Sigma X+B \Sigma X^{2} \tag{9.12a}
\end{equation*}
$$

From these we find $A$ and $B$ and consequently ' .
$a=\operatorname{antilog}(A)$ and $h=\frac{B}{\log c}$
Example 9.5. Fit an exponential curve of the form $Y=a b^{x}$ to the following data :

( $9 \cdot 1 \mathrm{l}$ la) gives the normal equations as

$$
3.7393=8 A+36 B
$$

and

$$
22.7385=36 A+204 B
$$

Solving, we get

$$
B=0.1408 \text { and } A=-0.1662=\mathrm{T} .8338
$$

$\therefore b=$ Antilog $B=1.383$ and $\dot{a}=$ Antilog $A=0.6821$
Hence the equation of the required curve is

$$
Y=0.6821(1.38)^{X^{\prime}}
$$

Example 9.6. Derive the least square equations for fitting a curve of the type $Y=a X+(b / X)$, 10 a set of $n$ points $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n$.

Solution. The error of estimate $E_{1}$ for the $i$ th point $\left(x_{i}, y_{i}\right)$ is given by

$$
E_{i}=\left(y_{i}-a x_{i}-\frac{b}{x_{i}}\right)
$$

According to the principle of least squares, we have to determine the values of $a$ and $b$ so that sum of the squares of errors $E$, viz.,

$$
E=\sum_{i=1}^{n} E_{i}^{2}=\sum_{i=1}^{n}\left(y_{i}-a x_{i}-\frac{b}{x_{i}}\right)^{2}
$$

is minimum.
Consequently, the normal equations are

$$
\frac{\partial E}{\partial a}=0=-2 \sum_{i=1}^{n} x_{i}\left(y_{i}-a x_{i}-\frac{b}{x_{i}}\right)
$$

$$
\frac{\partial E}{\partial b}=0=-2 \sum_{i=1}^{n} \frac{1}{x_{i}}\left(y_{i}-a x_{i}-\frac{b}{x_{i}}\right)
$$

which on simplification give

$$
\sum_{i=1}^{n} x_{i} y_{i}=a \sum_{i=1}^{n} x_{i}^{2}+n b
$$

$$
\text { and } \quad \sum_{i=1}^{n}\left(\frac{y_{i}}{x_{i}}\right)=. n a+b \cdot \sum_{i=1}^{n}\left(\frac{1}{x_{1}^{2}}\right)
$$

Example 9.7. Three independent measurements on each of the three angles $A, B, C$ of a triangle are as follows:

| $A$ | $B$ | $C$ |
| :---: | :---: | :---: |
| $39 \cdot 5$ | $60 \cdot 3$ | $80 \cdot 1$ |
| $39 \cdot 3$ | $62 \cdot 2$ | $80 \cdot 3$ |
| $39 \cdot 6$ | $60 \cdot 1$ | $80 \cdot 4$ |

Obtain the best estimates of the three angles taking into account the relation that the sum of the angles is equal to $180^{\circ}$.

Solution. Let the three observations on $A$ be denoted by $x_{1}, x_{2}, x_{3}$, on $B$ by $y_{1}, y_{2}, y_{3}$ and on $C$ by $z_{1}, z_{2}, z_{3}$. Let $\theta_{1}, \theta_{2}$ be the best estimates for $A$ and $B$ respectively.

According to the principle of least squares, our problem is to estimate $\theta_{1}$ and $\theta_{2}$, so that

$$
E=\Sigma\left(x_{i}-\theta_{1}\right)^{2}+\Sigma\left(y_{i}-\theta_{2}\right)^{2}+\Sigma\left(z_{i}-180+\theta_{1}+\theta_{2}\right)^{2}
$$

is minimum, summation being taken over $i$ from 1 to 3 .
Equating to zero the partial derivatives of $E$ w.r.t. $\theta_{1}$ and $\theta_{2}$, the normal equations are

$$
\begin{align*}
& \frac{\partial E}{\partial \theta_{1}}=0=-\Sigma\left(x_{i}-\theta_{1}\right)+\Sigma\left(z_{i}-180+\theta_{1}+\theta_{2}\right)  \tag{*}\\
& \frac{\partial E}{\partial \theta_{2}}=0=-\Sigma\left(y_{i}-\theta_{2}\right)+\Sigma\left(z_{i}-180+\theta_{1}+\theta_{2}\right) \tag{**}
\end{align*}
$$

From (*) and (**), we get

$$
\left.\begin{array}{l}
3 \theta_{1}-\Sigma x_{i}+\Sigma z_{i}-540+3 \theta_{1}+3 \theta_{2}=0 \\
3 \theta_{2}-\Sigma y_{i}+\Sigma z_{i}-540+3 \theta_{1}+3 \theta_{2}=0 \tag{***}
\end{array}\right\}
$$

But

$$
\begin{aligned}
& \Sigma x_{i}=39 \cdot 5+39 \cdot 3+39 \cdot 6=118 \cdot 4 \\
& \Sigma y_{i}=60 \cdot 3+62 \cdot 2+60 \cdot 1=182 \cdot 6 \\
& \Sigma z_{i}=80 \cdot 1+80 \cdot 3+80 \cdot 4=240 \cdot 8
\end{aligned}
$$

Substituting in (***), we get

$$
\begin{gathered}
6 \theta_{1}+3 \theta_{2}-417 \cdot 6=0 \text { and } 3 \theta_{1}+6 \theta_{2}-481 \cdot 8=0 . \\
\therefore \hat{A}=\theta_{1}=39 \cdot 27, \hat{B}=\theta_{2}=60 \cdot 66 \text { and } \hat{C}=180-\theta_{1}-\theta_{2}=80.07
\end{gathered}
$$

9.4: Selection of Type of Curve to be Fitted. The greatest limitation of the method of curve fitting by the principle of least squares is the choice of the mathematical curve to be fitted to the given data. The choice of a particular curve for describing the given data requires great skill, intelligence and expertise. The graph of the given data enables us to have a fairly good idea about the type of the curve to be fitted. The graph will clearly reveal if the trend is linear (straight line) or curvilinear (non-linear). If the graph exhibits a curvilinear trend then further approximations to the type of trend curve can be obtained on plotting the data on a semi-logarithmic scale. A careful study of the graph obtained on plotting the data on an arithmetic or semi-logarithmic scale often provides adequate basis for selecting the type of the curve. The various types of curves that may be used to describe the given data in practise are: [If $v_{x}$ is the value of the dependent variable corresponding to the value $x$ of the independent variable]
(i) A straight line: $\quad y_{x}=a+b x$
(ii) Second degree parabola: $\quad v_{x}=a+b x+c x^{2}$
(iii) kth degree polynomial : $y_{x}=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{k} x^{k}$
(iv) Exponential curve: $\quad y_{x}=a b^{x}$

$$
\Rightarrow \quad \log v_{x}=\log a+x \log b=A+B x, \text { (say). }
$$

(iv) Second degree curve fitted to logarithms:

$$
\Rightarrow \quad \begin{aligned}
y_{x} & =a b^{x} c x^{2} \\
\Rightarrow \quad \log \begin{array}{l}
y_{x}
\end{array} & =\log a+x \log b=x^{2} \log c \\
& =A+B x+C x^{2}, \text { (say). }
\end{aligned}
$$

(vi) Growth Curves:

$$
\begin{align*}
& y_{x}=a+b^{x} \quad \text { (Modified Exponential Curve) }  \tag{a}\\
& y_{x}=a b c^{x} \quad \text { (Gompertz Curve) } \tag{b}
\end{align*}
$$

$\Rightarrow$

$$
\begin{align*}
\log v_{x} & =\log a+c^{x} \cdot \log b=A+B c_{i}^{x}, \text { (say) } \\
y_{x} & =\frac{k}{1+\exp (a+b x)}, b<0 \text { (Logistic Curve) } \tag{c}
\end{align*}
$$

For decideing about the type of curve to be fitted to a given set of data, the following points may be helpful:
(i) When the $v_{x}$ series is found to be increasing by equal absolute amounts. the straight line curve is used. In this case, the graph of the data will give a straight line graph.
(ii) The logarithmic straight line (exponential curve $y_{x}=a b^{x}$ ) is used when the serics is increasing or decreasing by a constant percentage rather than a constant absolute amount. In this case, the data plotted on a semi-logarithmic scale will give a straight line graph.
(iii) Second degree curve fitted to logarithnis may be tried if the data plotted
on a semi-logarithmic scale is not a straight line graph but shows curvature, being concave.either upward or downward.

For further guidelines, the following statistical tests based on the calculus of finite differences [c.f. Chapter 17] may be applied.

We know that for a polynomial $y_{x}$ of $n$th degree in $x$,

$$
\left.\begin{array}{rlr}
\Delta^{r} y_{x} & =\text { constant, } r=n \\
& =0, \quad, r>n
\end{array}\right\}
$$

where $\Delta$ is the difference operator given by $\Delta y_{x}=y_{x+h}-y_{x}, h$ being the interval of differencing and $\Delta^{\prime} y_{x}$ is the $r$ th order difference of $y_{x}$.

1. If $\Delta y_{x}=$ constant, use straight line curve.
2. If $\Delta^{2} y_{x}=$ constant, use a second degree (parabolic) curve.
3. If $\Delta\left(\log , y_{x}\right)=$ constant, use exponential curve.
4. If $\Delta^{2}\left(\log y_{x}\right)=$ constant, use second degree curve fitted to logarithms.
5. If $\Delta y_{x}$ tends to decrease by a constant percentage, use modified exponential curve.
6. If $\Delta y_{x}$ resembles a skewed frequency curve, use a Gompertz curve or Logistic curve.
7. The growth curves, viz., modified exponential, Gompertz and Logistic curves, can be approximated by the constancy of the ratios

$$
\frac{\Delta y_{x}}{\Delta y_{x}-1},\left\{\frac{\Delta \log y_{x}}{\Delta \log y_{x}-1}\right\},\left\{\frac{\Delta\left(1 / y_{x}\right)}{\Delta\left(1 / y_{x}-1\right)}\right\},
$$

respectively for all possible values of $x$.
EXERCISE 9 (c)

1. Describe the method of fitting the following curves:
(i) $Y=a e^{b x}$,
(ii) $Y=a X^{b}$
2. (a) Fit an equation of the form $Y=a b^{X}$ to the following data:

- | $X:$ | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 144 | 172.8 | 207.4 | 248.8 | 298.6 |

Ans. $Y=(101 \cdot 3)(1 \cdot 196)^{X}$
(b) Fit a curve of the type $Y=\ddot{a} b^{X}$ to the following data :

| $X:$ | $\cdot \frac{2}{8}$ | 3 | 4 | 5 | -6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 8.3 | 15.4 | 33.1 | 65.2 | 127.4 |

Estimate $Y$ when $X=4.5,7$ and 3.5.
3. Fit a curve of the form $Y=b c^{X}$ to the following data :

Year (X): $\quad 1951 \quad 1952 \quad 1953 \quad 1954 \quad 1955 \quad 1956 \quad 1957$
Production
in requs (y) : $201 \quad 263 \quad 314 \quad 395 \quad 427 \quad 504 \cdot 612$
4. In an experiment in which the growth of duck weed under certain con-
ditions was measured, the following results were oblained :

| Wecks $(X) \ldots$ | 0 | 1 | 2 | 3 | 4 | 2 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of friends $(Y) \ldots$ | 20 | 30 | 52 | 77 | 135 | 211 | 326 | 550 | 1052 |

Assuming the relationship of the form $Y=a e^{b X}$, find the best values of $a$ and $b$ by the method of least squares.
5. For the data given below, find the equation to the best fitting exponential curve of the form $Y=a e^{b X}$.

| $X:$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 1.6 | 4.5 | 13.8 | 40.2 | 125.0 | 300.0 |

Ans. $Y=(0.557) e^{1.05 X}$
6. Fit the curve $Y=a X^{2}+(b / X)$ to the following data :

| $X:$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $Y:$ | -1.51 | 0.99 | 3.88 | 7.66 |

7. The following table gives corresponding values of two variables $X$ and $Y$.

| $X:$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 1.8 | 5.1 | 8.9 | 14.1 | 19.8 |

It is found that they are connected by a law of the form $Y=a X+b X^{2}$, where $a$ and $b$ are constants. Find the best values of $a$ and $b$ by the method of least squares. Calculate the value of $Y$ for $X=2$.

Ans. $a=1.521 ; b=0.49 ; 5.006$
8. The following pairs of observations were noted in experimental work on cosmic rays. Find, by the method of least squares, the best values of $a$ and $b$ for the equation $\log R=a-b C$ which fits the data and estimate the most probable value of $R$ for $C=20.7$.

| $C:$ | 14 | 15 | 16 | 17 | 18 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $R:$ | 24.1 | 20.5 | 14.0 | 7.3 | 5.0 |

9. (a) Explain the principle of least squares and describe its applications in fitting a curve of the form $Y=a \exp \left(b X+c X^{2}\right)$.
(b) Fit an indifference curve of the type $X Y \div b+a X$ to the data given below:

Consumption of Commodity $X$ : $\begin{array}{lllll}1 & 2 & 3 & 4\end{array}$
$\begin{array}{llllll}\text { Consumption of Commodity } Y: & 3 & 1.5 & 6 & 7.5\end{array}$
Hint. $y=a+(b / x)$. Now proceed as'in Example 9.6.
Ans. $X Y=1.3 X+1.7$
10. (a) Show that the parabola of best fit for the points

$$
\left(x_{1}, y_{1}\right) ;\left(x_{2}, y_{2}\right) ; \ldots \ldots ;\left(x_{2 n+1}, y_{2 n+1}\right)
$$

where the values of $x$ are in A.P. with common difference unity and $\bar{x}=0$, can bc expressed in the form

$$
\left|\begin{array}{cccc} 
& x^{2} & & \\
y & n(n+1)(2 n+1) \\
\sum y_{i} & 3 & 0 & 1 \\
\sum x_{i} y_{i} & 0 & \frac{n(n+1)(2 n+1)}{a n+1} \\
\sum x_{i}^{2} y_{i} & \frac{n^{2}(n+1)^{2}}{2} & n & 0 \\
& n & n(i n+1)(2 n+1) \\
3
\end{array}\right|=0
$$

[Delhi Univ. B.A. (Pass), 1984]
Hint. Use (9.4b), with

$$
\begin{aligned}
x_{i} & =a+i ; i=1,2, \ldots,(2 n+1) . \text { Since } \bar{x}=0, \\
\Sigma x_{i} & =(2 n+1) a+\Sigma i \Rightarrow 0=(2 n+1) a+\frac{(2 n+1)(2 n+2)}{2} \\
\Rightarrow \quad a & =-(n+1) \\
\Sigma x_{i}^{2} & =\Sigma(a+i)^{2}=(2 n+1) a^{2}+\Sigma i^{2}+2 a \Sigma i
\end{aligned}
$$

and so on, for $\sum x_{i}^{3}$ and $\sum x_{i}^{4}$.
and

$$
\left[\sum_{i=1}^{m} i^{2}=\frac{m(m+1)(2 m+1)}{6} ; \sum_{i=1}^{m} i^{3}=\left[\frac{m(m+1)}{2}\right]^{2}\right.
$$

$$
\left.\sum_{i=1}^{m} i^{4}=\frac{1}{30} m(m+1)(2 m+1)\left(3 m^{2}+3 m-1\right)\right]
$$

(b) When do we prefer logarithmic curve to ordinary curve ?
9.5. Curve Fitting by Orthogonal Polynomials. Suppose that the polynomial of $p$ th degree of $Y$ on $X$ is

$$
\begin{equation*}
Y=a_{0}+a_{1} X+a_{2} X^{2}+\ldots+a_{p} \dot{X}^{p} \tag{9.13}
\end{equation*}
$$

The normal equations for determining the constants $a_{i}$ 's are obtained by the principle of least squares by minimising the residual or error sum of squares

$$
\begin{equation*}
E=\Sigma\left(y-a_{0}-a_{1} x-a_{2} x^{2}-\ldots-a_{p} x^{p}\right)^{2} \tag{9.14}
\end{equation*}
$$

summation being extended over the given set of observations. The normal equations are :

$$
\begin{gather*}
\frac{\partial E}{\partial a_{j}}=0,(j=0,1,2, \ldots, p) \\
\text { i.e., } \Sigma x^{j}\left(y-a_{0}-a_{1} x-a_{2} x^{2}-\ldots-a_{p} x^{\rho}\right)=0,[j=0,1,2, \ldots, p] \tag{9.15}
\end{gather*}
$$

Assume that $X$ and $Y$ are measured from their means (and this we can dc without any loss of generality) so that

$$
\mu_{r}=\mu_{r}^{\prime}=E\left(X^{r}\right)=\frac{1}{N} \Sigma x^{r}
$$

and write,

$$
\mu_{j!}=\frac{1}{N} \Sigma x^{j \prime} \cdot y,
$$

where $N$ is number of observations taken on each of the variables $X$ and $\gamma$. Hence (9.15) gives

$$
\begin{aligned}
\quad \mu_{j 1}-a_{0} \mu_{\jmath}-a_{1} \mu_{J+1}-a_{2} \mu_{1+2}-\ldots-a_{p} \mu_{J+p} & =0 ; J=0,1,2, \ldots, p \\
\Rightarrow \quad a_{0} \mu_{J}+a_{1} \mu_{j+1}+a_{2} \mu_{J+2}+\ldots+a_{p} \mu_{J+p} & =\mu_{j 1} ; J=0,1,2, \ldots, p
\end{aligned}
$$

Putting $j=0,1,2, \ldots, p$, we get respectively

$$
\left.\begin{array}{cccc}
a_{0} \mu_{0}+a_{1} \mu_{1} & +a_{2} \mu_{2} & +\ldots+a_{p} \mu_{p} & =\mu_{01} \\
a_{0} \mu_{1}+a_{1} \mu_{2} & +a_{2} \mu_{3} & +\ldots+a_{p} \mu_{p+1} & =\mu_{11} \\
: & : & : & : \\
a_{0} \mu_{p}+a_{1} \mu_{p+1}+a_{2} \mu_{p+2}+\ldots+a_{p} \mu_{2 p} & =\mu_{p 1}
\end{array}\right\}
$$

Solving (9.16) for $a_{0}, a_{1}, \ldots, a_{p}$ in terms of the moments $\mu_{\text {, }}$ 's and $\mu_{j 1}$ 's, $j=0,1,2, \ldots, p$ and substituting in (9.13) we get the required curve of best fit.

Let

$$
\Delta^{(p)}=\left|\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \mu_{2} & \ldots & \mu_{p}  \tag{9.17}\\
\mu_{1} & \mu_{2} & \mu_{3} & \ldots & \mu_{p+1} \\
\vdots & \vdots & \vdots & & \vdots \\
\mu_{p} & \mu_{p+1} & \mu_{p+2} & \cdots & \mu_{2 p}
\end{array}\right|
$$

and $\Delta_{j}^{(p)}$ be the determinant obtained on replacing $(j+1)$ th column of $\Delta^{(p)}$ by the column

$$
\left(\begin{array}{c}
\mu_{01}  \tag{9•18}\\
\mu_{11}- \\
\vdots \\
\mu_{p 1}
\end{array}\right) \text { then } \quad a_{j}=\frac{\Delta_{j}^{(p)}}{\Delta^{(p)}}
$$

The required curve of best fit is the eliminant of $a_{i}$ 's in (9.13) and (9.16) and is given by

$$
\left|\begin{array}{cccccc}
Y & 1 & X & X^{2} & \ldots & X^{p}  \tag{9•}\\
\mu_{01} & \mu_{0} & \mu_{1} & \mu_{2} & \cdots & \mu_{p} \\
\mu_{11} & \mu_{1} & \mu_{2} & \mu_{3} & \cdots & \mu_{p+1} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
\mu_{p 1} & \mu_{p} & \mu_{p+1} & \mu_{p+2} & \cdots & \mu_{2 p}
\end{array}\right|=0
$$

The use of equation (9.19) is subject to one serious drawback. If we have a set of data and apart from inspection if there is no guide regarding the order of the polynomial to be fitted, the only way left to us is to try curves of order $1,2,3, \ldots$ until we reach the point where further terms do not improve the fit. Every time we add a new term, the $a$, 's given by $(9 \cdot 18)$ change and accordingly the determinantal arithmetic has to be done afresh. For example, if we want to fit a polynomial curve of third or higher degree to the same data then we cannot use the coefficients which we computed while fitting a second degree parabola. To overcome this drawback Prof. R.A. Fisher suggested a method which involved the fitting of Orthogonal Polynomials by the principle of least squares, so that each term is independent of the other, i.e., each of the coefficients in
the polynomial is independent of the other so that each of them can be calculated independently. In this method, the coefficients computed earlier remain the same and we have to compute the coefficient only for the added term.
95.1. Orthogonal Polynomials (Def.). Two polynomials $P_{1}(x)$ and $P_{2}(x)$ are said to be orthogonal to each other if

$$
\begin{equation*}
\Sigma P_{1}(x) P_{2}(x)=0 \tag{9-20}
\end{equation*}
$$

where summation is taken over a specified set of values of $x$. If $x$ were a continuous variable in the range from $a$ to $b$, the condition for orthogonality gives

$$
\begin{equation*}
\int_{a}^{b} P_{1}(x) P_{2}(x) d x=0 \tag{9•20a}
\end{equation*}
$$

For example, if we take

$$
\begin{equation*}
P_{0}=1, P_{1}(x)=x-4, P_{2}(x)=x^{2}-8 x+12, P_{3}(x)=x^{3}-12 x^{2}+41 x-36 \tag{9•20b}
\end{equation*}
$$

then these are orthogonal to each other for a set of integral values of $x$ from 1 to 7 as explained in the following table. Other examples of orthogonal polynomials are Hërmite polynomials, Gram Charlier's polynomials, Legender's polynomials, etc.

ORTHOGONALITY OF POLYNOMIALS DEFINED IN (9.20b)

| $x$ | $P_{0} P_{1}$ | $P_{0} P_{2}$ | $P_{0} P_{3}$ | $P_{1} P_{2}$ | $P_{1} P_{3}$ | $P_{2} P_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| 1 | -3 | 5 | -6 | -15 | 18 | -30 |
| 2 | -2 | 0 | 6 | 0 | -12 | 0 |
| 3 | -1 | -3 | 6 | 3 | -6 | -18 |
| 4 | 0 | -4 | 0 | 0 | 0 | 0 |
| 5 | 1 | -3 | -6 | -3 | -6 | 18 |
| 6 | 2 | 0 | -6 | 0 | -12 | 0 |
| 7 | 3 | 5 | 6 | 15 | 18 | 30 |
| Total | 0 | 0 | 0 | 0 | $U$ | 0 |

9.5-2. Fitting of Orthogonal Polynomials. The $p$ th degree polynomial (9.13) can be rewritten as

$$
\begin{equation*}
Y=b_{0} P_{0}+b_{1} P_{1}+b_{2} P_{2}+\ldots+b_{p} P_{p} \tag{9.21}
\end{equation*}
$$

where $P$ 's are polynomials in $x, P_{j}$ being a polynomial of degree $j, j=0,1,2, \ldots, p)$. We shall determine $P$ 's so that they satisfy the condition of orthogonality, wiz.,

$$
\begin{equation*}
\Sigma P_{j} P_{k}=\sum_{x} P_{j}(x) P_{k}(x)=0 ; j \neq k \tag{92}
\end{equation*}
$$

the summation being extended over the observed values of $x$. The normal equations for estimating the constants $b_{j}$ 's are obtained on minimising

$$
\begin{equation*}
E=\Sigma\left(y-b_{0} P_{0}-b_{1} P_{1}-\ldots-b_{p} P_{p}\right)^{2} \tag{9-23}
\end{equation*}
$$

and are given by

$$
\begin{gathered}
\frac{\partial E}{\partial b_{1}}=0 \\
\Rightarrow \quad \Sigma P_{j}\left(y-b_{0} P_{0}-b_{1} P_{1}-\ldots-b_{p} P_{p}\right)=0: 1=0,1,2, \ldots, p .
\end{gathered}
$$

Simlifying and using (9.22), we get

$$
\begin{align*}
\Sigma P_{j}, y-b_{j} \Sigma P_{j}^{2} & =0 \\
b_{j} & =\frac{\Sigma y P_{j}}{\Sigma P_{j}^{2}}, j=0,1,2, \ldots, p \tag{9-24}
\end{align*}
$$

Thus $b_{j}$ is determined by $P_{j}$. If having fitted a curve of order $p$ we wish to go a step further by adding a term $b_{p+1} P_{p+1}$, the coefficients already obtained in ( 9.24 ) remain unaltered.

Moreover, the use of orthogonal polynomials will give us a very convenient method of determining, step by step, the goodness of fit of the polynomial curve. For $p$ th degree polynomial' $(9 \cdot 21)$, the error sum of squares is [c.f. (9-23)]

$$
\begin{aligned}
E= & \Sigma\left(y-b_{0} P_{0}-b_{1} P_{1}-\ldots-b_{p} P_{p}\right)^{2} \\
= & \Sigma y^{2}+b_{0}^{2} \Sigma P_{0}^{2}+b_{1}^{2} \Sigma P_{1}^{2}+\ldots+b_{p}^{2} \Sigma P_{p}^{2} \\
& \quad-2 b_{0} \Sigma y P_{0}-2 b_{1} \Sigma y P_{1}-\ldots-2 b_{p} \Sigma y P_{p},
\end{aligned}
$$

other terms vanish because of orthogonality conditions (9.22). Using (9-24) we finally obtain

$$
E=\Sigma y^{2}-b_{0}^{2} \Sigma P_{0}^{2}-b_{1}^{2} \Sigma P_{1}^{2}-\ldots-b_{p}^{2} \Sigma P_{p}^{2}
$$

Thus the effect of adding any term $b_{j} P_{j}$ is to reduce the error (residual) sum of squares $E$ by $b_{j}^{2} \Sigma P_{j}^{2}$ and we may examine the effect of this term on $E$ separately. If we find that the addition of any term $b_{p} P_{p}$ does not reduce $E$ significantly, we max conclude that it is not desired (as far as the representation of the given data by a polynomial curve is concerned).
9.5.3. Finding The Orthogonal Polynomial $P_{p}$, in Fitting a Polynomial of Degree $p$. Let $P_{p}$, the polynomial of degree $p$ in $x$ be given by

$$
\begin{equation*}
P_{p}=\sum_{j=0}^{P} c_{p j} x^{j} \tag{9.26}
\end{equation*}
$$

This contains $(p+1)^{\cdot}$ unknown constants $c_{p p} 0_{p 1}, \ldots, c_{p p}$. Hence in all the polynomials in (9.21) up to and including those of $p$ th order, there are

$$
1+2+3+\ldots+(p+1)=\frac{(p+1)(p+2)}{2}
$$

unknown constants. The orthogonality conditions

$$
\Sigma P_{i} P_{j}=0, i \neq j=0,1,2, \ldots, p,
$$

provide ${ }^{p+1} C_{2}=\frac{(p+1) p}{2}$ conditions on the $c$ 's so that there are

$$
\frac{(p+1)(p+2)}{2}-\frac{(p+1) p}{2}=p+1,
$$

constants which can be assigned arbitrarily. We will take one for each polynomial $P_{j}(j=0,1,2, \ldots, p)$ and assign it such that the coefficient of $x^{\prime}$ in $P_{j}$ is unity i.e.,

$$
\begin{equation*}
c_{i j}=1, j=0,1,2, \ldots, p \tag{9.27}
\end{equation*}
$$

In particular $\quad c_{00}=P_{0}=1$. The orthogonality conditions give:

$$
\begin{equation*}
\sum_{x} P_{p} P_{j}=0, j<p(j=0,1,2, \ldots, p-1) \tag{9•28}
\end{equation*}
$$

$j=0$, gives $\sum P_{p} P_{0}=0 \Rightarrow \sum_{p}=0 ;\left(\because P_{0}=1\right)$
$j=0$, gives $\sum P_{p} P_{1}=0 \Rightarrow \sum P_{p}=0,(x+k)=0$

$$
\begin{equation*}
\Rightarrow \quad \sum P_{p} \cdot x+k \sum P_{p}=0 \tag{}
\end{equation*}
$$

$$
\begin{equation*}
\Rightarrow \quad \sum_{x} x P_{p}=0 \tag{**}
\end{equation*}
$$

$$
\begin{aligned}
j=2 \text {, gives } \sum P_{p} P_{2}=0 & \Rightarrow \sum P_{p}=\left(x^{2}+k_{1} x+k_{2}\right)=0[\text { Using (*)] } \\
& \Rightarrow \sum x^{2} \cdot P_{p}=0 \quad \text { [Using (*) and (**)] }
\end{aligned}
$$

Similarly proceeding, we shall get in general

$$
\begin{array}{ll} 
& \sum_{x} P_{p} x^{r}=0, r=0,1,2, \ldots, p-1  \tag{9•29}\\
\Rightarrow \quad & \sum_{x}\left(\sum_{J=0}^{p} c_{p j} \cdot x^{j}\right) x^{r}=0 \\
\Rightarrow \quad & \sum_{j=0}^{p}\left(c_{p j} \sum_{x} x^{j+r}\right)=0
\end{array}
$$

Dividing both sides by $N$, the number of observations on each of the variables $X$ and $Y$, we get.

$$
\sum_{j=0}^{P} c_{p j} \mu_{j+r} \rightleftharpoons 0 ; r=0,1,2, \ldots,(p-1)
$$

where $x$ is assumed to be measured from mean. Putting $r=0,1,2, \ldots,(p-1)$ in ( $9 \cdot 30$ ), we get respectively

$$
\begin{aligned}
& c_{p 0} \mu_{0}+c_{p 1} \mu_{1}+\cdots+c_{p j} \mu_{j}+\cdots+c_{p, p-1} \mu_{p-1}+c_{p p} \mu_{p=0} \\
& c_{p 0} \mu_{1}+c_{p 1} \mu_{2}+\cdots+c_{p j} \mu_{j+1}+\cdots+c_{p, p-1} \mu_{p}+c_{p p} \mu_{p+1=0} \\
& c_{p 0}: \mu_{p-1}+c_{p 1} \mu_{\mathrm{p}}+\cdots+c_{p j} \mu_{j+p-1}+\cdots+c_{p, p-1} \mu_{2 p-2}+c_{p p} \mu_{2} \vdots_{p-1=0}
\end{aligned}
$$

Noting that $c_{p p}=1$, solving the above equations for $c \cdot s$, we get

$$
c_{p j}=\frac{\left|\begin{array}{cccccc}
\mu_{0} & \mu_{1} & \ldots & -\mu_{p} & \ldots & \mu_{p-1}  \tag{9•31}\\
\mu_{1} & \mu_{2} & \ldots & -\mu_{p+1} & \ldots & \mu_{p} \\
: & : & & : & & : \\
\mu_{p-1} & \mu_{p} & \ldots & \mu_{2 p-1} & \ldots & \mu_{2 p-2}
\end{array}\right|}{\left|\begin{array}{cccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{j} & \ldots & \mu_{p-1} \\
\mu_{1} & \mu_{2} & \ldots & \mu_{j+1} & \ldots & \mu_{p} \\
: & \vdots & & : & & \vdots \\
\mu_{p-1} & \mu_{p} & \ldots & \mu_{j+p-1} & \ldots & \mu_{2 p-2}
\end{array}\right|}=\frac{\Delta^{(p)} p j}{\Delta^{(p-1)}}
$$

where $\Delta^{(p)}$ has been defined in (917) and $\Delta^{(p)}{ }_{p}$, is the minor of the element in the last row and $(j+1)$ th column in $\Delta^{(p)}$. Substituting this value of $c_{p j}$ in (9.26), we get

$$
\begin{align*}
P_{p} & =\sum_{j=0}^{p} c_{p j} x^{j}=\sum_{j=0}^{p} \frac{\Delta^{(p)}{ }_{p J}}{\Delta^{(p-1)}} \cdot x^{\prime} \\
& =\frac{1}{\Delta^{(p-1)}} \sum_{j=0}^{p} \Delta^{(p)}{ }_{p j} x^{j} \\
& =\frac{1}{\Delta^{(p-1)}}\left[\begin{array}{cccc}
\Delta^{(p)}{ }_{p 0}+x \Delta^{(p)}{ }_{p 1}+\ldots+x^{p} \cdot \Delta^{(p)}{ }_{p p}
\end{array}\right] \\
\Rightarrow \quad P_{p} & =\frac{1}{\Delta^{(p-1)}}\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \mu_{2} & \mu_{p} \\
\mu_{1} & \mu_{2} & \mu_{3} \cdots & \mu_{p+1} \\
\vdots & ; & \vdots & ; \\
\mu_{p-1} & \mu_{p} & \mu_{p+1} & \mu_{2 p-1} \\
1 & x & x^{2} & x^{p}
\end{array}\right|
\end{align*}
$$

In particular if $\mu_{0}=1, \mu_{1}=0$ and $\mu_{2}=1$, i.e.; if $x$ is a standardised variate then the orthogonal polynomials are given by

$$
\begin{align*}
P_{0} & =1  \tag{9.33}\\
P_{1}(x) & =\frac{\left|\begin{array}{cc}
\mu_{0} & \mu_{1} \\
1 & x
\end{array}\right|}{\left|\begin{array}{ccc}
\mu_{0} & \mu_{1} & \mu_{2} \\
\mu_{1} & \mu_{2} & \mu_{3} \\
1 & x & x^{2}
\end{array}\right|}=x  \tag{9.33o}\\
P_{2}(x) & \left.=\frac{\left|\begin{array}{ll}
\mu_{0} & \mu_{1} \\
\mu_{1} & \mu_{2}
\end{array}\right|}{} \right\rvert\,
\end{align*}
$$

$$
\left(\because \mu_{0}=1, \mu_{1}=0, \mu_{2}=1\right)
$$

$$
P_{3}(x)=\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \mu_{2} & \mu_{3}  \tag{9:33c}\\
\mu_{1} & \mu_{2} & \mu_{3} & \mu_{4} \\
\mu_{2} & \mu_{3} & \mu_{4} & \mu_{5} \\
1 & x & x^{2} & x^{3}
\end{array}\right| \div\left|\begin{array}{lll}
\mu_{0} & \mu_{1} & \mu_{2} \\
\mu_{1} & \mu_{2} & \mu_{3} \\
\mu_{2} & \mu_{3} & \mu_{4}
\end{array}\right|
$$

and so on.
If we further assume that $x$ is a standard normal variate so that $\mu_{3}=\mu_{5}$ $=\ldots=\mu_{2 r+1}=0$, then the above orthogonal polynomials are called Hermite Polynomials and are given by

$$
\begin{equation*}
P_{0}=1 ; P_{1}^{\prime}(x)=x ; P_{2}(x)=x^{2}-1 ; P_{3}(x)=x^{3}-3 x ; P_{4}(x)=x^{4}-6 x^{2}+3 ; \tag{9•34}
\end{equation*}
$$

and so on, where $x$ is a continuous r.v. taking values from $-\infty$ to $\infty$.
Remark. Hermite Polynomials defined in (9.34) are orthogonal w.r.t. the weight function

$$
\alpha(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2}\right) ;-\infty<x<\infty
$$

i.e., $\quad \int^{\infty} P_{i}(x) P_{j}(x) \alpha(x)=0 ; i \neq j$
$-\infty$
where $P_{1}(x), P_{2}(x), P_{3}(x), P_{4}(x)$ are defined in (9.34).
9.5.4. Determination of the Coefficients $b_{j}$ 's in (9.21). From (9.24), we get

$$
\begin{align*}
b_{p} & =\Sigma y P_{p} / \Sigma P_{p}^{2}  \tag{9-36}\\
\Sigma P_{p}^{2} & =\Sigma P_{p} P_{p} \\
& =\sum_{x} P_{p}\left[c_{p 0}+c_{p 1} x+c_{p 2} x^{2}+\ldots+c_{p p} x^{p}\right] \\
& =\sum_{x} P_{p} \cdot x^{p}
\end{align*}
$$

on using (9-29) and the fact that $c_{p p}=1$.

$$
\begin{align*}
& \Sigma P_{p}^{2}=\sum_{x}\left(\sum_{j=0}^{p} c_{p j} x^{\prime}\right) x^{p}=\sum_{j=0}^{p}\left(\begin{array}{l}
c_{p j} \sum x^{p+j} \\
\end{array}\right. \\
&=N \sum_{j=0}^{p} c_{p j} \mu_{p+j}=N \sum_{j=0}^{p} \frac{\Delta^{(p)}}{\Delta_{p j}^{(p-1)}} \cdot \mu_{p+j}  \tag{9.31}\\
&=\frac{N}{\Delta^{(p-1)}}\left|\begin{array}{llll}
\mu_{0} & \mu_{1} & \ldots & \mu_{p} \\
\mu_{1} & \mu_{2} & \ldots & \mu_{p+1} \\
\vdots & & & \\
\mu_{p-1} & \mu_{p} & \ldots & \mu_{2 p-1} \\
\mu_{p} & \mu_{p+1} & \ldots & \mu_{2 p}
\end{array}\right|
\end{align*}
$$

[Proceeding exactly as we obtained (9.32)]'

$$
\begin{equation*}
=\frac{N \Delta^{(p)}}{\Delta^{(p-1)}} \tag{9.37}
\end{equation*}
$$

Similarly, $\Sigma y P_{p}=N \sum_{j=0}^{p} \frac{\Delta^{(p)}{ }_{p j}}{\Delta^{(p-1)}} \cdot \mu_{j 1}$

$$
\begin{align*}
& =\frac{N}{\Delta^{(p-1)}} \left\lvert\, \begin{array}{llll}
\mu_{0} & \mu_{1} & \ldots & \mu_{p} \\
\mu_{1} & \cdot & \mu_{2} & \ldots
\end{array} \mu_{p+1}\right. \\
& :  \tag{9.38}\\
& \mu_{p-1}
\end{align*} \mu_{p} \quad \ldots . \mu_{2 p-1}\left|\begin{array}{llll}
\mu_{01} & \mu_{11} & \ldots & \mu_{p 1}
\end{array}\right|
$$

where $\Delta^{(p)}$ and $\Delta^{(p)}{ }_{j}$ are defined in (9.17). Substituting in (9.36) we get

If the variable $x$ takes the integral values $1,2, \ldots, N$, then the first seven of these orthogonal polynomials $P_{j}$ 's $j=0,1,2,3, \ldots, 6$ are given by :

$$
\begin{aligned}
& P_{0}(x)=1, P_{1}(x)=\lambda_{1} \cdot \xi \\
& P_{2}(x)=\lambda_{2}\left\{\xi^{2}-\frac{N^{2}-1}{12}\right\} \\
& P_{3}(x)=\lambda_{3}\left\{\xi^{3}-\frac{3 N^{2}-7}{20} \xi\right\} \\
& P_{4}(x)=\lambda_{4}\left\{\xi^{4}-\frac{3 N^{2}-13}{14} \xi^{2}+\frac{3}{560}\left(N^{2}-1\right)\left(N^{2}-9\right)\right\} \\
& P_{5}(x)=\lambda_{5}\left\{\xi^{5}-\frac{5}{18}\left(N^{2}-7\right) \xi^{3}+\frac{1}{1008}\left(15 N^{4}-230 N^{2}+407\right) \xi\right\} \\
& P_{6}(x)=\lambda_{6}\left\{\xi^{6}-\frac{5}{44}\left(3 N^{2}-31\right) \xi^{4}+\frac{1}{176}\left(5 N^{4}-110 N^{2}+329\right) \xi^{2}\right\} \\
& \left.-\frac{5}{14784}\left(N^{2}-1\right)\left(N^{2}-9\right)\left(N^{2}-25\right)\right\}
\end{aligned}
$$

and so 01, where $\xi=x-\bar{x}$ so that $\Sigma \xi=0$ and $\lambda_{i}$ 's are arbitrary constants.
If $y=b_{0}+b_{1} P_{1}(x)+b_{2} P_{2}(x)+\ldots+b_{p} P_{p}(x)$; is the orthogonal polynomial fitted to the given data then, using (9.24), we get

$$
\left.\begin{array}{l}
b_{0}=\frac{\sum_{y} P_{0}}{\sum_{x} P_{0}^{2}}=\frac{\Sigma y}{N} ;\left(\because P_{0}=1\right) \\
b_{i}=\frac{\sum_{x} P_{i}^{2}}{},(i=1,2, \ldots, p)
\end{array}\right\}
$$

The origin of $P_{i}$ 's is so chosen that $\Sigma P_{i}=0$.
If $N$, the numbèr of observations is odd, then we take

$$
\xi=\frac{x_{j}-A}{h}
$$

and if $N$ is even thaṭn we take

$$
\xi=\frac{x_{i}-A_{1}}{(h / 2)}
$$

where $\quad h=$ length of the interval (for values of $x$ )
$A=$ middle value (item) of the data
and $\quad A_{1}=$ Arithmeic mean of two middle values of the data.
The values of $P_{i}$ 's and $\lambda_{i}$ 's are obtained from. 'Statistical Tables' by
R.A. Fisher for the values of $N$ from 3 to 75. In these tables the orthogonal polynomials $P_{i}$ 's are denoted by $\phi_{i}$ 's. We reproduce below these tables for $N=3$ to $N=6$.

## TABLES OF ORTHOGONAL POLYNOMIALS

| $N=3$ |  | $N=4$ |  |  | $N=5$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ | $\varphi_{4}$ |
|  | 0 | -2 | -3 | 1 | -1 | -2 | 2 | -1 | 1 |
|  | 1 | 1 | 1 | -1 | -3 | -1 | -1 | 2 | -4 |
|  |  |  | 3 | 1 | -3 | 0 | -2 | 0 | 6 |
| $\sum_{x} \phi_{i}^{2}$ | 2 | 6 | 20 | 4 | 20 | 10 | 14 | 10 | 70 |
| $\lambda_{i}$ | 1 | 3 | 2 | 1 | 3 | 1 | 1 | $\frac{5}{6}$ | $\frac{35}{22}$ |


|  | $N=6$ |  |  |  |  |  | $\varphi_{1}$ | $\varphi_{2}$ | $\varphi_{3}$ | $\varphi_{4}$ | $\varphi 5$ |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -5 | 5 | -5 | 1 | -1 |  |  |  |  |  |  |
|  | -3 | -1 | 7 | -3 | 5 |  |  |  |  |  |  |
|  | -1 | -4 | 4 | 2 | -10 |  |  |  |  |  |  |
|  | 1 | -4 | -4 | -2 | 10 |  |  |  |  |  |  |
| $\sum_{x} \varphi_{i}^{2}$ | 3 | -1 | -7 | -3 | -5 |  |  |  |  |  |  |
| $\lambda_{i}$ | 5 | 5 | 5 | 1 | 1 |  |  |  |  |  |  |
|  | 70 | 84 | 180 | 28 | 252 |  |  |  |  |  |  |
|  | 2 | $\frac{3}{2}$ | $\frac{5}{3}$ | $\frac{7}{12}$ | $\frac{21}{10}$ |  |  |  |  |  |  |

Example 9.8. Fit a straight line $y=a+b x . . .(*)$ to the following data by using orthogonal polynomials.

| $\dot{x}$ | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | 1 | 1.8 | 3.3 | 4.5 | 6.3 |

Solution. Here $N=5$. Let us transform to the variable

$$
\xi=\frac{x-2}{1}=x-2 \text { so that } \Sigma \xi=0
$$

Let the orthogonal polynomial form of straight line (*) be

$$
\begin{equation*}
y=b_{0}+b_{1} P_{1}(x)=b_{0}+b_{1} \phi_{1}(x) \tag{**}
\end{equation*}
$$

| $x$ | $\xi=x-2$ | $y$ | $\phi_{1}$ | $y \phi_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | -2 | 1 | -2 | -2 |
| 1 | -1 | 1.8 | -1 | -1.8 |
| 2 | 0 | 3.3 | 0 | 0 |
| 3 | 1 | 4.5 | 1 | 4.5 |
| 4 | 2 | $6 \cdot 3$ | 2 | $12 \cdot 6$ |
| Total |  | $16 \cdot 9$ | 0 | $13 \cdot 3$ |

The values of $\phi_{1}$ are noted from the tables for $N=5$. From tables we also find

$$
\Sigma \phi_{1}^{2}=10, \lambda_{1}=1
$$

Now using (9.40), $b_{0}=\frac{\Sigma y}{N}=\frac{16.9}{5}=3.38 ; b_{1}=\frac{\Sigma y \phi_{1}}{\Sigma \phi_{1}{ }^{2}}=\frac{13.3}{10}=1.33$

$$
\phi_{1}(x)=\lambda_{1} \xi=1 \cdot(x-2)=x-2
$$

Substituting in (**), the required straight line is

$$
\begin{array}{ll} 
& y=3.38+1.33(x-2) \\
\Rightarrow & y=1.33 x+0.72
\end{array}
$$

Example 9.9. Fit a second degree parabola to the following data, using the method of orthogonal polynomials.

| $x$ | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $y$ | 72 | 110 | 158 | 214 | 290 | 380 |

Solution. Let the second degree parabola be

$$
\begin{equation*}
y=a+b x+c x^{2} \tag{*}
\end{equation*}
$$

and its orthogonal polynomial transform be:

$$
\begin{array}{ll} 
& -y=b_{0}+b_{1} \phi_{1}(x)+b_{2} \phi_{2}(x) \\
\text { Here we have } & N=6 . \text { Let us transform to } \\
\xi=\frac{x-\frac{1}{2}(1.5+2.0)}{\frac{1}{2}(0.5)}=4(x-1.75)=4 x-7,
\end{array}
$$

so that $\Sigma \xi=0$. From Fisher's tables we note the values of $\phi_{1}$ and $\phi_{2}$ (as given in the following table) and also

| $\Sigma \phi_{1}{ }^{2}=70, \sum \phi_{2}{ }^{2}=84 ; \lambda_{1}=2, \lambda_{2}=3 / 2$ |  |  |  |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: |
| $x$ | $\xi=4 x-7$ | $y$ | $\phi_{1}$ | $\phi_{2}$ | $y \phi_{1}$ | $y \phi_{2}$ |
| 0.5 | -5 | 1 | 72 | -5 | 5 | -360 |
| 1.0 | -3 | 110 | -3 | -1 | -330 | -110 |


| 1.5 | -1 | 158 | -1 | -4 | -158. | -632 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2.0 | 1 | 214 | 1 | -4 | 214 | -856 |
| 2.5 | 3 | 290 | 3 | -1 | 870 | -290 |
| 3.0 | 5 | 380 | 5 | 5 | 1900 | 1900 |
| Total |  | 1224 |  |  | 2136 | 372 |

$$
\begin{aligned}
b_{0} & =\frac{\sum y}{N}=\frac{1224}{6}=204 ; b_{1}=\frac{\Sigma y \phi_{1}}{\sum \phi_{1}^{2}}=\frac{2136}{70}=30 \cdot 51 \\
b_{2} & =\frac{\Sigma y \phi_{2}}{\sum \phi_{2}^{2}}=\frac{372}{84}=4.43 ; \phi_{1}(x)=\lambda_{1} \cdot r=2[4 x-7]=8 x-14 \\
\phi_{2}(x) & =\lambda_{2}\left[\xi^{2}-\frac{N^{2}-1}{12}\right]=\frac{3}{2}\left[(4 x-7)^{2}-\frac{36-1}{12}\right] \\
& =\frac{3}{2}\left[16 x^{2}+49-56 x-\frac{35}{12}\right]=24 x^{2}-84 x+69.125
\end{aligned}
$$

Substituting in (**), we get

$$
\begin{aligned}
y & =204+30.51(8 x-14)+4.43\left(24 x^{2}-84 x+69.125\right) \\
& =106.32 x^{2}-128.04 x+83.08
\end{aligned}
$$

which is the required second degree parabola of best fit.

## Correlation and Regression

10.1. Bivariate Distribution, Correlation. So far we have confined ourselves to unvariate distributions, i.e., the distributions involving only one variable. We may, however, come across certain series where each term of the series may assume the values of two or more variables. For example, if we measure the heights and weights of a certain group of persons, we shall get what is known as Bivariate distribution--one variable relating to height and other variable relating to weight.

In a bivariate distribution we may be interested to find out if there is any correlation or covariation between the two variables under study. If the change in one variable affects a change in the other variable, the variables are said to be correlated. If the two variables deviate in the same direction, i.e., if the increase (or decrease) in one results in a corresponding increase (or decrease) in the other, correlation is said to be direct or positive. But if they constantly deviate in the opposite directions, i.e., if increase (or decrease) in one results in corresponding decrease (or increase) in the other, correlation is said to be diverse or negative. For example, the correlation between (i) the heights and weights of a group of persons, (ii) the income and expenditure is positive and the correlation between (i) price and demand of a commodity, (ii) the volume and pressure of a perfect gas, is negative. Correlation is said to be perfect if the deviation in one variable is followed by a corresponding and proportional deviation in the other.
10.2. Scatter Diagram. It is the simplest way of the diagrammatic representation of bivariate data. Thus for the bivariate distribution $\left(x_{i}, y_{i}\right) ; i=1$, $2, \ldots, n$, if the values of the variables $X$ and $Y$ b: plotted along the $x$-axis and $y$-axis respectively in the $x y$ plane, the diagram of dots so obtained is known as scatter diagram. From the scatter diagram, we can form a fairly good, though vague, idea whether the variables are correlated or not, e.g., if the points are very dense, i.e., very close to each other, we should expect a fairly good amount of correlation between the variables and if the points are widely scattered, a poor correlation is expected. This method, however, is not suitable if the number of observations is fairly large.
10.3. Karl Pearson Coefficient of Correlation. As a measure of itensity or degree of linear relationship between two variables, Karl Pearson (1867-1936), a British Biometrician, developed a formula called Correlation Coefficient.

Correlation coefficient between two random variables $X$ and $Y$, usually denoted by $r(X, Y)$ or simply $r_{X Y}$, is a numerical measure of linear relationship between them and is defined as

$$
r(X, Y)=\frac{\operatorname{Cov}(X, \dot{Y})}{\sigma_{X} \sigma_{Y}}
$$

If $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n$ is the bivariate distribution, then

$$
\left.\begin{array}{rl}
\operatorname{Cov}(X, Y) & =E[\{X-E(X)\}\{(Y-E(Y)\}] \\
& \left.=\frac{1}{n} \Sigma x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\mu_{11} \\
\sigma_{X}^{2} & =E\{X-E(X)\}^{2}=\frac{1}{n} \Sigma\left(x_{i}-\bar{x}\right)^{2}  \tag{10.2}\\
\sigma_{Y}^{2} & =E\{Y-E(Y)\}^{2}=\frac{1}{n_{r}} \Sigma\left(y_{i}-\bar{y}\right)^{2}
\end{array}\right\},
$$

the summation extending over $i$ from 1 to $n$.
Another convenient form of the formula (10-2) for computational work is as follows:

$$
\begin{align*}
& \operatorname{Cov}(X, Y)=\frac{1}{n} \Sigma\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\frac{1}{n}\left(x_{i} y_{i}-x_{i} \bar{y}-\bar{x} y_{i}+\bar{x} \bar{y}\right) \\
& =\frac{1}{n} \Sigma x_{i} y_{i}-\bar{y} \frac{1}{n} \Sigma x_{i}-\bar{x} \frac{1}{n} \Sigma y_{i}+\bar{x} \bar{y} \\
& \therefore \quad \operatorname{Cov}(X, Y)=\frac{1}{n} \sum x_{i} y_{i}-\bar{x} \bar{y}, \sigma_{X}^{2}=\frac{1}{n} \sum x_{i}^{2}-\bar{x}^{2} \\
& \text { and } \\
& \sigma_{Y}{ }^{2}=\frac{1}{n} \Sigma y_{i}{ }^{2}-\bar{y}^{2} \tag{10.2a}
\end{align*}
$$

Remarks 1. Following are the figures of the standard data for $r>0,<0$, $=0$, and $r= \pm 1$.

2. It may be noted that $r(X, Y)$ provides a measure of linear relationship between $X$ and $Y$. For nonlinear relationship, however, it is not very suitable.
3. Sometimes, we write : $\operatorname{Cov}(X, Y)=\sigma_{X Y}$
4. Karl Pearson's correlation coefficient is also called product-moment correlation coefficient, since
$\operatorname{Cov}(X, Y)=E[\{X-E(X)\}\{Y-E(Y)\}]=\mu_{11}$.
10.3•1. Limits for Correlation Coefficient. We have

$$
r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{\frac{1}{n} \Sigma\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{\left[\frac{1}{n} \Sigma\left(x_{i}-\bar{x}\right)^{2} \cdot \frac{1}{n} \Sigma\left(y_{i}-\bar{y}\right)^{2}\right]^{1 / 2}},
$$

$$
\begin{equation*}
\therefore \quad r^{2}(X, Y)=\frac{\left(\sum a_{i} b_{i}\right)^{2}}{\left(\sum a_{i}\right)^{2}\left(\sum b_{i}{ }^{2}\right)} \text {, where }\binom{a_{i}=x_{i}-\bar{x}}{b_{i}=y_{i}-\bar{y}} \text {. } \tag{}
\end{equation*}
$$

We have the Schwartz inequality which states that if $a_{i}, b_{i} ; i \neq 1,2, \ldots, n$ are real quantities then

$$
\left(\sum_{i=1}^{n} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{i=1}^{n} b_{i}^{2}\right)
$$

the sign of equality holding' if and only if

$$
\frac{a_{1}}{b_{1}}=\frac{a_{2}}{b_{2}^{\prime}}=\ldots=\frac{a_{n}}{b_{n}}
$$

Using Schwartz inequality, we get from (*)

$$
\begin{equation*}
r^{2}(X, Y) \leq 1 \text { i.e., }|r(X, Y)| \leq 1 \Rightarrow^{k}-1 \leq r(X, Y) \leq 1 \tag{10-3}
\end{equation*}
$$

Hence correlation coefficient cannot exceed unity numerically. It always lies between -1 and +1 . If $r=+1$, the correlation is perfect and positive and if $r=-1$, correlation is perfect and negative:

Aliter. If we write $E(X)=\mu_{X}$ and $E(\dot{Y})=\mu_{Y}$, then we have

$$
\begin{array}{cc} 
& E \cdot\left[\left(\frac{X-\dot{\mu}_{X}}{\sigma_{X}}\right) \pm\left(\frac{Y-\mu_{Y}}{\sigma_{Y}}\right)\right]^{2} \geq 0 \\
\Rightarrow & E\left(\frac{X-\mu_{X}}{\sigma_{X}}\right)^{2}+E\left(\frac{Y--\mu_{Y}}{\sigma_{Y}}\right)^{2} \pm 2 \frac{E\left[\left(X-\mu_{X}\right) \cdot\left(Y-\mu_{Y}\right)\right]}{\sigma_{X} \sigma_{Y}} \geq 0 \\
\Rightarrow & 1+1 \pm 2 \dot{2}(X, Y) \geq 0 \\
\Rightarrow & -1 \leq \leq^{\prime}(X, Y) \leq 1 .
\end{array}
$$

Theorem 10.1. Correlaiion coefficient is independent of change of.origın and scale.

Proof. Let $\underset{U}{ }=\frac{X-a}{h}, V=\frac{Y-b}{k}$, so that $X={ }^{3} a \pm h \ddot{U}$ and $Y=b+k V$, where $\dot{a}, b, h, k$ are constants; $h>0, k>0$.

We shall prove-that $r(X, Y)=r(U, V)$
Since $X=a+h U$ and $Y=b+k V$, on taking expectations, we get ${ }^{\circ}$

$$
\begin{align*}
E(X) & =a+h E(U) \text { and } E(Y)=b+k E(V) \\
\therefore \quad X-E(X) & =h[U-E(U)] \text { and } Y-\ddot{E}(Y)=k\left[V V^{\prime}-E(V)\right] \\
\Rightarrow \operatorname{Cov}(X, Y) & =E[\{X-E(X)\}\{Y-E(Y)\}] \\
& =E\left[h\{U-E(U)\}\{k\{V-E(V)\}]^{2}\right. \\
& =h k E[\{U-\ddot{E}(U)]\{(V-E(V)]]=h k \operatorname{Cov}(U, V) \\
\sigma_{X}{ }^{2} & =E\left[\{X-E(X)\}^{2}\right]=E\left[h^{2}\{U-E(U)\}^{2}\right]=h^{2} \sigma_{U^{2}} \\
\Rightarrow \quad \sigma_{X} & =h \sigma_{U},(h>0) . \tag{10.4a}
\end{align*}
$$

and $\quad \sigma_{Y}{ }^{2}=E\left[\{Y-E(Y)\}^{2}\right]=E\left[k^{2}\{V-E(V)\}^{2}\right]=k^{2} \sigma_{V}{ }^{2}$
$\Rightarrow \quad \sigma_{Y}=k \sigma_{V},(k>0)$

Substituting from (10-4), (10-4a) and (10-4b) in (10.1), we get

$$
r(X, Y)=\frac{\operatorname{Cov}(\ddot{X}, Y)}{\sigma_{X} \sigma_{Y}}=\frac{h k . \operatorname{Cov}(U, V)}{h k . \sigma_{U} \sigma_{V}}=\frac{\operatorname{Cov}(U, V)}{\sigma_{U} \sigma_{V}}=r(U, V)
$$

This theorem is of fundamental importance in the numerical computation of the correlation coefficient.

Corollary. If $X$ and $Y$ are random variables and $a, b, c, d$ are any numbers provided only that $a \neq 0, c \neq 0$, then

$$
r(a X+b, c \dot{Y}+d)=\frac{a c}{|a c|} r(X, Y)
$$

Proof. With usual notations, we have

$$
\operatorname{Var}(a X+b)=a^{2} \sigma_{X}^{2} ; \operatorname{Var}(c Y+d)=c^{2} \sigma_{Y}^{2} ;
$$

$\operatorname{Cov}(a X+b, c Y+d)=a c \sigma_{X Y}$

$$
\begin{aligned}
\therefore \quad r(a X+b, c Y+d) & =\frac{\operatorname{Cov}(a X+b, c Y+d)}{[\operatorname{Var}(a X+b) \operatorname{Var}(c Y+d)]^{1 / 2}} \\
& =\frac{a c \sigma_{X Y} \cdot}{|a||c| \sigma_{X} \sigma_{Y}}=\frac{a c}{|a c|} r(X, Y)
\end{aligned}
$$

If $a c>0$, i.e., if $a$ and $c$ are of same signs, then $a c / a c \mid=+1$
If $a c<0$, i.e., if $a$ and $c$ are of opposite signs, then $a c / a c \mid=-1$.

- Theorem 10.2. Two independent variables are uncorrelated.

Proof. If $X$ and $Y$ are independent variables, then

$$
\begin{gathered}
\operatorname{Cov}(X, Y)=0 \\
r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=0
\end{gathered}
$$

Hence two independent, variables are uncorrelated.
But the converse of the theorem is not true, i.e., two uncorrelated variables may not be independent as the following example illustrates:

$$
\begin{array}{|c|cccccc|c|}
\hline X & -3 & -2 & -1 & 1 & 2 & 3 & \Sigma \text { Total } \\
\hline Y & 9 & 4 & 1 & 1 & 4 & 9 & \Sigma Y=28 \\
\hline X Y & -27 & -8 & -1 & 1 & 8 & 27 & \Sigma X Y=0 \\
\hline \bar{X}=\frac{1}{n} \Sigma X=0, \operatorname{Cov}(X, Y)=\frac{1}{n} \Sigma X Y-\bar{X} \bar{Y}=0 \\
\quad r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=0
\end{array}
$$

Thus in the above example, the variables $X$ and $Y$ are uncorrelated. But on carcful examination we find that $X$ and $Y$ are not independent but they are connected by the relation $Y=X^{2}$. Hence two uncorrelated variables need not necessarily be independent. A simple reasoning for this strange conclusion is that $r(X, n=0$, mercly implies the absence of any linear relationship between
the variables $X$ and $Y$. There may, however, exist some other form of relationship between them, e.g., quadratic, cubic or trigonometric.

Remarks. 1. Following are some more examples where two variables are uncorrelated but not independent.
(i) $X \sim N(0,1)$ and $Y=X^{2}$

Since $X \sim N(0,1), E(X)=0=E\left(X^{3}\right)$

$$
\begin{array}{ll}
\therefore \quad \operatorname{Cov} \cdot(X, Y) & =E(X Y)-E(X) E(Y) \\
& =E\left(X^{3}\right)-E(X) E(Y)=0 \\
\Rightarrow \quad & r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=0
\end{array}
$$

Hence $X$ and $Y$ are uncorrelated but not independent.
(ii) Let $X$ be a r.v. with p.d.f.

$$
f(x)=\frac{1}{2},-1 \leq x \leq 1
$$

and let $Y=X^{2}$. Here we shall get

$$
E(X)=0 \text { and } E(X Y)=\ddot{E}\left(X^{3}\right)=0 \Rightarrow r(X, Y)=0
$$

2. However, the converse of the theorem holds in the following cases :
(a) If $X$ and $\ddot{Y}$ are jointly normally distributed with $\rho=\rho(X, Y)=0$, then they are independent. If $\rho=0$, then [c.f. \& 10.10, Equation (10.25)]

$$
\begin{array}{cc}
f(x, y)= & \frac{1}{\sigma_{X} \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{X-\mu_{X}}{\sigma_{X}}\right)^{2}\right] \times \frac{1}{\sigma_{Y} \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{Y-\mu_{Y}}{\sigma_{Y}}\right)^{2}\right] \\
\therefore & \quad f(x, y)=f_{1}(x) \cdot f_{2}(y) \\
\Rightarrow & X \text { and } Y \text { are independent. }
\end{array}
$$

(b) If each of the two variables $X$ and $Y$ takes two values, 0,1 with positive probabilities, then $r(X, Y)=0 \Rightarrow X$ and $Y$ are independent.

Proof. Let $X$ take the values 1 and 0 with positive probabilities $p_{1}$ and $q_{1}$ respectively and let $Y$ take the values 1 and 0 with positive probabilities. $p_{2}$ and $q_{2}$ respectively. Then

$$
\begin{array}{rlrl} 
& & r(X, Y) & =0 \Rightarrow \quad \operatorname{Cov}(X, Y)=0 \\
\Rightarrow & & & =E(X Y)-E(X) E(Y) \\
& & =1 \cdot P(X=1 \cap Y=1)-[1 \cdot P(X)=1) \times 1 \cdot P(Y=1)] \\
& & =P(X=1 \cap Y=1)-p_{1} p_{2} \\
\Rightarrow \quad & P(X & =1 \cap Y=1)=p_{1} p_{2}=P(X=1) . P(Y=1) \\
\Rightarrow \quad & X \text { and } Y \text { are independent. } \quad .
\end{array}
$$

10.3.2. Assumptions Underlying Karl Pearson's Correlation Coefficient. Pearsonian correlation coefficient $r$ is based on the following assumptions :
(i) The variables $X$ and $Y$ under study are linearly related. In other words, the scatter diagram of the data will give a straight line curve.
(ii) Each of the variables (series) is being affected by a large number of independent contributory causes of such a nature as to produce normal distribution. For example, the variables (series) relating to ages, heights, weight, supply, price, etc., conform to this assumption. In the words of Karl Pearson:
"The sizes of the complex of organs (something measurable) are determined by a great variety of independent contributory causes, for example, climate, nourishment, physical training and innumerable other causes which cannot be individually observed or their effects measured." Karl Pearson further observes, "The variations in intensity of the contributory causes are small as compared with iheir absolute intensity and these variations follow the normal law of distribution."
(iii) The forces so operạting on each of the variable series are not independent of each other but are related in a causal fashion. In other word, cause and effect relationship exists between different forces operating on the items of the two variable series. These forces must be common to both the series. If the operating forces are enitirely independent of each other and not related in any fashion, then there cannot be any correlation between the variables under study.

For example, the correlation coefficient between,
(a) the series of heights and incomes of individuals over a period of time,
(b) the series of marriage rate and the rate of agricultural production in a country over a period of time,
(c) the series reiating to the size of the shoe and intelligence of a group of individuals,
should be zero, since the forces affecting the two variable series in each of the above cases are entirely independent of each other.
However, if in any of the above cases the value of $r$ for a given set of data is not zero, then such correlation is termed as chance correlation or spurious or nonsense correlation.

Example 10.1. Calculate the correlation coefficient for the following heights (in inches) of father's $(X)$ and their sons $(Y)$ :

| $X:$ | 65 | 66 | 67 | 67 | 68 | 69 | 70 | 72 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y:$ | 67 | 68 | 65 | 68 | 72 | 72 | 69 | 71 |

## Solution.

CALCÚLATIONS FOR CORRELATION COEFFICIENT

| $X$ | $Y$ | $X^{2}$ | $Y^{2}$ | $X Y$ |
| :---: | :---: | :---: | :---: | :---: |
| 65 | 67 | 4225 | 4489 | 4355 |
| 66 | 68 | 4356 | 4624 | 4488 |
| 67 | 65 | 4489 | 4225 | 4355 |
| 67 | 68 | 4489 | 4624 | 4556 |
| 68 | 72 | 4624 | 5184 | 4896 |
| 69 | 72 | 4761 | 5184 | 4968 |
| 70 | 65 | 4900 | 4761 | 4830 |
| 72 | 71 | 5184 | 5041 | 5112 |
| Total 544 | 552 | 27028 | 38132 | 37560 |

$$
\begin{aligned}
\bar{X} & =\frac{1}{n} \Sigma X=\frac{544}{8}=68, \bar{Y}=\frac{1}{n} \Sigma Y=\frac{1}{8} \times 552=69^{\prime} \\
r(X, Y) & =\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{\frac{1}{n} \Sigma X Y-\bar{X} \bar{Y}}{\sqrt{\left(\frac{1}{n} \Sigma X^{2}-\bar{X}^{2}\right)\left(\frac{1}{n} \Sigma Y^{2}-\bar{Y}^{2}\right)}} \\
& =\frac{\frac{1}{8} \times 37560-68 \times 69}{\sqrt{\left.\left[\frac{37028}{8}-(68)^{2}\right] \frac{38132}{8}-(69)^{2}\right]}} \\
& =\frac{4695-4692}{\sqrt{(4628.5-4624)(4766.5-4761)}}=\frac{3}{\sqrt{4.5 \times 5.5}}=0.603
\end{aligned}
$$

Aliter.
(SHORT-CUT METHOD)

| $X$ | $Y$ | $U=X-68$ | $V=Y-69$ | $U^{2}$ | $V^{2}$ | $U V$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 65 | 67 | -3 | -2 | 9 | 4 | 6 |
| 66 | 68 | -2 | -1 | 4 | 1 | 2 |
| 67 | 65 | -1 | -4 | 1 | 16 | 4 |
| 67 | 68 | -1 | -1 | 1 | 1 | 1 |
| 68 | 72 | 0 | 3 | 0 | 9 | 0 |
| 69 | 72 | 1 | 2 | 1 | 9 | 3 |
| 70 | 69 | 2 | 0 | 4 | 0 | 0 |
| 72 | 71 | 4 | 2 | 16 | 4 | 8 |
| Total |  | 0 | 0 | 36 | 441 | 24 |

$\operatorname{Cov}(U, V)=\frac{1}{n} \Sigma U V-\widehat{U} \bar{V}=\frac{1}{8} \times 24=3$
$\sigma_{U}^{2}=\frac{1}{n} \Sigma U^{2}-\{\bar{U}\}^{i}=\frac{1}{8} \times 36=4.5$
$\sigma_{V}{ }^{2}=\frac{1}{n} \Sigma V^{2}-\{\hat{V}\}^{2}=\frac{1}{8} \times 44=5.5$
$\therefore \quad r(U, V)=\frac{\operatorname{Cov}(U, V)}{\sigma_{U} \sigma_{V}}=\frac{3}{\sqrt{4.5 \times 5.5}}=0.603=r(X, Y)$
Remark. The reader is advised to calculate the correlation coefficient by arbitrary origin method rather than by the direct method; since the latter leads to much simpler arithmetical calculations.

Example $\mathbf{1 0 \cdot 2}$. A computer while calculating correlation coefficient between two variables $X$ and $Y$ from 25 pairs of observations obtained the following results :

$$
n=25, \Sigma X=125, \Sigma X^{2}=650, \Sigma Y=100, \Sigma Y^{2}=460, \Sigma X Y=508
$$

Itwas, however, later discovered at the time of checking that he had copied down two pairs as

| $X$ | $Y$ |
| :---: | :---: |
| 6 | 14 |
| 8 | 6 |


| $X$ | $Y$ |
| :---: | :---: |
| 8 | 12 |
| 6 | 8 |

Obtain the correct value of correlation coefficient.
[Calcutta Unib. B.Sc. Maths. Hons.), 1988, 1991]
Solution.


$$
\bar{X}=\frac{1}{n} \Sigma X=\frac{1}{25} \times 125=5, \bar{Y}=\frac{1}{n} \Sigma Y=\frac{1}{25} \times 100=4
$$

$\operatorname{Cov}(X, Y)=\frac{1}{n} \Sigma X Y-\bar{X} \bar{Y}=\frac{1}{25} \times 520-5 \times 4=\frac{4}{5}$

$$
\begin{aligned}
& \sigma_{X}^{2}=\frac{1}{n} \Sigma X^{2}-\bar{X}^{2}=\frac{1}{25} \times 650-(5)^{2}=1 \\
& \sigma_{Y}^{2}=\frac{1}{n} \Sigma Y^{2}-\bar{Y}^{2}=\frac{1}{25} \times 436-16=\frac{36}{25}
\end{aligned}
$$

$\therefore$ Sorrected $r(X, Y)=\frac{\operatorname{Cor}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{\frac{4}{5}}{1 \times \frac{6}{5}}=\frac{2}{3}=0.67$
Example 10.3. Show that if $X^{\prime}, Y^{\prime}$ are the deviations of the random variables $X$ and $Y$ from their respective means then

$$
\begin{gather*}
r=1-\frac{i}{2 N} \sum_{i}\left(\frac{X_{i}^{\prime}}{\sigma_{X}}-\frac{Y_{i}^{\prime}}{\sigma_{Y}}\right)^{2}  \tag{i}\\
r=-1+\frac{1}{2 N} \sum_{i}\left(\frac{X_{i}^{\prime}}{\sigma_{X}}+\frac{Y_{i}^{\prime}}{\sigma_{Y}}\right)^{2} \tag{ii}
\end{gather*}
$$

Deduce that $-1 \leq r \leq+1$.
[Delhi Univ. B.Sc. Oct. 1992; Madras Univ. B.Sc., Nov. 1991]
Solution. (i) Here $X_{i}^{\prime}=\left(x_{i}-\bar{X}\right)$ and $Y_{i}^{\prime}=\left(Y_{i}-\bar{Y}\right)$

$$
\text { R.H.S. }=1-\frac{1}{2 N} \sum_{i}\left(\frac{X_{i}^{\prime}}{\sigma_{X}}-\frac{Y_{i}^{\prime}}{\sigma_{Y}}\right)^{2}
$$

$$
\begin{aligned}
&=1-\frac{1}{2 N} \sum_{i}\left[\frac{X_{i}^{2}}{\sigma_{X}^{2}}+\frac{Y_{i}^{2}}{\sigma_{Y}^{2}}-\frac{2 X_{i}^{\prime} Y_{i}^{\prime}}{\sigma_{X} \sigma_{Y}}\right] \\
&=1-\frac{1}{2 N}\left[\frac{1}{\sigma_{X}{ }^{2}} \sum_{i} X_{i}^{\prime 2}+\frac{1}{\sigma_{Y}{ }^{2}} \sum_{i} Y_{i}^{\prime 2}-\frac{2}{\sigma_{X} \sigma_{Y}} \sum_{i} X_{i}^{\prime} Y_{i}^{\prime}\right] \\
&=1-\frac{1}{2 N}\left[\frac{1}{\sigma_{X}{ }^{2}} \sum_{i}\left(X_{i}-\bar{X}\right)^{2}+\frac{1}{\sigma_{Y}{ }^{2}} \sum_{i}\left(Y_{i}-\bar{Y}\right)^{2}-\frac{2}{\sigma_{X} \sigma_{Y}} \sum_{i}\left(X_{i}^{Y}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)\right] \\
&=1-\frac{1}{2}\left[\frac{1}{\sigma_{X}{ }^{2}} \cdot \sigma_{X}{ }^{2}+\frac{1}{\bar{\sigma}_{Y}^{2}} \cdot \cdot \sigma_{Y}{ }^{2}-\frac{2}{\sigma_{X} \sigma_{Y}} \cdot r \sigma_{X} \sigma_{Y}\right] \\
&=1-\frac{1}{2}[1+1-2 r]=\bar{r} .
\end{aligned}
$$

(ii) Proceeding similarly, we will get

$$
\text { R.H.S. }=-1+\frac{1}{2}(1+1+2 r)=r
$$

Deduction. Since $\left(\frac{X_{i}^{\prime}}{\sigma_{X}} \pm \frac{Y_{i}^{\prime}}{\sigma_{Y}}\right)^{2}$, being the square of a real quantity is always non-negative, $\sum_{i}\left(\frac{X_{i}{ }^{\prime}}{\sigma_{X}} \mp \frac{Y_{i}{ }^{\prime}}{\sigma_{Y}}\right)^{2}$ is also non-negative. From part (i), we get

$$
\begin{equation*}
r=1-(\text { some non-negative quantity) } \Rightarrow r \leq 1 \tag{*}
\end{equation*}
$$

Also from part (ii), we get

$$
\begin{equation*}
r=-1+(\text { some non-negative.quantity }) \Rightarrow-1 \leq r \tag{}
\end{equation*}
$$

The sign of equality in (*) and (**) holds.if and only $\cdot$ if
and

$$
\left.\begin{array}{l}
\frac{X_{i}^{\prime}}{\sigma_{X}}-\frac{Y_{i}^{\prime}}{\sigma_{Y}}=0 \\
\frac{X_{i}^{\prime}}{\sigma_{X}}+\frac{Y_{i}^{\prime}}{\sigma_{Y}}=0
\end{array}\right\} \forall i=1,2, \ldots, n
$$

respectively.
From ( ${ }^{*}$ ) and ( ${ }^{* *}$ ), we get

$$
-1 \leq r \leq 1
$$

Example 10.4. The variables $\dot{X}$ and $Y$ are connected by the equation $a X+b Y+c=0$. Show that the correlation between them is -1 if the signs of $a$ and $b$ are alike and +1 if they are different.
[Nagpiur Univ. B.Sc. 1992; Delhi Üniv. B.Sc. (Stat. Hons.) 1992]
Solution. $a X+b Y+c=0 \Rightarrow a E(X)+b E(Y)+c=0$

$$
\begin{array}{ll}
\therefore & a\{X-E(X)]+b\{Y-E(Y)\}=0 \\
\Rightarrow & \{X-E(X)\}=-\frac{b}{a}\{Y-E(Y)\} \\
\therefore & \operatorname{Cov}(X, Y)=E[(X-E(X)\}\{Y-E(Y)\}]
\end{array}
$$

$$
\begin{aligned}
& =-\frac{b}{a} E\left[(Y-E(Y)]^{2}\right]=-\frac{b}{a} \cdot \sigma_{Y}^{2} \\
& E[X-E(X)]^{2}=\frac{b^{2}}{a^{2}} E\left[(Y-E(Y)]^{2}\right]=\frac{b^{2}}{a^{2}} \cdot \sigma_{Y}^{2} \\
\therefore \quad r & =\frac{-\frac{b}{a} \cdot \sigma_{Y}^{2}}{\sqrt{\sigma_{Y}^{2}} \sqrt{\frac{b^{2}}{a^{2}} \cdot \sigma_{Y}^{2}}}=\frac{-\frac{b}{a} \sigma_{Y}^{2}}{\left|\frac{b}{a}\right| \sigma_{Y}^{2}} \\
& =\left\{\begin{array}{l}
+1, \text { if } b \text { and } a \text { are of opposite signs. } \\
-1, \text { if } b \text { and } a \text { are of same sign: }
\end{array}\right.
\end{aligned}
$$

Example 10.5. (a) If $Z=a X+b Y$ and $r$ is the correlation coefficient between $X$ and $Y$, show that

$$
\sigma_{Z}^{2}=a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2}+2 a b r \sigma_{X} \sigma_{Y}
$$

(b) Show that the correlation coefficient $r$ between two random variables $X$ and $Y$ is given by

$$
r=\left(\sigma_{X}^{2}+\sigma_{Y}^{2}-\sigma_{X}-Y_{Y}^{2}\right) / 2 \sigma_{X} \sigma_{Y}
$$

where $\sigma_{X}, \sigma_{Y}$ and $\sigma_{X-Y}$ are the standard deviations of $X, Y$ and $X-Y$ respectively.
[Calcutta Univ. B.Sc., 1992; M.S. Baroda Univ. B.Sic. 1992]
Solution. Taking expectation of both sides of $Z=a X+b Y$, we get

$$
\begin{aligned}
E(Z) & =a E(X)+b E(Y) \\
\therefore \quad Z-E(Z) & =a\{X-E(X)\}+b(Y-E(Y)\}
\end{aligned}
$$

Squaring and taking expectation of both sides, we get

$$
\begin{aligned}
\sigma_{Z}^{2} & =a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2}+2 a b \operatorname{Cov}(X, Y) \\
& =a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2}+2 a b r \sigma_{X} \sigma_{Y}
\end{aligned}
$$

(b) Taking $a=1, b=-1$ in the above case, we have

$$
\begin{array}{ll} 
& Z=X-Y \text { and } \sigma_{X-Y}{ }^{2}=\sigma_{X}^{2}+\sigma_{Y}^{2}-2 r \sigma_{X} \sigma_{Y} \\
\therefore & r=\frac{\sigma_{X}^{2}+\sigma_{Y}^{2}-\sigma_{X-Y}}{2 \sigma_{X} \sigma_{Y}}
\end{array}
$$

Remark. In the above example, we have obtained

$$
V(a X+b Y)=a^{2} V(X)+b^{2} \dot{V}(\dot{Y})+2 a b \operatorname{Cov}(X ; Y)
$$

Similarly, we could obtain the result

$$
V\left(a X^{\prime}-b Y\right)=a^{2} V(X)+b^{2} V(Y)-2 a b \operatorname{Cov}(X ; Y)
$$

The above results are useful in solving theoretical problems.
Example 10.6. $X$ and $Y$ are two random variables with variances $\sigma_{X}{ }^{2}$ and $\sigma_{Y}{ }^{2}$ respectively and $r$ is the coefficient of correlation between them. If $U=X+k Y$ and $V=X+\frac{\sigma_{X}}{\sigma_{Y}} Y$, find the value of $k$ so that $U$ and $V$ are uncorrelated. [Delhi Univ. B.Sc. 1992; Andhra Univ. B.Sc. 1993]

Solution. Taking expectations of $U=X+k Y$ and $V=X+\frac{\sigma_{\dot{X}}}{\sigma_{Y}} Y$, we get

$$
\begin{aligned}
E(U) & =E(X)+k E(Y) \text { and } E(V)=E(X)+\frac{\sigma_{X}}{\sigma_{Y}} E(Y) \\
U-E(U) & =\{X-E(X)]+k\{Y-E(Y)\} \text { and } \\
V-E(V) & =\{X-E(X)\}+\frac{\sigma_{X}}{\sigma_{Y}}\{Y-E(Y)\}
\end{aligned}
$$

$\operatorname{Cov}(U, V)=E[(U-E(U)][V-F(V)]]$

$$
\begin{aligned}
& =E[(X-E(X)]+k(Y-E(Y)]] \times\left[(X-E(X)]+\frac{\sigma_{X}}{\sigma_{Y}}(Y-E(Y)]\right] \\
& =\sigma_{X}{ }^{2}+\frac{\sigma_{X}}{\sigma_{Y}} \operatorname{Cov}(X, Y)+k \operatorname{Cov}(X, Y)+k \frac{\sigma_{X}}{\sigma_{Y}} \cdot \sigma_{Y}^{2} \\
& =\left[\sigma_{X}{ }^{2}+k \sigma_{X} \sigma_{Y}\right]+\left[\frac{\sigma_{X}}{\sigma_{Y}}+k\right] \operatorname{Cov}(X, Y) \\
& =\sigma_{X}\left(\sigma_{X}+k \sigma_{Y}\right)+\left[\frac{\sigma_{X}+k \sigma_{Y}}{\sigma_{Y}}\right] \operatorname{Cov}(X, Y) \\
& =\left(\sigma_{X}+k \sigma_{Y}\right)\left[\sigma_{X}+\frac{\operatorname{Cov}(X, Y)}{\sigma_{Y}}\right]=\left(\sigma_{X}+k \sigma_{Y}\right)(1+r) \sigma_{X}
\end{aligned}
$$

$U$ and $V$ will be uncorrelated if

$$
\begin{array}{lcc}
\text { i.e., if } & \quad, & \left(\sigma_{X}+k \sigma_{X}\right)(1+r) \sigma_{X}=0 \\
\Rightarrow & \sigma_{X}+k \sigma_{Y}=0 & \\
\Rightarrow & k & =-\frac{\sigma_{X}}{\sigma_{Y}}
\end{array} \quad\left(\because \sigma_{X} \neq 0, r \neq-1\right)
$$

Example 10.7. The random variables. $X$ and $\dot{Y}$ are jointly normally distributed and $U$ and $V$ are defined by

$$
\begin{aligned}
& U=X \cos \alpha+Y \sin \alpha \\
& V=Y \cos \alpha-X \sin \dot{\alpha}
\end{aligned}
$$

Show thai $\dot{U}$ and $V$ will be uncorrelated if

$$
\tan 2 \alpha=\frac{2 r \sigma_{X} \sigma_{Y}}{\sigma_{X}{ }^{2}-\sigma_{Y}{ }^{2}},
$$

where $r=\operatorname{corr} .(X, Y), \sigma_{X}{ }^{2}=\operatorname{Var}(X)$ and $\sigma_{Y}^{2}=\operatorname{Var}(Y)$. Are $U$ and $V$ then independent?
[Delhi Univ. B.Sc. (Stat. Hone.) 1989; (Maths. Hons.), 1990]
Solution. We have

$$
\begin{aligned}
\operatorname{Cov}(U, V)= & E[(U-E(U)](V-E(V))] \\
= & E[[(X-E(X)] \cos \alpha+(Y-E(Y)] \sin \alpha] \\
& \times[(Y-E(Y)] \cos \alpha-\{X-E(X)\} \sin \alpha]]
\end{aligned}
$$

$$
\begin{aligned}
& =\cos ^{2} \alpha \operatorname{Cov}(X, Y)-\sin \alpha \cos \alpha \cdot \sigma_{X}{ }^{2} \\
& \quad+\sin \alpha \cos \alpha \cdot \sigma_{Y}^{2}-\sin ^{2} \alpha(\operatorname{Cov}(X, Y) \\
& =\left(\cos ^{2} \alpha-\sin ^{2} \alpha\right) \operatorname{Cov}(X, Y)-\sin \alpha \cos \alpha\left(\sigma_{X}^{2}-\sigma_{Y}^{2}\right) \\
& =
\end{aligned}
$$

$U$ and $V$ will be uncorrelated if and only if

$$
r(U, V)=0, \text { i.e., iff } \operatorname{Cov}(U, V)=0
$$

i.e., if $\cos 2 \alpha \operatorname{Cov}(X, Y)-\sin \alpha \cos \alpha\left(\sigma_{X}^{2}-\sigma_{X}{ }^{2}\right)=0$
or if $\quad \cos 2 \alpha r \sigma_{X} \sigma_{Y}=\frac{\sin 2 \alpha}{2} .\left(\sigma_{X}{ }^{2}-\sigma_{Y}{ }^{2}\right)$
or if

$$
\tan 2 \alpha=\frac{2 r \sigma_{X} \sigma_{Y}}{\sigma_{X}{ }^{2}-\sigma_{Y}{ }^{2}}
$$

However, $r(U, V)=0$ does not imply that the variables. $U$ and $V$ are independent. [For detailed discussion, see Theorem10-2, page 10-4.].

Example 10.8. If X, Y are standardized random variables, and

$$
\begin{equation*}
r(a X+b Y, b X+a Y)=\frac{1+2 a b}{a^{2}+b^{2}} \tag{*}
\end{equation*}
$$

find $r(X, Y)$, the coefficient of correlation between $X$ and $Y$.
[Sardar Patel Univ. B.Sc., 1993; Delhi Üniv. B.Sc. .(Stat. Hons.), 1989]
Solution. Since $X$ and $Y$ are standardised random variables, we have

Also we have

$$
\begin{aligned}
& r(a X+b Y, b X+a Y) \\
&= \frac{E[(a X+b Y)(b X+a Y)]-E(a X+b Y) E(b X+a Y)}{\left[\operatorname{Var}^{2}(a X+b Y) \cdot \operatorname{Var}(b X+a Y)\right]^{1 / 2}} \\
&= \frac{E\left[a b X^{2}+a^{2} X Y+b^{2} Y X+a b Y^{2}\right]-0}{\left\{\left[a^{2} \operatorname{Var}(X)+b^{2} \operatorname{Var}(Y)+2 a b \operatorname{Cov}(X, Y)\right]\right.} \\
&\left.\quad \times\left[b^{2} \operatorname{Var}(X)+a^{2} \operatorname{Var} Y+2 b a \operatorname{Cov}(X, Y)\right]\right\}^{1 / 2} \\
&= \frac{a b .1+a^{2} r(X, Y)+b^{2} r(X, Y)+a b, 1}{\left\{\left[a^{2}+b^{2}+2 a b r(X, Y)\right]\left[b^{2}+a^{2}+2 b a r(X, Y)\right]\right\}^{1 / 2}}
\end{aligned}
$$

[Using (**)]

$$
=\frac{2 a b+\left(a^{2}+b^{2}\right) \cdot r(X, Y)}{a^{2}+b^{2}+2 a b \cdot r(X, Y)}
$$

From ( ${ }^{*}$ ) and (**), we get

$$
\frac{1+2 a b}{a^{2}+b^{2}}=\frac{\left(a^{2}+b^{2}\right) \cdot r(X, Y)+2 a b}{a^{2}+b^{2}+2 a b \cdot r(X, Y)}
$$

Cross multiplying, we get

$$
\begin{align*}
& E(X)=E(Y)=0 \\
& \text { and } \\
& \text { and }  \tag{**}\\
& \operatorname{Var}(X)=\operatorname{Var}(Y)=1 \Rightarrow \quad \bar{E}\left(X^{2}\right)=E\left(Y^{2}\right)=1 \\
& \left.\operatorname{Cov}(X, Y)=E(X Y) \quad \Rightarrow \quad E(X Y)=r(X, Y), \sigma_{X} \sigma_{Y}\right]
\end{align*}
$$

$$
\begin{array}{ll}
\left(a^{2}+b^{2}\right)(1+2 a b)+2 a b \cdot r(X, Y)(1+2 a b)=\left(a^{2}+b^{2}\right)^{2} \cdot r(X, Y)+2 a b\left(a^{2}+b^{2}\right) \\
\Rightarrow & \left(a^{4}+b^{4}+2 a^{2} b^{2}-2 a b-4 a^{2} b^{2}\right) \cdot r(X, Y)=\left(a^{2}+b^{2}\right) \\
\Rightarrow & {\left[\left(a^{2}-b^{2}\right)^{2}-2 a b\right] r(X ; Y)=a^{2}+b^{2}} \\
\Rightarrow & r(X, Y)=\frac{a^{2}+b^{2}}{\left(a^{2}-b^{2}\right)^{2}-2 a b}
\end{array}
$$

Example 10.9. If $X$ and $Y$ are uncorrelated random variables with means zero and variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively, show that

$$
U=X \cos \alpha+Y \sin \alpha, V=X \sin \alpha-Y \cos \alpha
$$

have a correlation coefficient p given by

$$
\rho=\frac{\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}}{\left[\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2}+4 \sigma_{1}^{2} \sigma_{2}^{2} \operatorname{cosec}^{2} 2 \alpha\right]^{1 / 2}}
$$

Solution. We are given that

$$
\begin{equation*}
r(X, Y)=0 \Rightarrow \operatorname{Cov}(X, Y)=0, \sigma_{X}^{2}=\sigma_{1}^{2} \text { and } \sigma_{Y}^{2}=\sigma_{2}^{2} \tag{1}
\end{equation*}
$$

We have

$$
\begin{aligned}
\sigma_{U}^{2} & =V(X \cos \alpha+Y \sin \alpha) \\
& =\cos ^{2} \alpha V(X)+\sin ^{2} \alpha V(Y)+2 \sin \alpha \cos \alpha \operatorname{Cov}(X, Y) \\
& =\cos ^{2} \alpha \sigma_{1}^{2}+\sin ^{2} \alpha \sigma_{2}^{2}
\end{aligned}
$$

Similarly,

$$
\sigma_{v}{ }^{2}=V(X \sin \alpha-Y \cos \alpha)=\sin ^{2} \alpha \cdot \sigma_{1}^{2}+\cos ^{2} \alpha \cdot \sigma_{2}^{2}
$$

$\operatorname{Cov}(U, V)=E[\{U-E(U)\}\{V-E(V)\}]$

$$
\begin{aligned}
& =E[((X-E(X)) \cos \alpha+\{(Y-E(Y)) \sin \alpha\} \\
& \quad \times\{(X-E(X)) \sin \alpha-(Y-E(Y)) \cos \alpha\}] \\
& =\sin \alpha \cos \alpha \cdot V(X)-\cos ^{2} \alpha \operatorname{Cov}(X, Y) \\
& \quad+\sin ^{2} \alpha \operatorname{Cov}(X, Y)-\sin \alpha \cos \alpha V(Y) \\
& = \\
& =\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right) \sin \alpha \cos \alpha \\
& \quad \rho^{2}=\frac{[\operatorname{Cov}(U, V)]^{2}}{\sigma_{U}{ }^{2} \sigma_{\mathrm{v}}{ }^{2}}
\end{aligned}
$$

Now
where

$$
\begin{aligned}
& \sigma_{1}{ }^{2} \sigma_{v}{ }^{2}=\left(\cos ^{2} \alpha \sigma_{1}{ }^{2}+\sin ^{2} \alpha \sigma_{2}{ }^{2}\right)\left(\sin ^{2} \alpha \sigma_{1}{ }^{2}+\cos ^{2} \alpha \sigma_{2}{ }^{2}\right) \\
&=\sin ^{2} \alpha \cos ^{2} \alpha\left(\sigma_{1}{ }^{4}+\sigma_{2}{ }^{4}\right)+\sigma_{1}{ }^{2} \sigma_{2}{ }^{2}\left(\cos ^{4} \alpha+\sin ^{4} \alpha\right) \\
&=\sin ^{2} \alpha \cos ^{2} \alpha\left(\sigma_{1}{ }^{4}+\sigma_{2}{ }^{4}\right)+\sigma_{1}{ }^{2} \sigma_{2}{ }^{2}\left[\left(\sin ^{2} \alpha+\cos ^{2} \alpha\right)^{2}-2 \sin ^{2} \alpha \cos ^{2} \alpha\right] \\
&=\sin ^{2} \alpha \cos ^{2} \alpha\left(\sigma_{1}{ }^{4}+\sigma_{2}{ }^{4}-2 \sigma_{1}{ }^{2} \sigma_{2}{ }^{2}\right)+\sigma_{1}{ }^{2} \sigma_{2}{ }^{2} \\
&=\sin ^{2} \alpha \cos ^{2} \alpha\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}+\sigma_{1}{ }^{2} \sigma_{2}{ }^{2} \\
& \therefore \quad \rho^{2}=\frac{\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2} \cdot \sin ^{2} \alpha \cos ^{2} \alpha}{\sigma_{1}{ }^{2} \sigma_{2}{ }^{2}+\sin ^{2} \alpha \cos ^{2} \alpha\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}} \\
&=\frac{\frac{1}{4}\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2} \sin ^{2} 2 \alpha}{\sigma_{1}{ }^{2} \sigma_{2}{ }^{2}+\sin ^{2} 2 \alpha \cdot \frac{1}{4}\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}}{4 \sigma_{1}{ }^{2} \sigma_{2}{ }^{2} \operatorname{cosec}^{2} 2 \alpha+\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}} \\
\Rightarrow \quad \rho & =\frac{\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}}{\left[\left(\sigma_{1}{ }^{2}-\sigma_{2}{ }^{2}\right)^{2}+4 \sigma_{1}{ }^{2} \sigma_{2}{ }^{2} \operatorname{cosec}^{2} 2 \alpha\right]^{1 / 2}}
\end{aligned}
$$

Example 10-10. If $U=a X+b Y$ and $V=c \dot{X}+d Y$, where $X$ and $Y$ are measured from their respective means and if $r$ is the correlation coefficient between $X$ and $\dot{Y}$, and if $U$ and $V$ are uncorrelated, show that

$$
\sigma_{U} \sigma_{V}=(a d-b c) \sigma_{X} \sigma_{Y}\left(1-r^{2}\right)^{1 / 2}
$$

[Poona Univ. B.Sc., 1990; Delhi Univ. B.Sc. (Stat. Hons.), 1986]
Solution. We have

$$
\begin{align*}
& r=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \dot{\sigma}_{Y}} \Rightarrow 1-r^{2}=1-\frac{[\operatorname{Cov}(X, Y)]^{2}}{\sigma_{X}{ }^{2} \sigma_{Y}{ }^{2}} \\
\Rightarrow &  \tag{}\\
& \left(1-r^{2}\right) \sigma_{X}{ }^{2} \sigma_{Y}{ }^{2}=\sigma_{X}{ }^{2} \sigma_{Y}^{2}-[\operatorname{Cov}(X, Y)]^{2}
\end{align*}
$$

[This step is suggested by the answer]

$$
U=a X+b Y, V=c X+d Y
$$

Since $X, Y$ are measured from their means,
and

$$
\left.\begin{array}{l}
E(X)=0=E(Y) \Rightarrow E(U)=0=E(V)  \tag{**}\\
\sigma_{U^{2}}=E\left(U^{2}\right) ; \sigma_{v^{2}}=E\left(V^{2}\right)
\end{array}\right\}
$$

Also $a X+b Y-U=0$ and $c X+d Y-V=0$

$$
\left.\begin{array}{rr}
\Rightarrow & \frac{X}{-b V+d U}=\frac{Y}{-c U+a V}=\frac{1}{a d-b c} \\
\Rightarrow & X=\frac{1}{a d-b c}(d U-b V) \\
Y & =\frac{1}{a d-b c}(-c U+a V)
\end{array}\right\}
$$

$$
\therefore \quad \operatorname{Var}(X)=\frac{1}{(a d-b c)^{2}}\left[d^{2} \sigma_{U}^{2}+b^{2} \sigma_{v}^{2}-2 b d \operatorname{Cov}(U, V)\right.
$$

$$
=\frac{1}{(a d-b c)^{2}}\left[d^{2} \sigma_{u^{2}}+b^{2} \dot{\sigma}^{2}\right]
$$

[Since $U, V$ are uncorrelated $\Rightarrow \operatorname{Cov}(U, V)=0$ ]
Similarly, we have

$$
\begin{array}{rlr}
\operatorname{Var}(Y) & =\frac{1}{(a d-b c)^{2}}\left(c^{2} \sigma_{U^{2}}^{2}+a^{2} \sigma_{\nu}^{2}\right) . \\
\operatorname{Cov}(X ; Y) & =E(X Y)-E(X) E(Y)=E(X Y) \quad[\because E(X)=0=E(Y)] \\
& =\frac{1}{(a d-b c)^{2}} E[(d U-b V)(-c U+a V)] \quad\left[\operatorname{From}\left({ }^{* * *}\right)\right]
\end{array}
$$

$$
\begin{aligned}
& =\frac{1}{(a d-b c)^{2}}\left[-c d \sigma_{v^{2}}^{2}-a b \sigma_{v}^{2}\right] \\
& \quad \quad \quad\left[\text { Using }\left(^{* *}\right) \text { and } \operatorname{Cov}(U, V)=0, \text { given }\right] \\
& =\frac{-1}{(a d-b c)^{2}}\left[c d \sigma_{v^{2}}+a b \sigma_{v}^{2}\right]
\end{aligned}
$$

Substituting in (*), we get

$$
\begin{aligned}
&\left(1-r^{2}\right) \sigma_{X}^{2} \sigma_{Y}^{2}= \frac{1}{(a d-b c)^{4}} \times\left[\left(d^{2} \sigma_{U}^{2}+b^{2} \sigma_{V}^{2}\right)\left(c^{2} \sigma_{U}^{2}+a^{2} \sigma_{V}^{2}\right)\right. \\
&\left.-\left(c d \sigma_{U}^{2}+a b \sigma_{V}^{2}\right)^{2}\right] \\
&= \frac{1}{(a d-b c)^{4}} \\
& \times\left[c^{2} d^{2} \sigma_{U}^{4}+a^{2} b^{2} \sigma_{V}^{4}+\left(a^{2} d^{2}+b^{2} c^{2}\right) \sigma_{U^{2} \cdot \sigma_{V}^{2}}\right. \\
&\left.\quad-c^{2} d^{2} \sigma_{U}^{4}-a^{2} b^{2} \sigma_{V}^{4}-2 a b c d \sigma_{U}^{2} \sigma_{V}^{2}\right] \\
&= \frac{1}{(a d-b c)^{4}}\left[a^{2} d^{2}+b^{2} c^{2}-2 a b c d\right] \sigma_{U}^{2} \sigma_{V}^{2} \\
&= \frac{1}{(a d-b c)^{4}}(a d-b c)^{2} \sigma_{U}^{2} \sigma_{V}^{2} \\
&= \frac{\sigma_{U}^{2} \sigma_{V}^{2}}{(a d-b c)^{2} \quad}
\end{aligned}
$$

Cross multiplying and taking square root, we get the required result.
Example 10-11. (a) Establish the formula :

$$
\begin{equation*}
n r \sigma_{X} \sigma_{Y}=n_{1} r_{1} \sigma_{X_{1}} \sigma_{Y_{1}}+n_{2} r_{2} \sigma_{X_{2}} \sigma_{Y_{2}}+n_{1} d x_{1} d y_{1}+n_{2} d x_{2} d y_{2} \tag{10.5}
\end{equation*}
$$

where $n_{1}, n_{2}$ and $n$ are respectively the sizes of the first, second and combined sample: $\left(\bar{x}_{1}, \bar{y}_{1}\right),\left(\bar{x}_{2}, \bar{y}_{2}\right),(\bar{x}, \bar{y})$, their means $r_{1}, r_{2}$ and $r$ their coefficients of correlation; $\left(\sigma_{X_{1}}, \sigma_{Y_{1}}\right),\left(\sigma_{X_{2}}, \sigma_{Y_{2}}\right),\left(\sigma_{X}, \sigma_{Y}\right)$ their standard deviations, and

$$
\begin{aligned}
& d x_{1}=\bar{x}_{1}-\bar{x} \\
& d x_{2}=\bar{x}_{2}-\bar{x},
\end{aligned}, \quad d y_{1}=\bar{y}_{1}-\bar{y}
$$

(b) Find the correlation co-efficient of combined sample given that

Sample I Sample II
Sample size 100150
Sample mean $(\bar{x}) \quad 80$
Sample mean (y) 100 118
Sample variance $\left(\sigma_{X}{ }^{2}\right) \quad 10$
Sample variance $\left(\sigma_{\gamma}{ }^{2}\right) \quad 15$
Correlation coefficient 0.6 0.4

Solution. (a) Let ( $x_{1 i}, y_{1 i}$ ); $i=1,2, \ldots, n_{1}$ and $\left(x_{2 j}, y_{2 j}\right) ; j=1,2, \ldots$, $n_{2}$, be the two samples of sizes $n_{1}$ and $n_{2}$ respectively from the bivariate population. Then with the given notations, we have

$$
\left.\begin{array}{c}
\bar{x}=\frac{n_{1} \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}}, \bar{y}=\frac{n_{1} \bar{y}_{1}+n_{2} \bar{y}_{2}}{n_{1}+n_{2}} \\
n \sigma_{x}^{2}=n_{1}\left(\sigma_{X_{1}}{ }^{2}+d x_{1}^{2}\right)+n_{2}\left(\sigma_{x_{2}}{ }^{2}+d x_{2}^{2}\right) \\
n C_{Y}^{2}=n_{1}\left(\sigma_{Y_{1}}{ }^{2}+d y_{1}^{2}\right)+n_{2}\left(\sigma_{Y_{2}}{ }^{2}+d y_{2}^{2}\right) \tag{2}
\end{array}\right\}
$$

For the pooled sample, we have

$$
\begin{equation*}
r=\frac{\sum_{i=1}^{m_{1}}\left(x_{1 i}-\bar{x}\right)\left(y_{1 i}-\bar{y}\right)+\sum_{j=1}^{m_{2}}\left(x_{2 j}-\bar{x}\right)\left(y_{2 j}-\bar{y}\right)}{n \sigma_{X} \sigma_{Y}} \tag{3}
\end{equation*}
$$

Now
$\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}\right)\left(y_{1 i}-\bar{y}\right)=\sum_{i=1}^{m_{1}}\left\{\left\{\left(x_{1 i}-\bar{x}_{1}\right)+\left(\bar{x}_{1}-\bar{x}\right)\right\}\left\{\left(y_{1 i}-\bar{y}_{1}\right)+\left(\bar{y}_{1}-\bar{y}\right)\right\}\right\}$

$$
=\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)\left(y_{1 i}-\bar{y}_{1}\right)+\left(\bar{y}_{1,}-\bar{y}\right) \sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)
$$

$$
+\left(\bar{x}_{1}-\bar{x}\right) \sum_{i=1}^{m_{1}}\left(y_{1 i}-\bar{y}_{1}\right)+n_{1}\left(\bar{x}_{1}-\bar{x}\right)\left(\bar{y}_{1}-\bar{y}\right)
$$

But

$$
\sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)=0 \text { and } \sum_{i=1}^{m_{1}}\left(y_{1 i}-y_{1}\right)=0
$$

being the algebraic sum of the deviations from the mean.

$$
\therefore \quad \sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}\right)\left(y_{1 i}-\bar{y}\right)=n_{1} r_{1} \sigma_{x_{1}} \sigma_{Y_{1}}+n_{1} d x_{1} d y_{1}
$$

Similarly, we will get:

$$
\sum_{j=1}^{n_{2}}\left(x_{2 j}-\bar{x}\right)\left(y_{2 j}-\bar{y}\right)=n_{2} r_{2} \sigma_{x_{2}} \sigma_{Y_{2}}+n_{2} d x_{2} d y_{2}
$$

Substituting in (3), we get the required formula.
(b) Here we are given :

$$
\left.\begin{array}{rl}
n_{1} & =100, \bar{x}_{1}=80, \bar{y}_{1}=100, \sigma_{x_{1}}{ }^{2}=10, \sigma_{Y_{1}}{ }^{2}=15, r_{1}=0.6 \\
n_{2} & =150, \bar{x}_{2}=72, \bar{y}_{2}=118, \sigma_{x_{2}}{ }^{2}=12, \sigma_{Y_{2}}{ }^{2}=18, r_{2}=0.4 \\
\therefore \quad & \bar{x}
\end{array}\right)=\frac{n_{1}, \bar{x}_{1}+n_{2} \bar{x}_{2}}{n_{1}+n_{2}}=\frac{100 \times 80+150 \times 72}{100+150}=75.2
$$

$$
\begin{aligned}
\bar{y} & =\frac{n_{1} \bar{y}_{1}+n_{2} \bar{y}_{2}}{n_{1}+n_{2}}=\frac{100 \times 100+150 \times 118}{100+150}=110 \cdot 8 \\
d x_{1} & =\bar{x}_{1}-\bar{x}=4 \cdot 8, d y_{1}=\bar{y}_{1}-\bar{y}=10 \cdot 8 \\
d x_{2} & =\bar{x}_{2}-\bar{x}=3 \cdot 2, d y_{2}=\bar{y}_{2}-\bar{y}=7 \cdot 2 \\
n \sigma_{x}{ }^{2} & =n_{1}\left(\sigma_{x_{1}}{ }^{2}+d x_{1}{ }^{2}\right)+n_{2}\left(\sigma_{x_{2}}{ }^{2}+d x_{2}{ }^{2}\right)=6640 \\
n \sigma_{Y}{ }^{2} & =n_{1}\left(\sigma_{\mathrm{Y}_{1}}{ }^{2}+d y_{1}{ }^{2}\right)+n_{2}\left(\sigma_{\mathrm{Y}_{2}}{ }^{2}+d y_{2}{ }^{2}\right)=23640
\end{aligned}
$$

Substituting these values in the formula and simplifying, we get

$$
r=\frac{n_{1} r_{1} \sigma_{X_{1}} \sigma_{Y_{1}}+n_{2} r_{2} \sigma_{X_{2}} \sigma_{Y_{2}}+n_{1} d x_{1} d y_{1}+n_{2} d \dot{x}_{2} d y_{2}}{n \sigma_{X} \sigma_{Y}}=0.8186
$$

Example 10.12. The independent variables $X$ and $Y$ are defined by :

Show that:

$$
\operatorname{Cov}(U, V)=\frac{b-a}{b+a},
$$

where

$$
U=X+Y \quad \text { and } \quad V=X-Y
$$

[I.I.T. (B. Tech.), Nov. 1992]
Solution. Since the total area under probability curve is unity (one), we have:

$$
\begin{gather*}
\int_{0}^{r} f(x) d x=4 a \int_{0}^{r} x d x=1 \Rightarrow 2 a r^{2}=1 \Rightarrow a=\frac{1}{2 r^{2}}  \tag{i}\\
\int_{0}^{r} f(y) d y=4 b \int_{0}^{s} y d y=1 \Rightarrow 2 b s^{2}=1 \Rightarrow b=\frac{1}{2 s^{2}}  \tag{ii}\\
\therefore f(x)=4 a x=\frac{2 x_{1}}{r^{2}}, 0 \leq x \leq r ; \text { and } f(y)=4 \ddot{b} y=\frac{2 y}{s^{2}}, 0 \leq y \leq s \tag{iii}
\end{gather*}
$$

Since $X$ and $Y$ are independent variates,

$$
\begin{equation*}
r(X, Y)=0 \Rightarrow \operatorname{Cov}(X, Y)=0 \tag{iv}
\end{equation*}
$$

$\operatorname{Cov}(U, V)=\operatorname{Cov}(X+Y, X-Y)$

$$
\begin{align*}
& =\operatorname{Cov}(X, X)-\operatorname{Cov}(X, Y)+\operatorname{Cov}(Y, X)-\operatorname{Cov}(Y, Y) \\
& =\sigma_{X}^{2}-\sigma_{Y}^{2} \tag{iv}
\end{align*}
$$

$$
\operatorname{Var}(U)=\operatorname{Var}(X+Y)=\operatorname{Var}(X)+\operatorname{Var}(Y)+2 \operatorname{Cov}(X, Y)
$$

$$
=\sigma_{X}{ }^{2}+\sigma_{Y}{ }^{2}
$$

[Using (iv)]

$$
\begin{aligned}
\operatorname{Var}(Y & =\operatorname{Var}(X-Y)=\operatorname{Var}(X)+\operatorname{Var}(Y)-2 \operatorname{Cov}(X, Y) \\
& \left.=\sigma_{X}{ }^{2}+\sigma_{Y}{ }^{2} \quad \text { [Using }(i v)\right]
\end{aligned}
$$

$$
\begin{aligned}
& f(x)=4 a x, 0 \leq x \leq r \\
& =0 \text {, otherwise } \\
& f(y)=4 b y, 0 \leq y \leq s \\
& =0 \text {, otherwise }
\end{aligned}
$$

$\therefore \quad r(U, V)=\frac{\operatorname{Cov}(U, V)}{\sigma_{U} \sigma_{V}}=\frac{\sigma_{X}{ }^{2}=\sigma_{Y}{ }^{2}}{\sigma_{X}{ }^{2}+\sigma_{Y}{ }^{2}}$
We have :

$$
\begin{align*}
& E(X)=\int_{0}^{r} x f(x) d x=\frac{2}{r^{2}} \int_{0}^{r} x^{2} d x=\frac{2 r}{3}  \tag{iii}\\
& E\left(X^{2}\right)=\int_{0}^{r} x^{2} f(x) d x=\frac{2}{r^{2}} \int_{0}^{r} x^{3} d x=\frac{r^{2}}{2} .
\end{align*}
$$

$\therefore$ Vail $(X)=E\left(X^{2}\right)-[E(X)]^{2}=\frac{r^{2}}{2}-\frac{4 r^{2}}{9}=\frac{r^{2}}{18}=\frac{1}{36 a}$
[From (i)]
Similarly, we shall get

$$
E(Y)=\frac{2 s}{3}, E\left(Y^{2}\right)=\frac{s^{2}}{2} \text { and } \operatorname{Var}(Y)=\frac{s^{2}}{18}=\frac{1}{36 b}
$$

Substituting in ( $v$ ), we get

$$
r(U, V)=\frac{1 /(36 a)-1 /(36 b)}{1 /(36 a)+1 /(36 b)}=\frac{b-a}{b+a}
$$

Example 10.13. Let the random variable $X$ have the marginal density

$$
f_{1}(x)=1,-\frac{1}{2}<x<\frac{1}{2}
$$

and let the conditional density of $Y$ be

$$
\begin{align*}
& \text { conditional density of } Y \text { be }  \tag{*}\\
& \begin{aligned}
f(y \mid x) & =1, x<y<x+1,-\frac{1}{2}<x<0 \\
& =1,-x<y<1-x, 0<x<\frac{1}{2}
\end{aligned}
\end{align*}
$$

Show that the variables $X$ and $Y$ are uncorrelated.
Solution. We have

$$
E(X)=\int_{-\frac{1}{2}}^{\frac{1}{2}} x f_{1}(x) d x=\int_{-\frac{1}{2}}^{\frac{1}{2}} x \cdot 1, d x=\left.|\cdot| \frac{x^{2}}{2}\right|_{-1 / 2} ^{1 / 2}=0
$$

If $f(x, y)$ is the joint p.d.f. of $X$ and $\dot{Y}^{\prime}$, then

$$
\begin{aligned}
& f(x, y)=f(y \mid x) f_{1}(x)=f(y \mid x) . \\
& E(X Y)=\int_{-\frac{1}{2}}^{0} \int_{x}^{x+\cdot 1} x y f(x, y) d x d y^{(* *)} \quad\left[\because \cdot \int_{0}^{\frac{1}{2}} \int_{1}^{1-x}(x)=1\right] \\
&=\int_{-\frac{1}{2}}^{0}[x y f(x, y) d x d y \\
&\left.x \int_{x}^{x+1} y d y\right] d x+\int_{0}^{\frac{1}{2}}\left[\int_{-x}^{1-x} x \int_{-x}^{1-x} y d y\right] d x[\operatorname{From}(*) \text { and }
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2} \int_{-\frac{1}{2}}^{0} \dot{x}(2 x+1) d x+\frac{1}{2} \int_{0}^{\frac{1}{2}} x(1-2 x) d x \\
& =\frac{1}{2}\left[\frac{2}{3} x^{3}+\frac{x^{2}}{2}\right]_{-\frac{1}{2}}^{0}+\frac{1}{2}\left[\frac{x^{2}}{2}-\frac{2}{3} x^{3}\right]_{0}^{\frac{1}{2}} \\
& =\frac{1}{2}\left[\frac{1}{12}-\frac{1}{8}-\frac{1}{12}+\frac{1}{8}\right]=0 \\
\therefore \quad \operatorname{Cov} & (X Y)=E(X Y)-E(X) \dot{E}(Y)=0 \Rightarrow \bar{r}(X, Y)=0
\end{aligned}
$$

Hence the variables $X$ and $Y$ are uncorrelated.

## EXERCISE 10(a)

1. (a) Show that the co-efficient of correlation $r$ is independent of a change of scale and origin of the variables. Also prove that for two independent variables $r=0$. Show by an example that the converse is not true. State the limits between which $r$ lies and give its proof.
[Delhi Univ. M.Sc. (O.R.), 1986]
(b) Let $\rho$ be the correlation coefficient between two jointly distributed random variables $X$ and $Y$. Show that $|\rho| \leq 1$ and that $|\rho|=1$ if and only if $X$ and $Y$ are linearly related.
[Indan Forest Service, 1991]
2. (a) Calculate the coefficient of correlation between $X$ and $Y$ for the following :

| $X \ldots$ | 1 | 3 | 4 | 5 | 7 | 8 | 10 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $Y \ldots$ | 2 | 6 | 8 | 10 | 14 | 16 | 20 |

Ans. $r(X, Y)=+1$
(b) Discuss the statistical validity of the following statements :
(i) "High positive coefficient of correlation between increase in the sale of newspapers and increase in the number of crimes leads to the conclusion that newspaper reading may be responsible for the increase in the number of crimes."
(ii) "A high positive value of $r$ between the increase in cigarette smoking and increase in lung cancer establishes that cigarette smoking is responsible for lung cancer."
(c) (i) Do you agree with the statement that " $r=0.8$ implies that $80 \%$ of the data are explained."
(ii) Comment on the following :
"The closeness of relationship between two variables is proportional to $r$ ".
Hint. (a) No (b) Wrong.
(d) By effecting suitable change of origin and scale, compüte the product moment correlation coefficient for the foHowing set of 5 observations on $(X, Y):$

| $X:$ | -10 | -5 | 0 | 5 | 10 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $Y:$ | 5 | 9 | 7 | 11 | 13 |

Ans. $r(X, Y)=0.34$
3. The marks obtained by 10 students in Mathematics and Statistics are given below. Find the coefficient of correlation between the two subjects.

| Roll No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Marks in |  |  |  |  |  |  |  |  |  |  |
| Mathematics : | 75 | 30 | 60 | 80 | 53 | 35 | 15 | 40 | 38 | 48 |
| Marks in |  |  |  |  |  |  |  |  |  |  |
| Statistics : | 85 | 45 | 54 | 91 | 58 | 63 | 35 | 43 | 45 | 44 |

4. (a) The following table gives the number of blind per lakh of population in different age-groups. Find out the correlation between age and blindness.

| Age in years <br> Number of blind <br> per lakh | $:$ | $0-10$ | $10-20$ | $20-30$ | $30-40$ | $40-50$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Age in year <br> Number of blind <br> per lakh | 55 | $50-60$ | $60-70$ | $70-80$ | 100 | 111 |

Ans. 0.89
(b) The following table gives the distribution of items of production and also the relatively defective items among them, according to size-groups. Is there ay correlation between size and defect in quality?

| Size-Group $:$ | $15-16$ | $16-17$ | $17-18$ | $18-19$ | $19-20$ | $20-21$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of Items : <br> No. of defective <br> items | 200 | 270 | 340 | 360 | 400 | 300 |
|  | 150 | 162 | 170 | 180 | 180 | 120 |

Hint. Here we have to find the correlation coefficient between the sizegroup $(X)$ and the percentage of defectives $(\eta)$ given below.

| $X$ | 15.5 | 16.5 | 17.5 | 18.5 | 19.5 | 20.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y$ | 75 | 60 | 50 | 50 | 45 | 40 |

Ans. $r=0.94$.
5. Using the formula

$$
\sigma_{X-Y}{ }^{2}=\sigma_{X}^{2}+\sigma_{Y}^{2}-2 r(X, Y) \sigma_{X} \sigma_{Y}
$$

obtain the correlation coefficient between the heights of fathers ( $X$ ) and of the sons ( $Y$ ) from the following data :

| $X:$ | 65 | 66 | 67 | 68 | 69 | 70 | 71 | 67 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y:$ | 67 | 68 | 64 | 72 | 70 | 67 | 70 | 68 |

6. (a) From the following data, compute the co-efficient of correlation between $X$ and $Y$.

| No. of items | 15 | 15 |
| :--- | ---: | ---: |
| Arithmetic mean | 25 | 18 |
| Sum of squares of deviations | 136 | 138 |
| from mean |  |  |

Summation of product of deviations of $X$ and $Y$ series from the respective arithmetic means $=122$.

Ans. $r(X, Y)=0.891$
(b) Coefficient of correlation between two variables $X$ and $Y$ is 0.32 . Their covariance is 7.86 . The variance of $X$ is 10 . Find the standard deviation of $\underline{Y}$ series.
(c) In two sets of variables $X$ and $Y$ with 50 observations each, the following data were observed:

$$
\bar{X}=10, \sigma_{X}=3, \bar{Y}=6, \sigma_{Y}=2 \text { and } r(X, Y)=0.3
$$

But on subsequent verification it was found that one value of $X(=10)$ and one value of $Y(=6)$ were inaccurate and hence weeded out. With the remaining 49 pairs of values, how is the original value of $r$ affected ?
(Nagpur Univ. B.Sc., 1990)

$$
\begin{array}{ll}
\text { Hint. } & \Sigma X=n X=500, \Sigma Y=n \bar{Y}=300 \\
& \Sigma X^{2}=n\left(\sigma_{X}{ }^{2}+X^{2}\right)=5450, \sum Y^{2}=50(4+36)=2000 \\
& r \sigma_{X} \sigma_{Y}=\operatorname{Cov}(X, Y)=\frac{\sum X Y}{n}-\bar{X} \bar{Y} \\
\Rightarrow \quad & 0.3 \times 3 \times 2=\frac{\sum X Y}{50}-10 \times 6 \\
\Rightarrow \quad & \sum X Y=50(1.8+60)=3090
\end{array}
$$

After weeding out the incorrect pair of observation, viz., $(X=10, Y=6)$, the corrected values of $\Sigma X, \Sigma Y, \Sigma X^{2}, \Sigma Y^{2}$ and $\Sigma X Y$ for the remaining $50-1=$ 49 pairs of observations are given below :
Corrected Values :
$\Sigma X=500-10=490 ; \Sigma Y=300-6=294$
$\Sigma X Y=3090-10 \times 6=3090-60=3030$
$\sum X^{2}=5450-10^{2}=5350, \Sigma Y^{2}=2000-6^{2}=1964$

$$
\therefore r=\frac{\text { Corrected } \operatorname{Cov}(X, Y)}{\left(\text { Corrected } \sigma_{X}\right) \times(\text { Corrected }) \sigma_{Y}}=\frac{90 / 49}{\sqrt{\frac{450}{49} \times \frac{200}{49}}}=0.3
$$

Hence the correlation coefficient is invariant in this case.
(d) A prognostic test in Mathematics was given to 10 students who were about to begin a course in Statistics. The scrores ( $X$ ) in their test were examined in relations to scores $(\eta)$ in the final examination in Statistics. The following results were obtained :-

$$
\Sigma X=71, \Sigma Y=70, \Sigma X^{2}=555, \Sigma Y^{2}=526 \text { and } \Sigma X Y=527
$$

Find the coefficient of correlation between $X$ and $Y$.
(Kerala Univ. B.Sc., 1990)
7. (a) $X_{1}$ and $X_{2}$ are independent variables with means 5 and 10 and standard deviations 2 and 3 respectively. Obtain $r(U, V)$ where

$$
U=3 X_{1}+4 X_{2} \text { and } V=3 X_{1}-X_{2}
$$

Ans. 0
(Delhi Univ. B.Sc., 1988)
(b) If $X$ and $Y$ are normal and independent with zero means and standard deviations 9 and 12 respectively, and if $X+2 Y$ and $k X-Y$ are non-correlated, find $k$.
(c) $X, Y, Z$ are random variables each with expectation 10 and variances 1 , 4 and 9 respectively. The correlation coefficients are

$$
r(X, Y)=0, r(Y, Z)=r(X, Y)=1 / 4
$$

Obtain the numerical values of :
(i) $E(X+Y-2 Z)$, (ii) $\operatorname{Cov}(X+3, Y+3)$, (iii) $V(X-2 Z)$ and (iv) $\operatorname{Cov}(3 X, 5 Z)$

Ans. $(i)=0$, (ii) 0 , (iii) 34, and (iv) 45/4.
(d) $\dot{X}$ and $\hat{Y}$ arc discrete random variables. If $\operatorname{Var}(X)=\operatorname{Var}(Y)=\sigma^{2}$,
$\operatorname{Cov}(X, Y)=\frac{\sigma^{2}}{2}$, find $(i) \operatorname{Var}(2 X-3 Y),(i i) \operatorname{Corr}(2 X+3,2 Y-3)$.
8. (a) Prove that :

$$
V(a X \pm b Y)=a^{2} V(X)+b^{2} V(Y) \pm 2 a b \operatorname{Cov}(X, Y)
$$

Hence deduce that if $X$ and $Y$.are independent

$$
V(X \pm Y)=V(X)+V(Y)
$$

(b) Prove that correlation coefficient between $X$ and $Y$ is positive or negative according as

$$
\sigma_{X+Y}>\text { or }<\sigma_{X-Y}
$$

9. Show that if $X$ and $Y$ are two random variables each assuming only two values and the correlation co-efficient between them is zero, then they are independent. Indicate with justification whether the result is true in general.

Find the correlation coefficient between $X$ ànd $a-X$, wheré $X$ is any random variable and $a$ is constant.
10. (a) $X_{i}(i=1,2,3)$ are uncorrelated variables each having the same standard deviation. Obtain the correlation between $X_{1}+X_{2}$ and $X_{2}+X_{3}$.

Ans. 1/2
(b) If $X_{i}(i=1,2,3)$ are three uncorrelated variables having standard deviations $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ respectively, obtain the coefficient of correlation between $\left(X_{1}+X_{2}\right)$ and $\left(X_{2}+X_{3}\right)$.

Ans. $\quad \sigma_{2}{ }^{2} / \sqrt{\left(\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}\right)\left(\sigma_{2}{ }^{2}+\sigma_{3}{ }^{2}\right)}$
(c) Two random variables $X$ and $Y$ have zero means, the same variance $\sigma^{2}$ and zero correlation. Show that
$U=X \cos \alpha+Y \sin \alpha$ and $V=X \sin \alpha-Y \cos \alpha$ have the same variance $\sigma^{2}$ and zero correlation.
(Bangalore Univ. B.Sc., 1991)
(d) Let $X$ and $Y$ be uncorrelated random variables. If $U=X+Y$ and $V=X-Y$, prove that the coefficient of correlation between $U$ and $V$ is $\left(\sigma_{X}{ }^{2}-\sigma_{Y}^{2}\right) /\left(\sigma_{X}^{2}+\sigma_{Y}{ }^{2}\right)$, where $\sigma_{X}{ }^{2}$ and $\sigma_{Y}^{2}$ are variances of $X$ and $Y$ respectively.
(e) Two independent random variables $X$ and $Y$ have the following variances: $\sigma_{x}^{2}=36, \sigma_{y}^{2}=16$. Calculate the coefficient of correlation between

$$
U=X+Y \text { and } V=X-Y
$$

(f) Random variables $X$ and $Y$ have zero means and non-zero variances $\sigma_{X}{ }^{2}$ and $\sigma_{Y}{ }^{2}$. If $Z=Y-X$, then find $\sigma_{Z}$ and the correlation coefficient $\rho(X, Z)$ of $X$ and $Z$ in terms of $\sigma_{X}, \sigma_{Y}$ and the correlation coefficient $\rho(X, Y)$ of $X$ and $Y$.
$(g)$ If the independant random variables $X_{1}, X_{2}$ and $X_{3}$ have the means 4,9 and 3 and variances $3,7,5$, respectively, obtain the mean and variance of
(i) $Y=2 X_{1}-3 X_{2}+4 X_{3}$, (ii) $Z=X_{1}+2 X_{2}-X_{3}$, and
(iii) Calculate the correlation between $Y$ and $Z$.
[Delhi Univ. M.A.(Eco.)., 1989]
11. (a) $X_{1}, X_{2}, \ldots, X_{n}$ are uncorrelated random variables, all with the same distribution and zero means. Let $\bar{X}=\Sigma X_{i} / n$

Find the correlation co-efficient between ( $i$ ) $X_{i}$ and $\bar{X}$ and (ii) $X_{i}-\bar{X}$ and $\bar{X}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
Hint.

$$
\text { Hint. } \quad \begin{aligned}
r\left(X_{i}, \bar{X}\right)= & \frac{\sigma^{2} / n}{\sqrt{\sigma^{2} \cdot \sigma^{2} / n}}=\frac{1}{\sqrt{n}} \\
\operatorname{Cov}\left(X_{i}-\bar{X}, \bar{X}\right)= & \operatorname{Cov}\left(X_{i}, \bar{X}\right)-\operatorname{Var}(\bar{X}) \\
= & \left(\sigma^{2} / n\right)-\left(\sigma^{2} / n\right)=0 \\
& r\left(X_{i}-\bar{X}, \bar{X}\right)=0
\end{aligned}
$$

(b) $X_{1}, X_{2}, \ldots \ldots, X_{n}$ are random variables each with the same expected value $\mu$ and s.d. $\sigma$. The correlation coefficient between any two $X$ 's is $\rho$. Show that (i) $\operatorname{Var}(\bar{X})=\frac{\sigma^{2}}{n}+\left(1-\frac{1}{n}\right) \rho \sigma^{2}$,
(ii) $E \sum_{1}^{n}\left(X_{i}-\bar{X}\right)^{2}=(n-1)(1-\rho) \sigma^{2}$, and (iii) $\rho>-\frac{1}{n-1}$
12. (a) If $X$ and $Y$ are independent random variables, show that

$$
r(X+Y, X-Y)=r^{2}(X, X+Y)-r^{2}(Y, X+Y)
$$

where $r(X+Y, X-Y)$ denotes the co-efficient of correlation between $(X+Y)$ and $(X-Y)$.
(Meerut Úniv. B.Sc., 1991)
(b) Let $X$ and $Y$ be random variables having mean 0 , variance 1 and correlation $r$. Show that $X-r Y$ and $\dot{Y}$ are uncorrelated and that $X-r Y$ has mean zero and variance $1-r^{2}$.
13. $X_{1}$ and $X_{2}$ are two variables with zero means; variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively and $r$ is the correlation coef.acient between them. Determine the values of che constants $a$ and $b$ which are independent of $r$ such that $X_{1}+a X_{2}$ and $X_{1}+b X_{2}$ are uncorrelated.
14. (a) If $X_{1}$ and $X_{2}$ are tìo random variables with means $\mu_{1}$ and $\mu_{2}$, variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ and correlation coefficient $r$, find the correlation co-efficient between

$$
U=a_{1} X_{1}+a_{2} X_{2} \text { and } V=b_{1} X_{1}+b_{2} X_{2},
$$

Where $a_{1}, a_{2}$ and $b_{1}, b_{2}$ are constants.
(b) Let $X_{1}, X_{2}$ be independent random variables with means $\mu_{1}, \mu_{2}$ and non. zero variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ respectively. Let $U=X_{1}-X_{2}$ and $V=X_{1} X_{2}$. Find the correlation cocfficient, between (i) $X_{1}$ and $U$, (ii) $X_{1}$ and $V$, in terms of $\mu_{1}, \mu_{2}$, $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$.
15. (a) If $U=a X+b Y$ and $V=b X-a Y$, where $X$ and $Y$ are measured from their respective meanss. and if $U$ and $V$ are uncorrelated, $r$ the co-efficient of correlation between $X$ and $Y$ is given by the equation.

$$
\sigma_{U} \sigma_{V}=\left(a^{2}+b^{2}\right) \sigma_{X} \sigma_{Y}\left(1-r^{2}\right)^{1 / 2}
$$

(Utkal Univ. B. Sc., 1993)
(b) Let $U=a X+b Y$ and $V=a X-b Y$ where $X, Y$ represent deviations from the means of two measurements on the same individual. The coefficient of correlation between $X$ and $Y$ is $\rho$. If $U, V$ are uncorrelated, show țhat

$$
\sigma_{U} \sigma_{V}=2 a b \sigma_{X} \sigma_{Y}\left(1-r^{2}\right)^{1 / 2}
$$

16. Show that, if $a$ and $b$ are constants and $r$ is the correlation coefficient between $X$ and $Y$, then the correlation coefficient between $a X$ and $b Y$ is equal to $r$ if the signs of $a$ and $b$ are alike, and to $-r$ if they are different.

Also show that, if constants $a, b$ and $c$ are positive, the correlation coefficient between $(a X+b Y)$ and $c Y$ is equal to

$$
\left(a r \sigma_{X}+b \sigma_{Y}\right) / \sqrt{\left(a^{2} \sigma_{X}^{2}+b^{2} \sigma_{Y}^{2}+2 a b r \sigma_{X} \sigma_{Y}\right)}
$$

17. If $X_{1}, X_{2}$ and $X_{3}$ are three random variables measured from theit respective means as origin and of equal variances, find the coelficient of correlation between $X_{1}+X_{2}$ and $X_{2}+X_{3}$ in terms of $r_{i 2}, r_{13}$ and $r_{23}$ and show that it is equal to
(i) $\frac{r_{12}+1}{2}$, if $r_{13}=r_{23}=0$, and $($ ii $)=\frac{r_{12}+3}{4}$, if $r_{13}=r_{23}=1$
18. (a) For a weighted distribution $\left(x_{i}, w_{i}\right),(i=1,2, \ldots, n)$ show that the weighted arithmetic mean $\bar{x}_{w}=\Sigma w_{i} x_{i} / \Sigma w_{i}>$ or $<$ the unweighted mean $\bar{x}=\Sigma x_{i} / n$ according as $r_{x w}>$ or $<0$.
(b) Given $N$ values $x_{1}, x_{2}, \ldots, x_{N}$ of variable $X$ and weights $w_{1}, w_{2}, \ldots, w_{N}$ express the coefficient of correlation between $X$ and $W$ in terms involving the difference between the arithmetic mean and the weighted mean of $X$.
19. (a) A coin is tossed $n$ times. If $X$ and $Y$ denote the (random) number ol heads and number of tails turned up respectively, show that $r(X, Y)= \pm 1$.

Hint. Note that $X+Y=n \Rightarrow Y=n-X$
$\therefore \quad r(X, Y)=r(X, n-X)=r(X,-X)=-r(X, X)=-1$.
(b) Two dice are thrown, their scores being $a$ and $b$. The first die is left on the table while the second is picked up and thrown again giving the score $c$. Suppose the process is repeated a large number of times. What is the correlation coefficient between $X=a+b$ and $Y=a+c$ ?

Ans. $r(X, Y)=\frac{1}{2}$
20. (a) If $X$ and $Y$ are independent random variables with means $\mu_{1}$ and $\mu_{2}$ and variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ respectively, show that the correlation coefficient between $U=X$ and $V=X-Y$ in terms of $\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ is $\sigma_{1} / \sqrt{\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}}$.
(b) If $X$ and $Y$ are independent random variables with non-zero variances, show that the correlation coefficient between $U=X Y$ and $V=X$ in terms of mean and variance of $X$ and $Y$ is given by

$$
\mu_{2} \sigma_{1} / \sqrt{\sigma_{1}^{2} \sigma_{2}^{2}+\mu_{1}^{2} \sigma_{2}^{2}+\mu_{2}^{2} \sigma_{1}^{2}}
$$

[Delhi Univ. B.Sc. (Stat Hons.), 1987]
21. If $X_{i}, Y_{j}$ and $Z_{\dot{k}}$ aré all independent random variables with mean zero and unit variance, find the correlation coefficient between

$$
\stackrel{U}{U}=\sum_{i=1}^{m} X_{i}+\sum_{j=1}^{n} Y_{j} \text { and } V=\sum_{i=1}^{m} \cdot X_{i}+\sum_{k=1}^{n} Z_{k}
$$

Ans. $r(U, V)=m /(m+n)^{-}$
(Bombay Univ., B.Sc, 1990)
22. (a) Find the value of $l$ so that the correlation coefficient between $(X-I Y)$ and $(X+Y)$ is maximum, where $X, Y$ are independent random variables each with mean zero and variance 1. [Ans. $l=-1$ ]

Hint. $U=X^{\prime}-l Y ; V=X+Y$. Now find $l$ so that $r(U, V)=1$.
(b) If $U=X+k Y$ and $V=X+m \dot{Y}$ and $r$ is the correlation coefficient between $X$ and $Y$, find the correlation coefficient between $U$ and $V$. Show that $U$ and $V$ are uncorrelated if $\quad k=\frac{-\sigma_{X}\left(\sigma_{X}+r m \sigma_{Y}\right)}{\sigma_{Y}\left(r \sigma_{X}+m \sigma_{Y}\right)}$ and further if $m=\frac{\sigma_{X}}{\sigma_{Y}}$, then $k=-\frac{\sigma_{X}}{\sigma_{Y}}$. (Gujarat Univ. M.A, 1993) 23. $X_{1}, X_{2}, X_{3}$ are three variables, each with variance $\sigma^{2}$ and the correlation coefficient.between any two of them is $r$. If $\bar{X}=\left(X_{1}+X_{2}+X_{3}\right) / 3$, show that

$$
\operatorname{Var}(\bar{X})=\frac{\sigma^{2}}{3}(1+2 r)
$$

Deduce that $r \geq-1 / 2$.
24. (a) If $U=a X+b Y$ and $V=b X-a Y$, show that $\dot{U}$ and $V$ are uncorrelated if

$$
\frac{a b}{a^{2}-b^{2}}=\frac{\rho \sigma_{X} \sigma_{Y}}{\sigma_{X}{ }^{2}-\sigma_{Y}{ }^{2}}
$$

where $\rho$ is the coefficient of correlation between $X$ and $Y$. Show further that, in this case

$$
\sigma_{U}^{2}+\sigma_{V}^{2}=\left(a^{2}+b^{2}\right)\left(\sigma_{X}^{2}+\sigma_{Y}^{2}\right) \text { and } \sigma_{U} \sigma_{V}=\left(a^{2}+b^{2}\right) \sigma_{X} \sigma_{Y} \sqrt{1-\rho^{2}}
$$

(b) If $u=a X+b Y, v=c X+d Y$, show that
25. If $X$ is a standard normal variate and $Y=a+b X+c X^{2}$,
where $a, b, c$ are constants, find the correlation coefficient between $X$ and $Y$. Hence or otherwise obtain the conditions when ( $i$ ) X and $Y$ are uncorrelated and (ii) $X$ and $Y$ are perfectly correlated.
26. (a) If $X \sim N(0,1)$, find corr $(X, Y)$ where $Y=a+b X+c X^{2}$.
[Delhi Univ. B.Sc. Maths. Hons.), 1985]

Ans. $r(X, Y)=\frac{b}{\sqrt{b^{2}+2 c^{2}}}$
(b) If $X$ has Laplace distribution with parameters $(\lambda, 0)$ and

$$
Y=a+b X+c X^{2}, \text { find } p(X, Y)
$$

[Delhi Univ. B.A. (Stat. Hons. Spl. Course), 1989]
Hinat. $p(\dot{x})=\frac{1}{2} \lambda \exp [-\lambda|x|],-\infty<x<\infty$.

$$
\begin{aligned}
& E\left(X^{2 k+1}\right)=0=\mu_{2 k+1} ; E\left(X^{2 k}\right)=\mu_{2 k}=(2 k)!/ \lambda^{2 k} \\
& \rho_{X Y}=\frac{\lambda b}{\sqrt{b^{2} \lambda^{2}+10 c^{2}}}
\end{aligned}
$$

27. In a sample of $n$ random observations from exponential distribution with parameter $\lambda$, the number of observations in $(0,1 / \lambda)$ and $(1 / \lambda, 2 / \lambda)$, denoted by $X$ and $Y$ are noted. Find $\rho(X, Y)$.

Hint. $p_{1}=p(0<X<1 / \lambda)=\int_{0}^{1 / \lambda} \lambda e^{-\lambda x} d x=\frac{e-1}{e}$

$$
p_{2}=p(1 / \lambda<Y<2 / \lambda)=\int_{1 \Omega}^{2 \Omega} \lambda e^{-\lambda y} d y=\frac{e-1}{e^{2}}
$$

Then $(X, Y)$ has a trinomial distribution with parameters ( $n=3, p_{1}, p_{2}$, $\left.p_{3}=1-p_{1}-P_{2}\right)$.

Hence we have

$$
\rho(X, Y)=-\left[\frac{p_{1} p_{2}}{\left(1-p_{1}\right)\left(-p_{2}\right)}\right]^{1 / 2}=-\frac{e-1}{\sqrt{e^{2}-e+1}}
$$

28. Prove that :

$$
r(X, Y+Z)=\frac{\sigma_{Y}}{\sigma_{Y+Z}} \cdot r(X, Y)+\frac{\sigma_{Z}}{\sigma_{Y+Z}} \cdot r(X, Z)
$$

29. If $X$ and $Y$ are independent random variables, find $\operatorname{Corr}(X, X Y)$. Deduce the value of $\operatorname{Corr}(X, X / Y)$.

Ans. $r(X, X Y)=\sigma_{X} \mu_{Y} /\left[\sigma_{X}^{2} \sigma_{Y}^{2}+\mu_{X}^{2} \sigma_{Y}^{2}+\mu_{Y}^{2} \sigma_{X}{ }^{2}\right]^{1 / 2}$
30. Prove or Disprove :
(a) $r(X, Y)=0 \quad \Rightarrow \quad r(|X|, Y)=0$
(b) $r(X, Y)=0, r(Y, Z)=0 \Rightarrow r(X, Z)=0$.

Ans.. (a) False, unless $X$ and $Y$ are independent.
(b) Hint. Let $Z \equiv X$, and $X$ and $Y$ be independent. Then $r(X, Y)=0=r(Y, Z)$. But $r(X, Z)=r(X, X)=1$.
31. Let random variable $X$ have a p.d.f. $f$ (.) with distribution functiont $F($.$) , mean \mu$ and variance $\sigma^{2}$. Define $Y=\alpha+\beta X$, where $\alpha$ and $\beta$ are constants satisf ying $-\infty<\alpha<\infty$, and $\beta>0$.
(a) Select $\alpha$ and $\beta$ so that $Y$ has mean 0 and variance 1.
(b) What is the correlation coefficient between $X$ and $Y$ ?
32. Let ( $X, Y$ ) be jointly discrete random variables such that each $X$ and $Y$ have at most two mass points. Prove or disprove: $X$ and $Y$ are independent if and only if they are uncorrelated:

Ans. True.
33. If the variables $X_{1}, X_{2}, \ldots, X_{2 n}$ all have the same variance $\sigma^{2}$ and the correlation coefficient between $X_{i}$ and $X_{j}(i \neq j)$ has the same value, show that the correlation between $\sum_{i=1}^{n} X_{i}$ and $\sum_{j=n+1}^{2 n} X_{j}$ is given by $[n \rho /\{1+(n-1) \rho\}]$.
34. The means of independent r.v's $X_{1}, X_{2}, \ldots, X_{n}$ are zero and variances are equal, say unity. The corrèlation coefficients between the sum of selected $t$ ( $<n$ ) variables out of these variables and the sum of all $n$ variables are found out. Prove that the sum of squares of all these correlation coefficients is ${ }^{n-1} C_{t-1}$.
[Burdwan Univ. B.Sc. (Hons.), 1989]
35. Two variables $U$ and $V$ are made up of the süm of a number of terms as follows :

$$
\begin{aligned}
& U=X_{1}+X_{2}+\ldots+X_{n}+Y_{1}+Y_{2}+\ldots+Y_{a}, \\
& V=X_{1}+X_{2}+\ldots+X_{n}+Z_{1}+Z_{2}+\ldots+Z_{b},
\end{aligned}
$$

where $a$ and $b$ are all suffixes and where $X^{\prime} s, Y$ 's and $Z$ 's are all uncorrelated standardised random variables. Show that the correlation coefficient between
$U$ and $V$ is $\frac{n}{\sqrt{(n+a)(n+b)}}$. Show further that

$$
\left.\begin{array}{l}
\xi=\sqrt{(n+b)} U+\sqrt{(n+a)} V  \tag{}\\
\eta=\sqrt{(n+b)} U-\sqrt{(n+a)} V
\end{array}\right\}
$$

and
are uncorrelated
[South Gujarat Univ. B.Sc., 1989]
36. (a) Let the random variables $X$ and $Y$ have the joint p.d.f.

$$
f^{\prime}(x, y)=1 / 3 ;(x, y)=(0,0),(1,1)(2,0)
$$

Compute $E(X), V(X), E(Y), V(Y)$ and $r(X, Y)$. Are $X$ and $Y$ stochastically independent ? Give reasons.
(b) Let $(X, Y)$ have the probability distribution :

$$
f(0,0)=.0 .45, f(0,1)=0.05, f(1,0)=0.35, f(1,1)=0.15
$$

Evaluate $V(X), V(T)$ and $\rho(X, Y)$.
Show that while $X$ and $Y$ are correlated, $X$ and $X-5 Y$ are uncorrelated: Are $X$ and $X-5 Y$ independent ?
(c) Given the bivariate probability distribution :

$$
\begin{array}{ccc}
f(-1,0)=1 / 15, \quad f(-1,1)=3 / 15, & f(-1,2)=2 / 15 \\
f(0,0)=2 / 15, & f(0, i)=2 / 15, & f(0,2)=1 / 15 \\
f(1,0)=1 / 15, \quad f(1,1)=1 / 15, & f(1,2)=2 / 15 \\
f(t ; y)=0, \text { elsewhere. }
\end{array}
$$

Obtain :
(i) The màrginal distributions of $X$ and $Y$.
(ii) The conditional distributions of $Y$ given $X=0$.
(iii) $E(Y \mid X=0)$.
(iv) The product moment correlation coefficient between $X$ and $Y$. Are $X$ and $Y$ independently distributed?
37. If $X$ and $Y$ are standardised variates with correlation coefficient $\rho$, prove that

$$
E\left[\max \left(X^{2}, Y^{2}\right)\right] \leq 1+\sqrt{1-\mathfrak{\rho}^{\prime 2}}
$$

Hint. $\left.\max \left(X^{2}, Y^{2}\right)=\frac{1}{2} \right\rvert\, X^{2}-Y^{2}: 1+\frac{1}{2}\left(X^{2}+Y^{2}\right) \quad\{$

$$
\begin{equation*}
E(X)=E(Y)=0 ; E\left(X^{2}\right)=E\left(Y^{2}\right)=1 ; E(X Y)=\rho \tag{*}
\end{equation*}
$$

and

$$
[E|X-Y| \in|X+Y|]^{2} \leq E(X-Y)^{2} \cdot E(X+Y)^{2}
$$

(By Cauchy-Schwartz Inequality)
38. The joint p.d.f. of two variates $X$ and $Y$ is given by

$$
\begin{aligned}
f(x, y) & =k\left[(x+y)-\left(x^{2}+y^{2}\right)\right] ; 0<(x, y)<1 \\
& =0, \text { otherwise. }
\end{aligned}
$$

Show that $X$ and $Y$ are uncorrelated but not independent. 39(a). If the random variables $X$ and $Y$ have the joint p.d.f.,

$$
f(x, y)=\left\{\begin{array}{c}
x+y ; 0<x<-1,0<y<1 \\
0, \text { elsewhere } .
\end{array}\right.
$$

then show that the correlation coefficient between $X$ and $Y$ is $-\frac{1}{11}$.
[Madras Univ. B.Sc., Oct., 1990]
(b) The density function $f$ of a random variable $X$ is given by

$$
f(x)= \begin{cases}k x^{2}, & \text { if }-1 \leq x^{x} \leq 1 \\ 0, & \text { otherwise }\end{cases}
$$

(i) What is the value of $k$ ? What is the distribution function of $X$ ?
(ii). Obtain the density function of the random variable $Y=X^{2}$.
(iii) Obtain the correlation coefficient between $X$ and $Y$.
(iv) Are $X$ and $Y$ independently distributed?

40(a). If $f(x, y)=\frac{6-x-y}{8} ; 0 \leq x \leq 2,2 \leq y \leq 4$,
find $(\mathbf{( i )} \operatorname{Var}(X)$, (ii) $\operatorname{Var}(\boldsymbol{Y})$ (iii) $r(X, Y)$.
Ans. (i) $\frac{11}{36}$, (ii) $\frac{11}{36}$, (iii) $-\frac{1}{11}$.
(b) Given the joint density of random variables $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}$ as :
$f(x, y, z)=k x \exp [-(y+z)], 0<x<2, y \geq 0, z \geq 0$ $=0$, elsewhere
Find
(i) $k$,
(ii) the marginal density function,
(iii) conditional expectation of $Y$, given $X$ and $Z$, and
(iv) the product moment correlation between $X$ and $Y$.
[Madras Univ. B.Sc. (Main'Stat.), 1988]
(c) Suppose that the two dimensional random variable ( $\boldsymbol{X}, \boldsymbol{Y}$ ) has p.d.f. given by

$$
\begin{aligned}
f(x, y) & =k e^{-y}, 0<x<y<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find the correlation coefficient $r_{X Y}$.
[Delhi Univ. M.C.A., 1991]
41. The joint density of $(X, Y)$ is :

$$
f(x, y)=\frac{1}{8}(x+y), \quad 0 \leq x \leq 2,0 \leq y \leq 2
$$

Find $\quad \mu^{\prime}{ }_{r s}=E\left(X^{r} Y^{r}\right)$ and hence 'find Corr $(X, Y)$.
Ans. $\mu_{r s}^{\prime}=2^{r+s}\left[\frac{1}{(r+2)(s+1)}+\frac{1}{(r+1)(s+2)}\right] ; r=-\frac{1}{11}$.
(b) Find the'm.g.f. of the bivariate distribution :

$$
\begin{aligned}
f(x, y) & =1,0<(x, y)<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

and hence find $r(X, Y)$.
Ans. $M\left(t_{1}, t_{2}\right)=\left(e^{t_{1}}-1\right)\left(e^{t_{2}}-1\right) /\left(t_{1} t_{2}\right) ; t_{1} \neq 0, t_{2} \neq 0, r(X, Y):=0$.
42. Lét $(X, Y)$ have joint density :

$$
f(x ; y)=e^{-(x+y)} I_{(0, \infty)}(x) I_{(0 ; \infty)}(y)
$$

Find Corr $(X, Y)$. Are $X$ and $Y$ independent?
Ans. Corr $(X, Y)=0: X$ and $Y$ are independent.
43. A bivariate distribution in two discrete random variables $X$ and $Y$ is defined by the probability generating function :

$$
\exp [a(u-1)+b(v-1)+c(u-1)(v-1)]
$$

simultaneous probability of $X=r \cap Y=s$, where $r$ and $s$ are integers being the coefficient of $u^{r} v^{v}$. Find the correlation coefficient between $X$ and $Y$.

Hint. Put $u=e^{t_{1}}$ and, $v=e^{t_{2}}$ in $\exp [a(u-1)+b(v-1)+c(u-1)(v-1)]$, the result will be the m.g.f. of a bivariate distribution and is given by

$$
M\left(t_{1}, t_{2}\right)=\exp \left[a\left(e^{t_{1}}-1\right)+b\left(e^{t_{2}}-1\right)+c\left(e^{t_{1}}-1\right)\left(e^{t_{2}}-1\right)\right]
$$

We have $\left[\frac{\partial M}{\partial t_{1}}\right]_{t_{1}=t_{2}=0}=\dot{a}, \quad\left[\frac{\partial^{2} M}{\partial t_{1}{ }^{2}}\right]_{t_{1}=t_{2}=0}=a(a+1)$.

$$
\left[\frac{\partial^{2} M}{\partial t_{1} \partial t_{2},}\right]_{t_{1}=0}=a b+c,\left[\frac{\partial M}{\partial t_{2}}\right]_{\substack{t_{1}=0 \\ t_{2}=0}}=b,\left[\frac{\partial^{2} M^{2}}{\partial t_{2}^{2}}\right]_{t_{t_{1}}=0}=b(b+1)
$$

So we have

$$
E(X)=a, E\left(X^{2}\right)=a(a+1), E(Y)=b, E\left(Y^{2}\right)=b(b+1) \text { and } E(X Y)=a b+c
$$

$$
\therefore \quad r\left(X, Y=\frac{E(X Y)-E(X) E(Y)}{\sqrt{\left[E\left(X^{2}\right)-\{E(X)\}^{2}\right]\left[E\left(Y^{2}\right)-\{E(Y)\}^{2}\right]}}=\frac{c^{\circ}}{\sqrt{a b}}\right.
$$

44. Let the number $X$ be chosen at random from among the integers 1,2 , 3,4 and the number $Y$ be chosen from among those at least as large as $X$. Prove that $\operatorname{Cov}(X, Y)=5 / 8$. Find also the regression line of $Y$ on $X$.
[Delhi Univ. B.Sc. (Maths. Hons.), 1990]
Hint. $\quad P(X=k)=\frac{1}{4} ; k=1,2,3,4$ and $Y \geq X$.

$$
\begin{aligned}
& \dot{P}\left(Y=y^{\prime} \mid X=1\right)=\frac{1}{4} ; y=1,2,3,4(\because y \geq x) ; \\
& P(Y=y \mid X=2)=\frac{1}{3}, y=2,3,4 \\
& P\left(Y=y^{\prime} \mid X=3\right)=\frac{1}{2}, y=3,4 ; P(Y=y \mid X=4)=1, y=4 .
\end{aligned}
$$

The joint probability distribution can be obtained on using :

$$
\begin{aligned}
& P(X=x, Y=y)=P(X=x) \cdot P_{1}(Y=y \mid X=x) . \\
& r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=\frac{5 / 8}{\sqrt{(5 / 4) \times(41 / 48)}}=\sqrt{\frac{15}{41}}
\end{aligned}
$$

Regression line of $Y$ on $X: Y-E(Y)=\frac{r \sigma_{Y}}{\sigma_{X}}[X-E(X)]$
45. Two ideal dice are thrown. Let $X_{1}$ be the score on the first dice ad $X_{2}$, the score on the second dice. Let $Y=\max \left\{X_{1}, X_{2}\right\}$. Obtain the joint distribution of $Y$ and $X_{1}$ and show that

$$
\operatorname{Corr}\left(\left(Y, X_{1}\right)=\frac{3}{2 \sqrt{73}}\right.
$$

46. Consider an experiment of tossing two tetrahedra. Let $X$ be the number of the down turned face of: first tetrahedron and $Y$, the larger of the two numbers. Obtain the joint distribution of $X$ and $Y$ and hence. $\rho(X, Y)$.

Ans. $\rho(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{y}}=\frac{5 / 8}{\sqrt{5 / 4} \cdot \sqrt{55 / 64}}=\frac{2}{\sqrt{1.1}}$
47. Three fair coins are tossed. Let $X$ denote the number of heads on the first two coins and let $Y$ denote the number of tails on the last two coins.
(a) Find the joint distribution of $X$ and $Y$.
(b) Find the conditional distribution of $Y$ given that $X=1$.
(c) Find $\operatorname{Cov}$. $(X, Y)$

Ans. $\operatorname{Cov} .(X, Y)=-1 / 4$.
48. For the trinomial distribution of two random variables $X$ and $Y$ :

$$
f(x, y)=\frac{n!}{x!y!(n-x-y)!} p^{x} q^{y}(1-p-q)^{n-x}-y
$$

for $x, y=0,1,2, \ldots, n$ and $x+y \leq n, p \geq 0, q \geq 0$ and $p+q \leq 1$.
(a) Obtain the marginal distribution of $Y$
(b) Obtain $E(X \mid Y=y)$.
(c) Find $\rho(X, Y)$.

Ans. (a) $X \sim B(n, p), Y \sim B(n, q)$
(b) $\left(X^{\prime} \mid \dot{Y}=y\right) \sim B\left(n-y, \frac{p}{1-q}\right)$

$$
\text { (Note : } p+q \neq 1 \text { ) }
$$

$$
\therefore E(X \mid Y=y)=(n-y)\left(\frac{p}{1-q}\right)
$$

(c) $\operatorname{Cov}(X, Y)=-n p q ; \rho(X, Y)=-\left[\frac{p q}{(1-p)(-1-q)}\right]^{1 / 2}$

## OBJECTIVE TYPE QUESTIONS

I. Comm int on the following :
(i) $r_{X Y}=0 \Rightarrow X$ änd $Y$ are independent.
(ii) If $r_{, Y}>0$ then $r_{X,-Y}>0, r_{-X, Y}^{L_{1}}>$ and $^{\text {rind }} r_{-X,-Y}>0$
(iii) $r_{X y}>0 \Rightarrow E(X Y)>E(X) E(Y)$
(iv) Pear on's coefficient of correlation is independent of origin but not of scale.
(v) The numerical value of product moment correlation coefficient ' $r$ ' between twio variables $X$ and $Y$ cannot exceed unity.
(vi) If the correlation coefficient between the variables $X$ and $Y$ is zero then the correlation coefficient between $X^{2}$ and $Y^{2}$ is also zero.
(vii) If $r>0$, then as $X$ increases, $Y$ also increases.
(viii) "The closeness of relationship. between two variables is proportional to r."
(ix) $r$ measures every type of relationship between the two variables:
II. Comment on the following values of ' $r$ ' (correlation coefficient) :

$$
1,-0.95,0,-1.64,0.87,0.32,-1,2.4
$$

III. (i) If $\rho_{X Y}=-0 \cdot 9$, then for large values of $X$, what sort of values do we expect for $Y$ ?
(ii) If $\rho_{X Y}=0$, what is the value of $\operatorname{cov}(X, Y)$ and how are $X$ and $Y$ related?
IV. Indicate the correct answer :
(i). The coefficient of correlation will have positive sign when
(a) $X$ is increasing, $Y$ is decreasing, (b) both $X$ and $Y$ are increasing,
(c) $X$ is decreasing, $Y$ is increasing, (d) there is no change in $X$ and $Y$.
(ii) The coefficient of correlation (a) can take any value between -1 and +1 (b) is always less than -1 , (c) is always more than +1 , (d) cannot be zero.
(iii) The cōefficient of correlation (a) cannot be positive, (b) cannot be negative, (c) is always positive, (d) can be both positive as well as negative.
(iv) Probable error of $r$ is
(a) $0.6475 \frac{1-r^{2}}{\sqrt{n}}$,
(b) $0.6754 \frac{1+r^{2}}{\sqrt{n}}$,
(c) $0.6547 \frac{1-r^{2}}{n}$,
(d) $0.6754 \frac{1-r^{2}}{n}$.
(v) The coefficient of correlation between $X$ and $Y$ is 0.6 . Their covariance is 4.8 . The variance of $X$ is 9 . Then the S.D. of $Y$ is
(a) $\frac{4.8}{3 \times 0.6}$,
(b) $\frac{0.6}{4.8 \times 3}$,
(c) $\frac{3}{4.8 \times 0.6}$,
(d) $\frac{4.8}{9 \times 0.6}$.
(vi) The coefficient of correlation is independent of (a) change of scale only, (b) change of origin only, (c) both change of scale and origin, (d) neither change of scale nor change of origin.
V. Fill in the blanks :
(i) The Karl Pearson coefficient of correlation between variables $X$ and $Y$ is $\qquad$
(ii) Two independent variables are ... ...
(iii) Limits for correlation coefficient are
(iv) If $r$ be the correlation coefficient between the random variables $X$ and $Y$ then the variance of $X+Y$ is
( $\because$ ) The absolute value of the product moment correlation coefficient is less than $\qquad$
(vi) Correlation coefficient is i3nvariant.under changes of .. and
VI. How can you use scatter diagram to obtain an idea of extent and nature (direction) of the correlation coefficient?
10.4. Calculation of the Correlation Coefficient for a Bivariate Frequency Distribution. When the data are considerably large, they may be summarised by using a two-way table. Here, for each variable a suitable number of classes are taken, keeping in view the same considerations as in the univariate case. If there are $n$ classes for $X$ and $m$ classes for $Y$, there will be in all' $m \times n$ cells in the two-way table. By going through the pairs of values of $X$ and $Y$, we can find the frequency for each cell. The whole set of cell frequencies will then define a bivariate frequency distribution. The column totals and row totals will give us the marginal distributions of $X$ and $Y$. A particular column or row will be called the conditional distribution of $Y$ for given $X$ or of $X$ for given $Y$ respectively.

Suppose that the bivariate data on $X$ and $Y$ are presented in a two-way correlation table (shown on page 10.33 ) where there are $m$ classes of $Y$ placed along the horizontal line and $n$ classes of $X$ along a vertical line and $f_{i j}$ is the frequency of individuals lying in the $(i, j)$ th ceil.

Here

$$
\sum_{x} f(x, y)=g(y)
$$

is the sum of the frequencies along any row and

$$
\sum_{y} f(x, y)=f(x) .
$$

is the sum of the frequencies along any colurnn. We observe that

Thus
Similarly

$$
\sum_{x} \sum_{y} f(x, y)=\sum_{y} \sum_{x} f(x, y)=\sum_{i} f(x)=\sum_{y} g(y)=N
$$

$$
\bar{x}=\frac{1}{N} \sum_{x} \sum_{y} x f(x, y)=\frac{1}{N}\left[\sum_{i}\left(x \sum_{y} f(x, y)\right\}\right]=\frac{1}{N} \sum_{x} x f(x)
$$

$$
\begin{aligned}
\bar{y} & =\frac{1}{N} \sum_{x} \sum_{y} y f(x, y)=\frac{1}{N} \cdot \sum_{y} x, g(y) \\
\sigma_{x}^{2} & =\frac{1}{N} \sum_{x} \sum_{y} x^{2} f(x, y)-{ }^{-x} x^{2}=\frac{1}{N} \sum_{x} x^{2} f(x)-\bar{x}^{2}
\end{aligned}
$$

## BIVARIATE FREQUENCY TABLE (CORRELATION TABLE)



Example' 10.14. The following table gives, according to age, the frequency of marks obtained by 100 students in an intelligence test.

|  | 18 |  | 20 | 21 | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 10-20 | 4 | 2 | 2 | - | 8 |
| 20-30 | 5 | 4 | 6 | 4 | $19^{\circ}$ |
| 30-40 | 6 | 8 | 10 | 11 | 35 |
| 40-50 | 4 | 4 | 6 | 8 | 22 |
| 50-60 | - | 2 | 4 | 4. | 10. |
| 60-70 | - | 2 | 3 | 1 | 6 |
| Total | 19 | 22 | 31 | 28 | 100 |

Calculate the correlation coefficient.

## Solution.

| CORRELATION TABLE |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 4 | -1 | 0 | 1 | 2 |  |  |  |  |
| $v$ | $y$ | Marks | 18 | 19 | 20 | 21 | Total $f(v)$ | $\left.v f^{\prime} v\right)$ | $v^{2} f(v)$ |  |
| -2 | 15 | 10-20 | (8) | $\mathrm{i}^{0}$ | ${ }^{\text {(4) }}$ |  | 8 | : -16 | 32 | 4 |
| -1 | 25 | 20-30 | $5^{(5)}$ | $4^{(0)}$ | ${ }^{-6}$ | $\mathrm{S}_{4}$ | 10 | -19 | 19 | -9 |
| 0 | 35 | 30-40 | $0^{(0)}$ | $8_{8}^{(0)}$ | $10{ }^{\text {(0) }}$ | (0) 11 | 35 | 0 | 0 | 0 |
| 1 | 45 | 40-50 | ${ }_{4}{ }^{-4}$ | (0) | 6 (6) | $8{ }^{16}$ | 22 | 22 | 22 | 18 |
| 2 | 55 | 50-60 |  | ${ }^{(0)}$ | $4^{8}$ | (16) 4 | 10 | 20 | 40 | 24 |
| 3 | 65 | 60-70 |  | (0) | (9) | (6) 1 $\qquad$ | 6 | 18 | 54 | 15 |
|  |  | Total $f(u)$ | 19 | 22 | 31 | 28 | 100 | 25 | 167 | 52 |
|  |  | $u f(u)$ | -19 | 0 | 31 | 56 | 68 |  |  |  |
|  |  | $u^{2} f(\underline{u})$ | 19 | 0 | 31 | 112 | 162 |  |  |  |
|  |  | $u \sum_{v} v f(u, v)$ | 9 | 0 | 13 | 30 | 52 |  |  |  |

Let

$$
\begin{aligned}
U=X-19 \cdot V & =\{(Y-35) / 10\} \\
\dot{u}=\frac{1}{N} \sum_{u} u f(u) & =\frac{68}{100}=0.68, \bar{v}=\frac{1}{N} \sum_{v} v g(v)=\frac{25}{100}=0.25
\end{aligned}
$$

$$
\operatorname{Cov}(u, v)=\frac{1}{N} \sum_{u} \sum_{v} u v f(u, v)-\bar{u} \bar{v}=\frac{1}{100} \times 52-0.68 \times 0.25=0.35
$$

$$
\sigma_{U}{ }^{2}=\frac{1}{N} \sum_{u} u^{2} f(u)-\bar{u}^{2}=\frac{162}{100}-(0.68)^{2}=1.1576
$$

$$
\sigma_{v}{ }^{2}=\frac{1}{N} \sum_{v} v^{2} g(v)-\bar{v}^{2}=\frac{167}{100}-(0.25)^{2}=1.6075
$$

$\therefore \quad r(U, V)=\frac{\operatorname{Cov}(U, V)}{\sigma_{U} \sigma_{v}}=\frac{0.35}{\sqrt{1.1 .576 \times 1.6075}}=0.25$.

Since correlation coefficient is independent of change of origin and scale,

$$
r(X, Y)=r(U, V)=0.25
$$

Remark. Figures in circles in the table on page 10.34 are the product terms uvf( $u, v)$ :

Example 10.15. The joint probability distribution of $X$ and $Y$ is given below :


Find the correlation coefficient between $X$ and $Y$.
Solution.
COMPUTATION OF MARGINAL PROBABILITIES

| $X$ | -1 | +1 | $g(y)$ |
| :---: | :---: | :---: | :---: |
| 0 | $\frac{1}{8}$ | $\frac{3}{8}$ | $\frac{4}{8}$ |
| 1 | $\frac{2}{8}$ | $\frac{2}{8}$ | $\frac{5}{8}$ |
| $p(x)$ | $\frac{3}{8}$ | $\frac{5}{8}$ | 1 |

We häve:

$$
\begin{aligned}
E(X) & =\sum x p(x)=(-1) \times \frac{3}{8}+1 \times \frac{5}{8}=\frac{1}{4} \\
E\left(X^{2}\right) & =\sum x^{2} p(x)=(-1)^{2} \times \frac{3}{8}+1^{2} \times \frac{5}{8}=1 \\
\therefore \quad \operatorname{Var}(X) & =E\left(X^{2}\right)-[E(X)]^{2}=1-\frac{1}{16}=\frac{15}{16} \\
E \quad E(Y) & =\sum y g(y)=0 \times \frac{4}{8}+1 \times \frac{4}{8}=\frac{1}{2} \\
\therefore \quad E\left(Y^{2}\right) & =\sum y^{2} g(y)=0^{2} \times \frac{4}{8}+1^{2} \times \frac{4}{8}=\frac{1}{2} \\
\operatorname{Var}(Y) & =E(Y)-[E(Y)]^{2}=\frac{1}{2}-\frac{1}{4}=\frac{1}{4} \\
E(X Y) & =0 \times(-1) \times \frac{1}{8}+0 \times 1 \times \frac{3}{8}+1 \times(-1) \times \frac{2}{8}+1 \times 1 \times \frac{2}{3} \\
& =-\frac{2}{8}+\frac{2}{8}=0
\end{aligned}
$$

$$
\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=0-\frac{1}{4} \times \frac{1}{2}=-\frac{1}{8}
$$

$$
\begin{aligned}
\therefore \quad r(X, Y)= & \frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{\bar{Y}}}=\frac{-\frac{1}{8}}{\sqrt{\frac{15}{16} \times \frac{1}{4}}}=\frac{-1}{\sqrt{15}}=\frac{-1}{3.873} \\
= & -0.2582 \\
& \text { EXERCISE } 10(b)
\end{aligned}
$$

1. Write a brief note on the correlation table :

The following are the marks obtained by 24 students in a class test of Statistics and Mathematics:

| Role No. of Students |  | 2 | 3 | 4 |  |  | 7 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ark |  | 0 | 1 | 3 | 16 | 2 | 18 | 5 | 4 | 17 |  |  |
| arks in Mathematic |  | 1 | 2 | 7 | 8 | 9 | 12 |  | 17 | 16 |  |  |
| Roil No. of Students |  | 4 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |  |  |  |
| in Stat |  | 4 | 8 | 13 | 10 | 13 | 11 | 11 | 12 |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

Prepare a correlation table taking the magnitude of each class interval as four marks and the first class interval as "equal to 0 and less than 4". Calculate Karl Pearson's coefficient of correlation between the marks in Statistics and marks in Mathematics from the correlation table.

Ans. 0.5544.
2. An employment bureau asked applicants their weekly wages on jobs last held. The actual wages were obtained for 54 of them; and are recorded in the table below; $x$ represents reported wage, $y$ actual wage, and the entry in the table represents frequency. Find the correlation coefficient and comment on the significance of the computed value. [Four figure log table may be used].

| $y$ <br> $\downarrow_{x}$ | 15 | 20 | 25 | 30 | 35 | 40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 |  |  |  |  |  | 2 |
| 35 |  |  | 4 | 3 | 5 |  |
| 30 |  |  | 20 |  |  |  |
| 25 |  | 3 | 1 |  |  |  |
| 20 |  | 3 |  |  |  |  |
| 15 | 1 |  |  |  |  |  |

[Calcutta Univ. B.Sc. (Maths. Hons.), 1986]
3. Calculate the correlation coefficient from the following table :-

|  | 0-10 | 10-20 | 20-30 | 30-40 |
| :---: | :---: | :---: | :---: | :---: |
| 0-5 | 1 | 3 | 2 | 0 |
| 5-10 | 7 | 10 | 8 | 1 |
| 10-15 | 1.0 | 13 | 10 | 8 |
| 15-20 | 5 | 8 | 10 | 7 |
| 20-25 | 0 | 1 | 5 | 4 |

4. (a) Find the correlation coefficient between age and salary of 50 workers in a factory:

| Age <br> (in years) | Daily pay in rupees |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\downarrow$ | $160 — 169$ | $170 — 179$ | $180 — 189$ | $190 — 199$ | $200 — 209$ |
|  |  |  |  |  |  |
| $20 — 30$ | 5 | 3 | 1 | $\ldots$ | $\ldots$ |
| $30 — 40$ | 2 | 6 | 2 | 1 | $\ldots$ |
| $40 — 50$ | 1 | 2 | 4 | 2 | 2 |
| $50 — 60$ | $\ldots$ | 1 | 3 | 6 | 2 |
| $60 — 70$ | $\ldots$ | $\ldots$ | 1 | 1 | 5 |
|  |  |  |  |  | $n$ |

(b) Fnd the coefficient of correlation between the ages of 100 mothers and daughters:

| Age of mothers |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| in years $(X)$ | $-5-10$ | $10-15$ | $15-20$ | $20-25$ | $25-30$ | Age of daughters in years (Y) |
| $15-25$ | 6 | 3 |  |  | 9 |  |
| $25-35$ | 3 | 16 | 10 |  |  | 29 |
| $35-45$ |  | 10 | 15 | 7 |  | 32 |
| $45-55$ |  |  | 7 | 10 | 4 | 21 |
| $55-65$ |  |  |  | 4 | 5 | 9 |
| Total | 9 | 29 | 32 | 21 | 9 | 100 |

[Madras Univ. B.Sc. (Main Maths.), 1991]
5. Given the following frequency distribution of $(X, Y)$ :

| $Y \underset{\perp}{X} \rightarrow$ | 5 | 1,0 | Total |
| :---: | :---: | :---: | :---: |
| 10 | 30 | 20 | 50 |
| 20 | 20, | 30 | 50 |
| Total | 50 | 50 | 100 |

find: the frequency distribution of $(U, V)$, where

$$
U=\frac{X-7.5}{2.5}, V=\frac{Y-15}{-5} .
$$

What shall be the relationship between the correlation cocfficients between $X, Y$, and $U, V$ ?
6. (a) Find the coefficient of correlation between $X$ and $Y$ for the following table:

| $Y$ <br> $X$ | $y_{1}$ | $y_{2}$ | Total |
| :---: | :---: | :---: | :---: |
| $x_{1}$ | $p_{11}$ | $p_{12}$ | $P$ |
| $x_{2}$ | $p_{21}$ | $p_{22}$ | $Q$ |
| Total | $P^{\prime}$ | $Q^{\prime}$ | 1 |

(b) Consider the following probability distribution :

|  | $Y$ <br> $X$ | $\downarrow$ | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 2 |  |  |
|  | 0 | 0.1 | 0.2 | 0.1 |
|  | 1 | 0.2 | 0.3 | 0.1 |

Calculate $E(X)$, $\operatorname{Var}(X)$,
$\operatorname{Cov}(X, Y)$ and $r(X, Y)$.
(c) Let ( $X, Y$ ) have the p.m.f.

$$
p(0,1)=p(1,0)=\frac{1}{3} ; p(0,-1)=p(-1,0)=\frac{1}{6} .
$$

Find $r(X, Y)$. Are $X$ and $Y$ independent? For what values of $k, X+k Y$ and $k X+Y$ are uncorrelated ?
10.5. Probable Error of Correlation Coefficient. If $r$ is the correlation coefficient in. a sample of $\boldsymbol{n}$ pairs of observations, then its standard error is given by

$$
S . E(r)=\frac{1-r^{2}}{\sqrt{n}}
$$

Probable error of correlation coefficient is given by

$$
\text { P.E. }(r)=0.6745 \times \text { S.E. }=0.6745 \frac{\left(1-r^{2}\right)}{\sqrt{n}}
$$

Probable error is an old measure for testing the reliability of an observed cerselation coefficient. The reason for taking the factor 0.6745 is that in a romal distribution, the range $\mu \pm 0.6745 \sigma$ covers $50 \%$ of the total area. According to Secrist, "The probable error of the correlation co-efficient is an amount which if added to and substracted from the mean correlation coefficient, produces amounts within which the chances are even that a coefficient of correlation from a series selected at random will fall."

If $r$ < P.E. $(r)$, corrclation is not at all significant. If $r>6$ P.E. $(r)$, it is detinitely significant. A rigorous method ( $t$-test) of testing the significance of an whsirved correlation coefficient will be discussed later in "tests of significance" in sampling [c.f. § 14-4.11].

Probable error also enables us to find the limits within which the population correlation coefficient can be expected to vary. The limits are $r \pm$ P.E. $(r)$.
10.6. Rank Correlation. Let us suppose that a group of $\boldsymbol{n}$ individuals is arranged in order of merit or proficiency in possession of two characteristics $A$ and $B$. These ranks in the two characteristics will, in general, be different. For example, if we consider the relation between intelligence and beauty, it is not necessary that a beautiful individual is intelligent also. Let $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots$, $n$ be the ranks of the $i$ ith individual in two characteristics $A$ and $B$ respectively. Pearsonian coefficient of correlation between the ranks $x_{i}$ ' $s$ and $y_{i}$ ' $s$ is called the rank correlation coefficient between $A$ and $B$ for that group of individuals.

Assuming that no two individuals are bracketed equal in either classification, each of the variables $X$ and $Y$ takes the values $1,2, \ldots, n$.

Hence

$$
\bar{x}=\bar{y}=\frac{1}{n}(1+2+3+\ldots+n)=\frac{n+1}{2}
$$

$$
\begin{aligned}
& \sigma_{X}{ }^{2}=\frac{1}{n} \sum_{i=1}^{n} x_{i}{ }^{2}-\bar{x}^{2}=\frac{1}{n}\left(1^{2}+2^{2}+\ldots+n^{2}\right)-\left(\frac{n+1}{2}\right)^{2} \\
& =\frac{n(n+1)(2 n+1)}{6 n}-\left(\frac{n+1}{2}\right)^{2}=\frac{n^{2}-1}{12} \\
& \therefore
\end{aligned}
$$

In general $x_{i} \neq y_{i}$. Let $d_{i}=x_{i}-y_{i}$

$$
\therefore \quad d_{i}=\left(x_{i}-\bar{x}\right)-\left(y_{i}-\bar{y}\right) \quad(\because \bar{x}=\bar{y})
$$

Squaring and summing over $i$ from 1 to $n$, we get

$$
\begin{aligned}
\sum d_{i}^{2} & =\sum\left\{\left(x_{i}-\bar{x}\right)-\left(y_{i}-\bar{y}\right)\right\}^{2} \\
& =\sum\left(x_{i}-\bar{x}\right)^{2}+\sum\left(y_{i}-\bar{y}\right)^{2}-2 \sum\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)
\end{aligned}
$$

Dividing both sides by $n$, we get

$$
\frac{1}{n} \Sigma d_{i}^{2}=\sigma_{X}^{2}+\sigma_{Y}^{2}-2 \operatorname{Cov}(X, Y)=\sigma_{X}^{2}+\sigma_{Y}^{2}-2 \rho \sigma_{X} \sigma_{Y}{ }^{\xi}
$$

where $\rho$ is the rank correlation coefficient between $A$ and $B$.

$$
\begin{array}{ll}
\therefore & \frac{1}{n} \sum d_{i}^{2}=2 \sigma_{X}^{2}-2 \rho \sigma_{X}^{2} \Rightarrow 1-\rho=\frac{\sum d_{i}^{2}}{2 n \sigma_{X}^{2}} \\
\Rightarrow & \rho=1-\frac{\sum_{i=1}^{n} d_{i}^{2}}{2 n \sigma_{X}^{2}}=1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)} \tag{10.7}
\end{array}
$$

which is the Spearman's formula for the rank correlation coefficient.
Remark. We always have

$$
\sum d_{i}=\sum\left(x_{i}-y_{i}\right)=\sum x_{i}-\Sigma y_{i}=n(\bar{x}-\bar{y})=0 \quad(\because \bar{x}=\bar{y})
$$

This serves as a check on the calctilations.
$10 \cdot 6 \cdot 1$. Tied Ranks. If some of the individuals receive the same rank in a ranking of merit, they are said to be ticd. Let us suppose that $m$ of the individuals, say, $(k+1)^{t h},(k+2)^{t h}, \ldots .,(k+m)^{t h}$ are tied. Then each of these $m$ individuals is assigned a common rank, which is the arithmetic mean of the ranks $k+1, k+2, \ldots ., k+m$.

Derivation of $\rho(X, Y)$. We have :
where

$$
\begin{equation*}
\rho(X, Y)=\frac{\Sigma(X-\bar{X})(Y-\bar{Y})}{\left[\Sigma(X-\bar{X})^{2} \cdot \Sigma(Y-\bar{Y})^{2}\right]^{1 / 2}}=\frac{\Sigma x y}{\sqrt{\Sigma x^{2} \cdot \Sigma y^{2}}} \tag{*}
\end{equation*}
$$

If $X$ and $Y$ each takes the values $1,2, \ldots, n$, then we have

$$
\bar{X}=(n+1) / 2=\bar{Y}
$$

and

$$
\begin{equation*}
n \sigma_{X}^{2}=\Sigma x^{2}=\frac{n\left(n^{2}-1\right)}{12}=\text { and } n \sigma_{y}^{2}=\Sigma y^{2}=\frac{n\left(n^{2}-1\right)}{12} \tag{**}
\end{equation*}
$$

Also $\quad \Sigma d^{2}=\Sigma(X-Y)^{2}=\Sigma\left[(X-\bar{X})-(Y-\bar{Y}]^{2}=\Sigma(x-y)^{2}\right.$
$\Rightarrow \quad \Sigma d^{2}=\Sigma x^{2}+\Sigma y^{2}-2 \Sigma x y$
$\Rightarrow \quad \Sigma x y=\frac{1}{2}\left[\Sigma x^{2}+\Sigma y^{2}-\Sigma d^{2}\right]$
We shall now investigate the effect of common ranking, (in case of ties), on the sum of squares of the ranks. Let $S^{2}$ and $S_{1}{ }^{2}$ denote the sum of the squares of untied and tied ranks respectively.

Then we have :

$$
\begin{aligned}
S^{2} & =(k+1)^{2}+(k+2)^{2}+\ldots+(k+m)^{2} \\
& =m k^{2}+\left(1^{2}+2^{2}+\ldots+m^{2}\right)+2 k \cdot(1+2+\ldots+m) \\
& =m k^{2}+\frac{m(m+1)(2 m+1)}{6}+m k(m+1) \\
S_{l^{2}} & =m(\text { Average rank })^{2} \\
& =m\left[\frac{(k+1)+(k+2)+\ldots+(k+m)}{m}\right]^{2} \\
& =m\left(k+\frac{m+1}{2}\right)^{2}=m k^{2}+\frac{m(m+1)^{2}}{4}+m k(m+1) \\
\therefore \quad S^{2}-S_{1}^{2} & =\frac{m(m+1)}{12}[2(2 m+1)-3(m+1)]=\frac{m\left(m^{2}-1\right)}{12}
\end{aligned}
$$

Thus the effect of tying $m$ individuals (ranks) is to reduce the sum of the squares by $m\left(m^{2}-1\right) / 12$, though the mean value of the ranks remains the same, viz., $(n+1) / 2$.

Suppose that there are $s$ such sets of ranks to be tied in the $X$-series so that the total sum of squares due to them is

$$
\frac{1}{12} \sum_{i=1}^{s} m_{i}\left(m_{i}^{2}-1\right)=\frac{1}{12} \sum_{i=1}^{s}\left(m_{i}^{3}-m_{i}\right)=T_{X}, \text { (say) }
$$

Similarly suppose that there are $t$ such sets of ranks to be tied with respect to the other series $Y$ so that sum of squares due to them is:

$$
\frac{1}{12} \sum_{j=1}^{t} m_{j}^{\prime} \cdot\left(m_{j}^{\prime 2}-1\right)=\frac{1}{12} \sum_{j=1}^{t}\left(m_{j}^{\prime 3}-m_{j}^{\prime}\right)=T_{Y}, \text { (say) }
$$

Thus, in the case of ties, the new sums of squares are given by :

$$
\begin{aligned}
& n \operatorname{Var}^{\prime}(X)=\sum x^{2}-T_{X}=\frac{n\left(n^{2}-1\right)}{12}-T_{X} \\
& n \operatorname{Var}^{\prime}(Y)=\sum y^{2}-T_{Y}=\frac{n\left(n^{2}-1\right)}{12}-T_{Y}
\end{aligned}
$$

and $n \operatorname{Cov}^{\prime}(X, Y)=\frac{1}{2}\left[\Sigma x^{2}-T_{X}+\Sigma y^{2}-T_{Y}-\Sigma d^{2}\right]$
[From (***)]

$$
\begin{align*}
&=\frac{1}{2}\left[\frac{n\left(n^{2}-1\right)}{12}-T_{X}+\frac{n\left(n^{2}-1\right)}{12}-T_{Y}-\Sigma d^{2}\right] \\
&=\frac{n\left(n^{2}-1\right)}{12}-\frac{1}{2}\left[\left(T_{X}+T_{Y}\right)+\Sigma d^{2}\right] \\
& \rho(X, Y)=\frac{\frac{n\left(n^{2}-1\right)}{12}-\frac{1}{2}\left[T_{X}+T_{Y}+\Sigma d^{2}\right]}{\left[\frac{n\left(n^{2}-1\right)}{12}-T_{X}\right]^{1 / 2}\left[\frac{n\left(n^{2}-1\right)}{12}-T_{Y}\right]^{1 / 2}} \\
&=\frac{n\left(n^{2}-1\right)}{6}-\left[\sum d^{2}+T_{X}+T_{Y}\right] \\
& {\left[\frac{n\left(n^{2}-1\right)}{6}-2 T_{X}\right]^{1 / 2}\left[\frac{n\left(n^{2}-1\right)}{6}-2 T_{Y}\right]^{1 / 2} }
\end{align*}
$$

where $T_{X}$ and $T_{Y}$ are given by (10.7a) and (10.7b).
Remark. If we adjust only the covariance term i.e., $\sum x y$ and not the variances $\sigma_{X}{ }^{2}$ (or $\sum x^{2}$ ) and $\sigma_{Y}^{2}$ (or $\sum y^{2}$ ) for ties, then the formula (10.7c) reduces to:

$$
\begin{align*}
\rho(X, Y) & =\frac{\frac{n\left(n^{2}-1\right)}{6}-\left(\sum d^{2}+T_{X}+T_{Y}\right)}{n\left(n^{2}-1\right) / 6} \\
& =1-\frac{6\left[\sum d^{2}+T_{X}+T_{Y}\right]}{n\left(n^{2}-1\right)}
\end{align*}
$$

a formula which is commonly used in practice for numerical problems. For illustration, see Example 10.18.

Example 10.16. The ranks of same 16 students in Mathematics and Physics are as follows. Two numbers within brackets denote the ranks of the students in Mathematics and Physics.
$(1,1) \quad(2,10)$
$(3,3)$
$(4,4)$
$(5,5)$
$(6,7)$
$(7,2)(8,6)$
$(9,8)$ $(10,11)(11,15)(12,9)(13,14)(14,12)(15,16)(16,13)$.

Calculate the rank correlation coefficient for proficiencies of this group in Mathematics and Physics.

Solution.

| Ranks in <br> Maths. $(X)$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | Total |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ranks in <br> Physics $(Y)$ | 1 | 10 | 3 | 4 | 5 | 7 | 2 | 6 | 8 | 11 | 15 | 9 | 14 | 12 | 16 | 13 |  |
| $d=X-Y$ | 0 | -8 | 0 | 0 | 0 | -1 | 5 | 2 | 1 | -1 | -4 | 3 | -1 | 2 | -1 | 3 | 0 |
| $d^{R}$ | 0 | 64 | 0 | 0 | 0 | 1 | 25 | 4 | 1 | 1 | 16 | 9 | 1 | 4 | 1 | 9 | 136 |

Rank cortelation coefficient is given by

$$
\rho=1-\frac{6 \sum d^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 136}{16 \times 255}=1-\frac{1}{5}=\frac{4}{5}=0.8
$$

Example 10.17. Ten competitors in a musical test were ranked by the three judges $A, B$ and $C$ in the following order :
$\begin{array}{lllllllllll}\text { Ranks by } A: & 1 & 6 & 5 & 10 & 3 & 2 & 4 & 9 & 7 & 8\end{array}$ $\begin{array}{lllllllllll}\text { Ranks by } B: & 3 & 5 & 8 & 4 & 7 & 10 & 2 & 1 & 6 & 9\end{array}$ $\begin{array}{lllllllllll}\text { Ranks by } C: & 6 & 4 & 9 & 8 & 1 & 2 & 3 & 10 & 5 & 7\end{array}$

Using rank correlation method, discuss which pair of judges has the nearest approach to common likings in music.

Solution. Here $\boldsymbol{n}=10$

| Ranks <br> by $A$ <br> $(X)$ | Ranks <br> by $B$ <br> $(Y)$ | Ranks <br> by $C$ <br> $(Z)$ | $-d_{1}$ <br> $=X-Y$ | $d_{2}$ <br> $X$ | $d_{3}$ | $d_{1}{ }^{2}$ | $d_{2}{ }^{2}$ | $d_{3}{ }^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 6 | -2 | -5 | -3 | 4 | 25 | 9 |
| 6 | 5 | 4 | 1 | 2 | 1 | 1 | 4 | 1 |
| 5 | 8 | 9 | -3 | -4 | -1 | 9 | 16 | 1 |
| 10 | 4 | 8 | 6 | -2 | -4 | 36 | 4 | 16 |
| 3 | 7 | 1 | -4 | 2 | 6 | 16 | 4 | 36 |
| 2 | 10 | 2 | -8 | 0 | 8 | 64 | 0 | 64 |
| 4 | 2 | 3 | 2 | 1 | -1 | 4 | 1 | 1 |
| 9 | 1 | 10 | 8 | -1 | -9 | 64 | 1 | 81 |
| 7 | 6 | 5 | 1 | 2 | 1 | 1 | 4 | 1 |
| 8 | 9 | 7 | -1 | 1 | 2 | 1 | 1 | 4 |
| Total |  |  | $\sum d_{1}=0$ | $\sum d_{2}=0$ | $\sum d_{3}=0$ | $\sum d_{1}{ }^{2}=200$ | $\sum d_{2}{ }^{2}=60$ | $\sum d_{3}{ }^{2}$ |
|  |  |  |  |  |  |  |  | $=214$ |

$$
\begin{aligned}
& \rho(X, Y)=1-\frac{6 \sum d_{1}{ }^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 200}{10 \times 99}=1-\frac{40}{33}=-\frac{7}{33} \\
& \rho(X, Z)=1-\frac{6 \sum d_{2}{ }^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 60}{10 \times 99}=1-\frac{4}{11}=\frac{7}{11}
\end{aligned}
$$

$$
\rho(Y, Z)=1-\frac{5 \sum d_{3}{ }^{2}}{n\left(n^{2}-1\right)}=1-\frac{6 \times 214}{10 \times 99}=-\frac{49}{165}
$$

Since $\rho(X, Z)$ is maximum, we conclude that the pair of jydges $A$ and $C$ has the nearest approach to common likings in music.
10.6.2. Repeated Ranks (Continued). If any two or more individuals are bracketed equal in any classification with respect to characteristics $A$ and $B$, or if there is more than one item with the same value in the series, then the Spearman's formula (10.7) for calculating the rank correlation coefficient breaks down, since in this case each of the variables $X$ and $Y$ does not assume the values $1,2, \ldots, n$ and consequently, $\bar{x} \neq \bar{y}$.

In this case, common ranks are given to the repeated items. This commor, rank is the average of the ranks which these items would heve assumed if they were sightly different from each other and the next item will get the rank next to the ranks already assumed. As a result of this, following adjustment or correction is made in the rank correlation formula [c.f. (10.7c) and (10.7d)].

In the formula, we add the factor $\frac{m\left(m^{2}-1\right)}{12}$ to $\Sigma d^{2}$, where $m$ is the number of times an item is repeated. This correction factor is to be added for each repeated value in both the $X$-series and $Y$-series.

Example 10-18. Obtain the rank correlation coefficient for the following data:

| $X$ | $:$ | 68 | 64 | 75 | 50 | 64 | 80 | 75 | 40 | 55 | 64 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y$ | $:$ | 62 | 58 | 68 | 45 | 81 | 60 | 68 | 48 | 50 | 70 |

Solution.
CALCULATIONS FOR RANK CORRELATION

| $X$ | $Y$ | Rank $X$ <br> $(x)$ | Rank $Y$ <br> $(y)$ | $d=x-y$ | $d^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 68 | 62 | 4 | 5 | -1 | 1 |
| 64 | 58 | 6 | 7 | -1 | 1 |
| 75 | 68 | $2 \cdot 5$ | $3 \cdot 5$ | -1 | 1 |
| 50 | 45 | 9 | 10 | -1 | 1 |
| 64 | 81 | 6 | 1 | 5 | 25 |
| 80 | 60 | 1 | 6 | -5 | 25 |
| 75 | 68 | $2 \cdot 5$ | $3 \cdot 5$ | -1 | 1 |
| 40 | 48 | 10 | 9 | 1 | 1 |
| 55 | 50 | 8 | 8 | 0 | 0 |
| 64 | 70 | 6 | 2 | 4 | 16 |
|  |  |  |  | $\sum d=0$ | $\sum d^{2}=72$ |.

In the $X$-series we see that the value 75 occurs 2 times. The common rank given to these values is 2.5 which is the average of 2 and 3 , the ranks which these values would have taken if they were different. The next value 68 , then gets the next rank which is 4 . Again we see that value 64 occurs thrice. The common rank given to it is 6 which is the average of 5,6 and 7 . Similarly in
the $Y$-series, the value 68 occurs twice and its common rank is 3.5 which is the $a \cdot$ rage of 3 and 4 . As a result of these common rankings, the formula for ' $\rho$ ' has to be corrected. To $\Sigma d^{2}$ we add $\frac{m\left(m^{2}-1\right)}{12}$ for each value repeated, where $m$ is the number of times a value occurs. In the $X$-series the correction is to be applied twice, once for the value 75 which occurs twice ( $m=2$ ) and then for the value 64 which occurs thrice $(m=3)$. The total correction for the $X$-series is

$$
\frac{2(4-1)}{12}+\frac{3(9-1)}{12}=\frac{5}{2}
$$

Similarly, this correction for the $Y$-series is $\frac{2(4-1)}{12}=\frac{1}{2}$, as the value 68 occurs twice.

Thus

$$
\rho=1-\frac{6\left[\Sigma d^{2}+\frac{5}{2}+\frac{1}{2}\right]}{n\left(n^{2}-1\right)}=1-\frac{6(72+3)}{10 \times 99}=0.545
$$

10.6.3. Limits for the Rank Correlation Coefficient. Spearman's rank correlation coefficient is given by

$$
\rho=1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}
$$

' $\rho$ ' is maximum, if $\sum_{i=1}^{n} d_{i}^{2}$ is minimum, i.e., if each of the deviations $d_{i}$ is minimum. But the minimum value of $d_{i}$ is zero in the particular case $x_{i}=y_{i}$, i.e., if the ranks of the $i$ th individual in the two characteristic are equal. Hence the maximum value of $\rho$ is +1 , i.e., $\rho \leq 1$.
' $\rho$ ' is minimum , if $\sum_{i=1}^{n} d_{i}^{2}$ is maximum, i.e., if each of the deviations $d_{i}$ is maximum which is so if the ranks of the $n$ individuals in the two characteristics are in the opposite directions as given below :

| $x$ | 1 | 2 | 3 | $\cdots$ | $\cdots$ | $n-1$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y$ | $n$ | $n-1$ | $n-2$ | $\cdots$ | $\cdots$ | 2 | 1 |

Case 1. Suppose $n$ is odd and equal to $(2 m+1)$ then the values of $d$ are :

$$
\begin{aligned}
& d: 2 m, 2 m-2,2 m-4, \ldots, 2,0,-2,-4, \ldots-(2 m-2),-2 m . \\
& \therefore \sum_{i=1}^{n} d_{i}^{2}=2\left\{(2 m)^{2}+(2 m-2)^{2}+\ldots+4^{2}+2^{2}\right\} \\
&=8\left\{m^{2}+(m-1)^{2}+\ldots+1^{2}\right\}=\frac{8 m(\dot{m}+1)(2 m+1)}{6} .
\end{aligned}
$$

$$
\text { Hence } \begin{aligned}
\rho & =1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}=1-\frac{8 m(m+1)(2 m+1)}{(2 m+1)\left\{(2 m+1)^{2}-1\right\}} \\
& =\frac{8 m(m+1)}{(4 m 2+4 m)}=1-\frac{8 m(m+1)}{4 m(m+1)}=-1
\end{aligned}
$$

Case II. Let $n$ be even and equal to $2 m$, (say).
Then the values of $d$ are

$$
\begin{aligned}
& (2 m-1),(2 m-3), \ldots, 1,-1,-3, \ldots,-(2 m-3),-(2 m-1) \\
& \therefore \quad \sum d_{i}^{2}=2\left\{(2 m-1)^{2}+(2 m-3)^{2}+\ldots+1^{2}\right\} \\
& =2\left[\left\{(2 m)^{2}+(2 m-1)^{2}+(2 m-2)^{2}+\ldots+2^{2}+1^{2}\right\}\right. \\
& \left.-\left\{(2 m)^{2}+(2 m-2)^{2}+\ldots+4^{2}+2^{2}\right\}\right] \\
& =2\left[1^{2}+2^{2}+\ldots+(2 m)^{2}-\left\{2^{2} m^{2}+2^{2}(m-1)^{2}+\ldots+2^{2}\right\}\right] \\
& =2\left[\frac{2 m(2 m+1)(4 m+1)}{6}-4 \frac{m^{\prime}(m+1)(2 m+1)}{6}\right] \\
& =\frac{2 m}{3}[(2 m+1)(4 m+1)-2(m+1)(2 m+1)] \\
& =\frac{2 m}{3}[(2 m+1)(4 m+1-2 m-2)] \\
& =\frac{2 m}{3}(2 m+1)(2 m-1)=\frac{2 m\left(4 m^{2}-1\right)}{3} \\
& \therefore \quad \rho=1-\frac{6 \sum d_{i}{ }^{2}}{n\left(n^{2}-1\right)}=1-\frac{4 m\left(4 m^{2}-1\right)}{2 m\left(4 m^{2}-1\right)}=-1
\end{aligned}
$$

Thus the limits for rank correlation coefficient are given by $-1 \leq \rho \leq 1$.
Aliter. For an alternate and simpler proof for obtaining the minimum value of $\rho$, from (*) onward, proceed as in Hint to Question Number 9 of Exercise $10(c)$.

## Remarks on Spearman's Rank Correlation Coefficient.

1. $\Sigma d=\Sigma x-\Sigma y=n(\bar{x}-\bar{y})=0$, which provides a check for numerical calculations.
2. Since Spearman's rank correlation coefficient $\rho$ is nothing butPearsonian correlation coefficient between the ranks, it can be interpreted in the same way as the Karl Pearson's correlation coefficient.
3. Karl Pearson's correlation coefficient assume that the parent population from which sample observations are drawn is normal. If this assumption is violated then we need a measure which is distribution free (or non-parametric). A distribution-free measure is one which does not make any assumptions about the parameters of the population. Spearman's $\rho$ is such a measure (i.e., distribution-free), since no strict assumptions are made about the form of the population from which sample observations are drawn.
4. Spearman' formula is easy to understand and apply as compared with Karl Pearson's formula. The value obtained by the two formulae, viz., Pearsonian $r$ and Spearman's $\rho$, are generally different. The difference arises due to the fact that when ranking is used instead of full set of observations, there is
always some loss of information. Unless many ties exist, the coefficient of rank correlation should be only slightly lower than the Pearsonian coefficient.
5. Spearman's formula is the only formula to be used for finding correlation coefficient if we are dealing with qualitative characteristics which cannot be measured quantitatively but can be arranged serially. It can also be used where actual data are given. In case of extreme observations, Spearman's formula is preferred to Pearson's formula.
6. Spearman's formula has its limitations also. It is not practicable in the case of bivariate frequency distribution (Correlation Table). For $n>30$, this formula should not be used unless the ranks are-given, since in the contrary case the calculations are quite time-consuming.

## EXERCISE 10(c)

1. Prove that Spearman's rank correlation coefficient is given by
$1-\frac{6 \sum d_{i}{ }^{2}}{n^{3}-n}$, where $d_{i}$ denotes the difference between the ranks of $i$ th individual.
2. (a) Explain the difference between product moment correlation coefficient and rank correlation coefficient.
(b) The rankings of ten students in two subjects $A$ and $B$ are as follows:

| $A$ | $:$ | 3 | 5 | 8 | 4 | 7 | 10 | 2 | 1 | 6 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $B$ | $:$ | 6 | 4 | 9 | 8 | 1 | 2 | 3 | 10 | 5 | 7 |

Find the correlation coefficient.
3. (a) Calculate the coefficient of correlation for ranks from the following data:

$$
\begin{array}{ccccccc}
(X, Y): & (5 ; 8), 8) \\
& (6,17), & (10,3), & (6,2), & (3,9), & (19,12), & (5,3), \\
& (12,18), & (8,22), & (2,12), & (10,17), & (19,20) .
\end{array}
$$

[Calicut Univ. B.Sc. (Subs. Stat.), Oct. 1991]
(b) Ten recruits were subjected to a selection test to ascertain their suitability for a certain course of training. At the end of training they were given a proficiency test.

The marks secured by recruits in the selection test $(\boldsymbol{X})$ and in the proficiency test $(Y)$ are given below :-

| Serial No. | $:$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | 5 | $\mathbf{6}$ | $\mathbf{7}$ | 8 | 9 | 10 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\boldsymbol{X}$ | $\vdots$ | 10 | 15 | 12 | 17 | 13 | 16 | 24 | 14 | 22 | 20 |
| $\boldsymbol{Y}$ | $\mathbf{3 0}$ | 42 | 45 | 46 | 33 | 34 | 40 | 35 | 39 | 38 |  |

Calculate product moment correlation coefficient and rank correlation coefficient. Why are two coefficients different?
4. (a) The I.Q.'s. of a group of 6 persons were measured, and they then sat for a certain examination. Their I.Q.'s and.examination marks were as follows :

| Person : | $A$ | $B$ | $C$ | $D$ | $E$ | $F$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| I.Q.: | 110 | 100 | 140 | 120 | 80 | 90 |
| Exam. marks : | 70 | 60 | 80 | 60 | 10 | 20 |

Compute the coefficients of correlation and rank correlation. Why are the correlation figures obtained different?

Ans. 0.882 and 0.9.

The difference arises due to the fact that when ranking is used instead of the full set of observations, there is always some loss of information.
(b) The value of ordinary correlation ( $r$ ) for the following data is 0.636 :-

| $X:$ | .05 | .14 | .24 | .30 | .47 | .52 | .57 | .61 | .67 | .72 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y:$ | 1.08 | 1.15 | 1.27 | 1.33 | 1.41 | 1.46 | 1.54 | 2.72 | 4.01 | 9.63 |

(i) Calculate Spearman's rank-correlation ( $\rho$ ) for this data.
(ii) What advantage of $\rho$ was brought out in this example?
4. Ten competitors in a beauty contest aré ranked by three judges as follows :

## Competitors

| Judges | $:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| A | $:$ | 6 | 5 | 3 | 10 | 2 | 4 | 9 | 7 | 8 | 1 |
| $B$ | $:$ | 5 | 8 | 1 | 7 | 10 | 2 | 1 | 6 | 9 | 3 |
| $C$ | $:$ | 4 | 9 | 8 | 1 | 2 | 3 | 10 | 5 | 7 | 6 |

Discuss which pair of judges has the nearest approach to common tastes of beauty.
5. A sample of 12 fathers and their eldest sons gave the following data about their height in inches :

| Father : | 65 | 63 | 67 | 64 | 68 | 62 | 70 | 66 | 68 | 67 | 69 | 71 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Son : | 68 | 66 | 68 | 65 | 69 | 66 | 68 | 65 | $7 i$ | 67 | 68 | 70 |

Calculate coefficient of rank correlation. (Ans. 0.7220)
6. The coefficient of rank correlation between marks in Statistics and marks in Mathematics obtained by a certain group of students is 0.8 . If the sum of the squares of the difference in ranks is given to be 33, find the number of student in the group (Ans. 10).
[Madras Univ. B.Sc., 1990]
7. The coefficient of rank correlation of the marks obtained by 10 students in Maths and Statistics was found to be $0 \cdot 5$. It was later discovered that the difference in ranks in two subjects obtained by one of the students was wrongly taken as 3 instead of 7 . Find the correct coefficient of rank correlation.

$$
\begin{array}{ll}
\text { Hint. } & 0.5=1-\frac{6 \sum d^{2}}{10 \times 99} \\
\Rightarrow & \Sigma d^{2}=\frac{990}{6 \times 2}=82.5
\end{array}
$$

Since one difference was wrongly taken as 3 instead of 7, the correct value of $\sum d^{2}$ is given by

$$
\text { Corrected } \sum d^{2}=82.5-(3)^{2}+(7)^{2}=122.5
$$

$$
\therefore \quad \text { Corrected } \quad \rho=1-\frac{6 \times 122.5}{10 \times 99}=0.2576
$$

8. If $d_{i}$ be the differencè in the ranks of the ith individual in two different characteristics, then show that the maximum value of $\sum_{i=1}^{n} d_{i}{ }^{2}$ is $\frac{1}{3}\left(n^{3}-n\right)$. Hence or otherwise, show that rank correlation coefficient lies between -1 and +1 :
[Delhi Univ. B.Sc. (Maths. Hons.), 1986]
9. Let $x_{1}, x_{2}, \ldots, x_{n}$ be the ranks of $n$ individuals according to a character $A$ and $y_{1}, y_{2}, \ldots, y_{n}$ be the ranks of the same individuals according to other character $B$. Obviously $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ are permutations of 1 , $2, \ldots, n$. It is given that $x_{i}+y_{i}=1+n$, for $i=1,2, \ldots, n$. Show that the value of the rank correlation coefficient $\rho$ between the characters $A$ and $B$ is -1 .

Hint. We are given

$$
x_{i}+y_{i}=n+1 \forall i=1,2, \ldots, n
$$

Also

$$
x_{i}-y_{i}=d_{i}
$$

$$
\begin{aligned}
\therefore \quad 2 x_{i} & =n+1+d_{i} \Rightarrow d_{i}=2 x_{i}-(n+1) \\
\therefore \quad \sum_{i=1}^{n} d_{i}^{2} & =\sum_{i=1}^{n}\left[4 x_{i}^{2}+(n+1)^{2}-2(n+1) 2 x_{i}\right] \\
& =4 \frac{n(n+1)(2 n+1)}{6}+n(n+1)^{2}-\frac{4(n+1) n(n+1)}{2} \\
& =\frac{n\left(n^{2}-1\right)}{3} \\
\therefore \quad & \\
\therefore & =1-\frac{6 \sum_{i=1}^{n} d_{i}^{2}}{n\left(n^{2}-1\right)}=-1
\end{aligned}
$$

Remark. From Spearmans' formula we note that $\rho$ will be minimum if $\Sigma d_{i}{ }^{2}$ is maximum, which will be so if the ranks $X$ and $Y$ are in opposite directions as given below :


This gives us

$$
x_{i}+y_{i}=n+1, i=1,2, \ldots, n
$$

Hence the value of $\rho=-1$ obtained above is minimum value of $\rho$.
10. Show that in a ranked bivariate distribution in which no ties occur and in which the variables are independent
(a) $\sum_{i} d_{i}^{2}$ is always even, and
(b) there are not more than $\frac{1}{6}\left(1^{3}-n\right)+1$ possible values of $r$.
11. Show that if $X, Y$ be identically distributed with common probability mass function : $\quad P(X=k)=\frac{1}{N}$, for $k=1,2, \ldots, N ; N>1$, then $\rho_{X, Y}$, the correlation coefficient between $X$ and $Y$, is given by

$$
1-\frac{6 E(X-Y)^{2}}{N^{2}-1}
$$

[Delhi Univ. B.Sc. (Maths Hons.), 1992]
10.7. Regression. The term "regression" literally means "stepping back towards the average". It was first used by a British biometrician Sir Francis Galton (1822-1911), in connection with the inheritance of stature. Galton found that the offsprings of abnormally tall or short parents tend to "regress" or "step back" to the average population height. But the term "regression" as now used in Statistics is only a convenient term without having any reference to biometry.

Definition. Regression analysis is a mathematical measure of the average relationship between two or more variables in terms of the original units of the data.

In regression analysis there are two types of variables. The variable whose value is influenced or is to be predicted is called dependent variable and the variable which influences the values or is used for prediction, is called independent variable. In regression analysis independent variable is also known as regressor or predictor or explanatory variable while the dependent variable is also known as regressed or explained variable.
10.7.1. Lines of Regression. If the variables in a bivariate distribution are related, we will find that the points in the scatter diagram will cluster round some curve called the "curve of regression". If the curve is a straight line, it is called the line of regression and there is said to be linear regression between the variables, otherwise regression is said to be curvilinear.

The line of regression is the line which gives the best estimate to the value of one variable for any specific value of the other variable. Thus the line of regression is the line of "best fit" and is obtained by the principles of least squares.

Let us suppose that in the bivariate distribution $\left(x_{i}, y_{i}\right) ; i=1,2, \ldots, n ; Y$ is dependent variable and $X$ is independent variable. Let the line of regression of $Y$ on $X$ be $Y=a+b X$.

According to the principle of least squares, the normal equations for estimating $a$ and $b$ are $\{c . f .(9 \cdot 2 a)\}$
and

$$
\begin{equation*}
\sum_{i=1}^{n} y_{i}=n a+b \sum_{i=1}^{n} x_{i} \tag{10.8}
\end{equation*}
$$

From (10.8) on dividing bý $n$, we get

$$
\begin{equation*}
\bar{y}=a+b \bar{x} \tag{10-10}
\end{equation*}
$$

Thus the line of regression of $Y$ on $X$ passes through the point $(\bar{x}, \bar{y})$.
Now
$\mu_{11}=\operatorname{Cov}(X, Y)=\frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}-\bar{x} \bar{y} \Leftrightarrow \frac{1}{n} \sum_{i=1}^{n} x_{i} y_{i}=\mu_{11}+\bar{x} \bar{y}$
Also $\quad \sigma_{X}{ }^{2}=\frac{1}{n} \sum_{i=1}^{n} x_{i}{ }^{2}-\bar{x}^{2} \Rightarrow \frac{1}{n} \sum_{i=1}^{n} x_{i}{ }^{2}=\sigma_{X}{ }^{2}+\bar{x}^{2}$
Dividing (10.9) by $n$ and using (10.11) and (10.11a), we get

$$
\begin{equation*}
\mu_{11}+\bar{x} \bar{y}=a \bar{x}+b\left(\sigma_{x}^{2}+\bar{x}^{2}\right) \tag{10.12}
\end{equation*}
$$

Multiplying (10.10) by $\bar{x}$ and then subtracting from (10-12), we get

$$
\begin{equation*}
\mu_{11}=b \sigma_{X}^{2} \Rightarrow b=\frac{\mu_{11}}{\sigma_{X}^{2}} \tag{10-13}
\end{equation*}
$$

Since ' $b$ ' is the slope of the line of regression of $Y$ on $X$ and since the line of regression passes through the point $(\bar{x}, \bar{y})$, its equation is

$$
\begin{array}{rlrl}
Y-\bar{y}=b(X-\bar{x}) & =\frac{\mu_{11}}{\sigma_{X}^{2}}(X-\bar{x}) \\
\Rightarrow & Y-\bar{y} & =r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{x})
\end{array}
$$

Starting with the equation $X=A+B Y$ and proceeding similarly or by simply interchanging the variables $X$ and $Y$ in (10.14) and (10.14a), the equation of the line of regression of $X$ on $Y$ becomes

$$
\begin{array}{ll} 
& X-\bar{x}=\frac{\mu_{11}}{\sigma_{Y}{ }^{2}}(Y-\bar{y}) \\
\Rightarrow \quad & X-\bar{x}=r \frac{\sigma_{X}}{\sigma_{Y}}(Y-\bar{y})
\end{array}
$$

Aliter. The straight line defined by

$$
\begin{equation*}
Y=a+b X \tag{i}
\end{equation*}
$$

and satisfying the residual (least square) condition

$$
S=E\left[(Y-a-b X)^{2}\right]=\text { Minimum }
$$

for variaiuons in $a$ and $b$, is called the line of regression of $Y$ on $X$.
The necessary and sufficient conditions for a minima of $S$, subject to variations in $a$ and $b$ are :
(i) $\frac{\partial S}{\partial a}=0, \frac{\partial S}{\partial b}=0$ and
(ii) $\Delta=\left|\begin{array}{cc}\frac{\partial^{2} S}{\partial a^{2}} & \frac{\partial^{2} S}{\partial a \partial b} \\ \frac{\partial^{2} S}{\partial b \partial a} & \frac{\partial^{2} S}{\partial b^{2}}\end{array}\right|>0$ and $\frac{\partial^{2} S}{\partial a^{2}}>0$

Using (*), we get

$$
\begin{align*}
\frac{\partial S}{\partial a} & =-2 E[Y-a-b X]=0 \\
\frac{\partial S}{\partial b} & =-2 E[X(Y-a-b X)]=0  \tag{iv}\\
\Rightarrow \quad E(Y) & =a+b E(X) \ldots(v) \text { and } E(X Y)=a E(X)+b E\left(X^{2}\right)
\end{align*}
$$

Equation ( $v$ ) implies that the line ( $i$ ) of regression of $Y$ on $X$ passes through the mean value $[E(X), E(Y)]$.

Multiplying (v) by $E(X)$ and substracting from (vi), we get

$$
\begin{align*}
& E(X Y)-E(X) E(Y)=b\left[E\left(X^{2}\right)-\{E(X)\}^{2}\right] \\
\Rightarrow & \operatorname{Cov}(X, Y)=b \sigma_{X}^{2} \Rightarrow b=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X}^{2}}=\frac{r \sigma_{Y}}{\sigma_{X}} \tag{vii}
\end{align*}
$$

Subtracting (v) from (i) and using (vii), we obtain the equation of line of regression of $Y$ on $X$ as :

$$
Y-E(Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X}^{2}}[X-E(X)] \Rightarrow Y-E(Y)=\frac{r \sigma_{Y}}{\sigma_{X}}[X-E(X)]
$$

Similarly, the straight line defined by $X=A+B Y$ and satisfying the residual condition

$$
E[X-A-B Y]^{2}=\text { Minimum }
$$

is called the line of regression of $X$ on $Y$.
Remarks 1. We note that

$$
\begin{aligned}
& \frac{\partial^{2} S}{\partial a^{2}}=2>0, \text { and } \\
& \frac{\partial^{2} S}{\partial b^{2}}=2 E\left(X^{2}\right) \text { and } \frac{\partial^{2} S}{\partial a \partial b}=2 E(X)
\end{aligned}
$$

Substituting in (**), we have

$$
\begin{aligned}
\Delta & =\frac{\partial^{2} S}{\partial a^{2}} \cdot \frac{\partial^{2} S}{\partial b^{2}}-\left(\frac{\partial^{2} S}{\partial a \partial b}\right)^{2} \\
& =4\left[E\left(X^{2}\right)-(E(X))^{2}\right]=4 . \sigma_{X}^{2}>0
\end{aligned}
$$

Hence the solution of the least square equations (iii) and (iv), in fact, provides a minima of $S$.
2. The regression equation ( $10 \cdot 14 a$ ) implies that the line of regression of $Y$ on $X$ passes through the point ( $\bar{x}, \bar{y}$ ). Similarly ( $10 \cdot 15 a$ ) implies that the line of regression of $X$ on $Y$ also passes through the point ( $\bar{x}, \bar{y}$ ). Hence both the lines of regression pass through the point $(\bar{x}, \bar{y})$. In other words, the mean
values ( $\bar{x}, \bar{y}$ ) can be obtained as the point of intersection of the two regression lines.
3. Why two lines of Regression ? There are always two lines of regression, one of $Y$ on $X$ and the other of $X$ on $Y$. The line of regression of $Y$ on $X$ ( $10.14 a$ ) is used to estimate or predict the value of $Y$ for any given value of $X$. i.e., when $Y$ is a dependent variable and $X$ is an independent variable. The estimate so obtained will be best in the sense that it will have the minimum possible error as defined by the principle of least squares. We can also obtain an estimate of $X$ for any given value of $Y$ by using equation $(10.14 a)$ but the estimate so obtained will not be best since ( $10 \cdot 14 a$ ) is obtained on minimising the sum of the squares of errors of estimates in $Y$ and not in $X$. Hence to estimate or predict $X$ for any given value of $Y$, we use the regression equation of $X$ on $Y(10.15 a)$ which is derived on minimising the sum of the squares of errors of estimates in $X$. Here $X$ is a dependent variable and $Y$ is an independent variable. The two regression equations are not reversible or interchangeable because of the simple reason that the basis and assumptions for deriving these equations are quite different. The regression equation of $Y$ on $X$ is obtained on minimising the sum of the squares of the errors parallel to the $Y$-axis while the regression equation of $X$ on $Y$ is obtained on minimising the sum of squares of the errors parallel to the $X_{-}$-axis.

In a particular case of perfect correlation, positive or negative, i.e., $r \pm 1$, the equation of line of regression of $Y$ on $X$ becomes:

$$
\begin{align*}
& Y-\bar{y}= \pm \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{x}) \\
& \Rightarrow \quad \frac{Y-\bar{y}}{\sigma_{Y}}  \tag{10-16}\\
&= \pm\left(\frac{X-\bar{x}}{\sigma_{X}}\right)
\end{align*}
$$

Similarly, the equation of the line of regression of $X$ on $Y$ becomes :

$$
\begin{aligned}
X-\bar{x} & = \pm \frac{\sigma_{X}}{\sigma_{Y}}\left(Y-\bar{y}_{1}\right) \\
\Rightarrow \quad & \frac{Y-\bar{y}}{\sigma_{Y}}
\end{aligned}= \pm\left(\frac{X-\bar{x}}{\sigma_{X}}\right), ~ \$
$$

which is same as ( 10.16 ).
Hence in case of perfect correlation, $(r= \pm 1)$, both the lines of regression coincide. Therefore, in general, we always have two lines of regression except in the particular case of perfect correlation when both the lines coincide and we get only one line.
10.7.2. Regression Curves. In modern terminology, the conditional mean $E(Y \mid X=x)$ for a continuous distribution is called the regression function of $Y$ on $X$ and the graph of this function of $x$ is known as the regression curve of $Y$ on $X$ or sometimes the regression curve for the mean of $Y$. Geometrically, the regression function represents the $y$ co-ordinate of the centre of mass of the bivariate probability mass in the infinitesimal vertical strip bounded by $x$ and $x^{\prime}+d x$.

Similarly, the regression function of $X$ on $Y$ is $E(X \mid Y=y)$ and the graph of this function of $y$ is called the regression curve (of the mean) of $X$ on $Y$.

In case a regression curve is a straight line, the corresponding regression is said to be linear. If one of the regressions is linear, it dows not however follow that the other is also linear. For illustration, See Example 10.21 .

Theorem 10.4. Let $(X, Y)$ be a two-dimensional random variable with $E(X)=\bar{X}, E(Y)=\bar{Y}, V(X)=\sigma_{X}{ }^{2}, V(Y)=\sigma_{Y}{ }^{2}$ and let $r=r(X, Y)$ be the correlation coefficient between $X$ and $Y$. If the regression of $Y$ on $X$ is linear then

$$
\begin{equation*}
E(Y \mid X)=\bar{Y}+r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X}) \tag{10-16a}
\end{equation*}
$$

Similarly, if the regression of $X$ on $Y$ is linear, then

$$
E(X \mid Y)=\bar{X}+r \frac{\sigma_{X}}{\sigma_{Y}}(Y-\bar{Y})
$$

Proof. Let the regression equation of $Y$ on $X$ be

$$
\begin{equation*}
E(Y \mid x)=a+b x \tag{1}
\end{equation*}
$$

But by definition,

$$
\begin{align*}
& E(Y \mid x)= \\
& \therefore \quad \int_{-\infty}^{\infty} y f(y \mid x) d y=\int_{-\infty}^{\infty} y \frac{f(x, y)}{f_{X}(x)} d y  \tag{2}\\
& \frac{1}{f_{X}(x)} \int_{-\infty}^{\infty} y f(x, y) d y=a+b x
\end{align*}
$$

Multiplying both sides of (2) by $f_{X}(x)$ and integrating w.r.t. $x$, we get

$$
\begin{array}{ll} 
& \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y f(x, y) d y d x=a \int_{-\infty}^{\infty} f_{X}(x) d x+b \int_{-\infty}^{\infty} x f_{X}(x) d x \\
\Rightarrow & \int_{-\infty}^{\infty} y\left[\int_{-\infty}^{\infty} f(x, y) d x\right] d y=a+b E(X) \\
\Rightarrow & \quad \int_{-\infty}^{\infty} y f_{Y}(\dot{y}) d y=a+b E(X) \\
\text { i.e., } & E(Y)=a+b E(X) \Rightarrow \quad \bar{Y}=a+b \bar{X} \tag{3}
\end{array}
$$

Multiplying both sides of (2) by $x f_{X}(x)$ and integrating w.r.t. $x$, we get

$$
\begin{align*}
& \\
\Rightarrow \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x y f(x, y) a y d x & =a \int_{-\infty}^{\infty} x f_{X}(x) d x+b \int_{-\infty}^{\infty} x^{2} f_{X}(x) d x \\
\Rightarrow \quad E(X Y) & =a E(X)+b E\left(X^{2}\right)  \tag{4}\\
\Rightarrow \quad \mu_{11}+\bar{X} \bar{Y} & =a \bar{X}+b\left(\sigma_{X}{ }^{2}+\bar{X}^{2}\right)
\end{align*}
$$

$$
\begin{aligned}
{\left[\because \mu_{11}=E(X Y)-E(X) E(Y)\right.} & =E(X Y)-\bar{X} \bar{Y} ; \\
\sigma_{X}^{2} & =E\left(X^{2}\right)-\{\mathrm{E}(X)\}^{2}=E\left(X^{2}\right)-\bar{X}^{2}
\end{aligned}
$$

Solving (3) and (4) simultaneously, we get

$$
b_{m}=\frac{\mu_{11}}{\sigma_{X}{ }^{2}} \text { and } a=\bar{Y}=\frac{\mu_{11}}{\sigma_{X}^{2}} \bar{X}
$$

Substituting in (1) and simplifying, we get the required equation of the line of regression of $Y$ on $X$ as

$$
\begin{array}{ll} 
& E(Y \mid x)=\bar{Y}+\frac{\mu_{11}}{\sigma_{X}^{2}}(x,-\bar{X}) \\
\Rightarrow \quad & E(Y \mid X)=\bar{Y}+\frac{\mu_{11}}{\sigma_{X}^{2}}(X-\bar{X}) \\
\Rightarrow \quad & E(Y \mid X)=\bar{Y}+r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X})
\end{array}
$$

Bỳ starting with the line $E(X \mid y)=A+B y$ and proceeding similarly we shall obtain the equation of the line of regression of $X$ on $Y$ as

$$
E(X \mid Y)=\bar{X}+\frac{\mu_{11}}{\sigma_{Y}^{2}}(Y-\dot{\bar{Y}})=\bar{X}+r \frac{\sigma_{X}}{\sigma_{Y}}(Y-\bar{Y})
$$

Example 10.19. Given

$$
f(x, y)=x e^{-x(v+1)} ; x \geq 0, y \geq 0 \text {, }
$$

find the regression curve of $Y$ on $X$.
[B.H. Univ. M.Sc., 1989]
Solution. Marginal p.d.f. of $X$ is given by

$$
\begin{aligned}
f_{1}(x) & =\int_{0}^{\infty} f(x, y) d y=\int_{0}^{\infty} x e^{-x(y+1)} d y \\
& =x e^{-x} \int_{0}^{\infty} e^{-x y} d y=x e^{-x}\left|\frac{e^{-x y}}{-x}\right|_{0}^{\infty} \\
& =e^{-x}, x \geq 0
\end{aligned}
$$

Conditional p.d.f. of $Y$ on $X$ is given by

$$
f(y \mid x)=\frac{f(x, y)}{f_{1}(x)}=\frac{x e^{-x(y+1)}}{e^{-x}}=x e^{-x y}, y \geq 0 .
$$

The regression curve of $Y$ on $X$ is given by
$y=E(Y \mid X=x)=\int_{0}^{\infty} y f(y \mid x) d y=\int_{0}^{\infty} y x e^{-x y} d y$

$$
=x\left[\left|\frac{y e^{-x y}}{-x}\right|_{0}^{\infty}+\int_{0}^{\infty} \frac{e^{-x y}}{x} d y\right]=0+\left|\frac{e^{-x y}}{-x}\right|_{0}^{\infty}=\frac{1}{x}
$$

i.e.,

$$
y=\frac{1}{x} \quad \Rightarrow \quad x y=1
$$

which is the equation of a rectangular hyperbola. Hence the regression of $Y$ on $X$ is not linear.

Example 10.20. Obtain the regression equation of $Y$ on $X$ for the following distribution :

$$
f(x, y)=\frac{y}{(1+x)^{4}} \exp \left(-\frac{y}{1+x}\right) ; x, y \geq 0
$$

Solution. Marginal p.d.f. of $X$ is given by

$$
\begin{aligned}
f_{1}(x) & =\int_{0}^{\infty} f(x, y) d y=\frac{1}{(1+x)^{4}} \int_{0}^{\infty} y e-y /(1+x) d y \\
& =\frac{1}{(1+x)^{4}} . \Gamma 2 .(1+x)^{2} \quad \text { (Using Gamma Integral) } \\
& =\frac{1}{(1+x)^{2}} ; x \geq 0
\end{aligned}
$$

The conditional p.d.f. of $Y$ (for given $X$ ) is

$$
f(y \mid x)=\frac{f(x, y)}{f_{1}(x)}=\frac{y}{(1+x)^{2}} \exp \left(-\frac{y}{1+x}\right) ; y \geq 0
$$

Regression equation of $Y$ on $X$ is given by

$$
\begin{aligned}
& y=E(Y \mid X)=\int_{0}^{\infty} y f(y \mid x) d y=\frac{1}{(1+x)^{2}} \int_{0}^{\infty} y^{2} e^{-y /(1+x)} d x \\
& =\frac{1}{(1+x)^{2}} \cdot \Gamma 3 \cdot(1+x)^{3} \quad \text { [Using Gandma Integral] } \\
& \Rightarrow \quad y=2(1+x) \quad[\because \Gamma 3=2!=2]
\end{aligned}
$$

Hence the regression of $Y$ on $X$ is linear.
Example 10.21. Let $(X, Y)$ have the joint p.d.f. given by

$$
f(x, \dot{y})=\left\{\begin{array}{l}
1, \text { if } \mid y /<x, 0<x<1 \\
0, \text { otherwise }
\end{array}\right.
$$

Show that the regression of $Y$ on $X$ is linear but regression of $X$ on $Y$ is not linear.

Solution. $|y|<x \Rightarrow-x<y<x$ and $x>|y|$.
The marginal p:d.f's $f_{1}($.$) of X$ and $f_{2}($.$) of Y$ are given by :

$$
\begin{aligned}
& f_{1}(x)=\int_{-x}^{x} f(x, y) d y=\int_{-x}^{x} 1 . d y=2 x ; 0<x<1 \\
& f_{2}(y)=\int_{1, y 1}^{1} f(x, y) d x=\int_{|y|}^{1} 1 \cdot d x=1-|y| ;-1<y<1
\end{aligned}
$$

$$
\begin{aligned}
\therefore f_{1}(x \mid y) & =\frac{f(x, y)}{f_{2}(y)}=\frac{1}{1-|y|} ;-1 \leq y<1,0<x<1 \\
& =\left\{\begin{array}{l}
\frac{1}{1-y}, 0<y<1 ; 0<x<1 \\
\frac{1}{1+y},-1<y<0 ; 0<x<1
\end{array}\right. \\
f_{2}(y \mid x) & =\frac{f(x, y)}{f_{1}(x)}=\frac{1}{2 x}, 0<x<1 ;|y|<x \\
E(Y \mid X=x) & =\int_{-x}^{x} y \cdot f_{2}(y \mid x) d y=\int_{-x^{2 x}}^{x} \frac{y}{2 x} d y=\frac{1}{4 x} \cdot\left|y^{2}\right|_{-x}^{x}=0
\end{aligned}
$$

Hence the curve of regression of $Y$ on $X$ is $y=0$, which is a straight line.

$$
\begin{aligned}
& \quad E(X \mid Y=y)=\int x f_{1}(x \mid y) d x \\
& \therefore \quad E(X \mid Y=y)=\int_{0}^{1} x\left(\frac{1}{1-y}\right) d x=\frac{1}{2(1-y)}, 0<y<1 \\
& \text { and } \quad E(X \mid Y=y)=\int_{0}^{1} x\left(\frac{1}{1+y}\right) d x=\frac{1}{2(1+y)},-1<y<0
\end{aligned}
$$

Hence the curve of regression of $X$ on $Y$ is

$$
x=\left\{\begin{array}{l}
\frac{1}{2(1-y)}, 0<y<1 \\
\frac{1}{2(1+y)},-1<y<0,
\end{array}\right.
$$

which is not a straight line.
Example 10.22. Variables $X$ and $Y$.have ihe joint p.d.f.

$$
f(x, y)=\frac{1}{3}(x+y), 0 \leq x \leq 1,0 \leq y \leq 2 .
$$

Find:
(i) $r(X, Y)$
(ii) The two lines of regression
(iii) The two regression curves for the means.

Solution. The marginal p.d.f.'s. of $X$ and $Y$ are given by :

$$
\begin{align*}
f_{1}(x)^{\prime} & =\int_{0}^{2} f(x, y) d y=\frac{1}{3} \int_{0}^{2}(x+y) d y=\frac{1}{3}\left|x y+\frac{y^{2}}{2}\right|_{0}^{2} \\
\Rightarrow f_{1}(x) & =\frac{2}{3}(1+x) ; 0 \leq x \leq 1  \tag{l}\\
f_{2}(y) & =\int_{0}^{1} f(x ; y) d x=\frac{1}{3} \int_{0}^{1}(x+y) d x=\frac{1}{3}\left|\frac{x^{2}}{2}+x y\right|_{0}^{1} \\
\Rightarrow \quad f_{2}(y) & =\frac{1}{3}\left(\frac{1}{2}+y\right) ; 0 \leq y \leq 2 \tag{2}
\end{align*}
$$

The conditional distributions are given by :

$$
\begin{align*}
f_{3}(y \mid x) & =\frac{f(x, y)}{f_{1}(x)}=\frac{1}{2}\left(\frac{x+y}{1+x}\right) \\
f_{4}(x \mid y) & =\frac{f(x ; y)}{f_{2}(y)}=\frac{2(x+y)}{1+2 y}  \tag{3}\\
E(Y \mid x) & =\int_{0}^{2} y \cdot f_{3}(y \mid x) d y=\frac{1}{2(1+x)} \int_{0}^{2} y(x+y) d y \\
& =\frac{1}{2(1+x)}\left|\frac{x y^{2}}{2}+\frac{y^{3}}{3}\right|_{y=0}^{y=2}=\frac{3 x+4}{3(x+1)}
\end{align*}
$$

Similarly, we shall get

$$
E(X \mid y)=\int_{0}^{1} x f_{4}(x \mid y) d x=\frac{2}{1+2 y} \int_{0}^{1}\left(x^{2}+x y\right) d x=\frac{2+3 y}{3(1+2 y)}
$$

(iii) Hence the regression curves for means are:

$$
y=E(Y \mid x)=\frac{3 x+4}{3(x+1)} \text { and } x=E(X \mid y)=\frac{2+3 y}{3(1+2 y)} .
$$

From the marginal distributions we shall get

$$
\begin{aligned}
E(X) & =\int_{0}^{1} x f_{1}(x) d x=\frac{5}{9}, E\left(X^{2}\right)=\int_{0}^{1} x^{2} f_{1}(x) d x=\frac{7}{18} \\
\Rightarrow \quad \operatorname{Var}(X) & =\sigma_{X}^{2}=\frac{7}{18}-\left(\frac{5}{9}\right)^{2}=\frac{13}{162}
\end{aligned}
$$

Similarly, we shall get

$$
E(Y)=\frac{11}{9}, E\left(Y^{2}\right)=\frac{16}{9} ; \sigma_{Y}^{2}=\frac{16}{9}-\left(\frac{11}{9}\right)^{2}=\frac{23}{81}
$$

Also $\quad E(\dot{X} Y)=\int_{0}^{1} \int_{0}^{2} x y f(x, y) d x d y=\frac{1}{3} \int_{0}^{1} \int_{0}^{2}\left(x^{2} y+x y^{2}\right) d x d y$.

$$
\begin{aligned}
& =\frac{1}{3}\left\{\left(\int_{0}^{1} x^{2} d x\right)\left(\int_{0}^{2} y d y\right)+\left(\int_{0}^{1} x d x\right) \cdot\left(\int_{0}^{2} y^{2} d y\right)\right\} \\
& =\frac{1}{3}\left[\frac{1}{3} \times 2+\frac{1}{2} \times \frac{8}{3}\right]=\frac{2}{3}
\end{aligned}
$$

$\therefore \quad \operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)=\frac{2}{3}-\frac{5}{9} \times \frac{11}{9}=-\frac{1}{81}$
(i)

$$
r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \cdot \sigma_{Y}}=\frac{-\frac{1}{81}}{\sqrt{\frac{13}{162} \times \frac{23}{81}}}=-\left(\frac{2}{299}\right)^{1 / 2}
$$

(ii) The two lines of regression are :

$$
Y-E(Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X}^{2}}[X-E(X)] \Rightarrow Y_{Y}-\frac{11}{9}=-\frac{2}{13}\left(X \div \frac{5}{9}\right)
$$

and $X-E(X)=\frac{\operatorname{Cov}(X, Y}{\sigma_{r}^{2}}[Y-E(Y)] \quad \Rightarrow \quad X-\frac{5}{9}=-\frac{1}{23}\left(Y-\frac{11}{9 .}\right)$
$\mathbf{1 0 . 7}$.3. Regression Coefficients. ' $b$ ', the slope of the line of regression of $Y$ on $X$ is also called the coefficient of regression of $Y$ on $X$. It represents the increment in the value of dependent variable $Y$ corresponding to a unit change in the value of independent variable $X$. More precisely, we write

$$
b_{Y X}=\text { Regression coefficient of } Y \text { on } X=\frac{\mu_{\mu_{1}}}{\sigma_{X}^{2}}=r \frac{\sigma_{Y}}{\sigma_{X}}
$$

Similarly, the coefficient of regression of $X$ on $Y$ indicates the change in the value of variable $X$ corresponding to a unit change in the value of variable $Y$ and is given by
$b_{X Y}=$ Regression coefficient of $X$ on $Y=\frac{\mu_{11}}{\sigma_{Y}{ }^{2}}=r \frac{\sigma_{X}}{\sigma_{Y}}$
10.7.4. Próperties of Regression Coefficients.
(a) Correlation coefficient is the geometric mean between the regression coefficients.

Proof: Multiplying (10.17) and (10.17a), we get

$$
\begin{align*}
b_{X Y} \times b_{Y X} & =r \frac{\sigma_{X}}{\sigma_{Y}} \times r \frac{\sigma_{Y}}{\sigma_{X}}=r^{2} \\
r & = \pm \sqrt{b_{X Y} \times b_{Y X}}
\end{align*}
$$

Remark. We have

$$
r=\frac{\mu_{11}}{\sigma_{X} \cdot \sigma_{Y}}, b_{Y X}=\frac{\mu_{11}}{\sigma_{X}{ }^{2}} \text { and } b_{X Y}=\frac{\mu_{11}}{\sigma_{Y}{ }^{2}}
$$

It may be noted that the sign of correlation coefficient is the same as that of regression coefficients, since the sign of each depends upon the co-variance term $\mu_{11}$. Thus if the regression coefficients are positive, ' $r$ ' is positive and if the regression coefficients are negative ' $r$ ' is negative.

From (10.18), we have

$$
r= \pm \sqrt{b_{X Y} \times b_{Y, X}}
$$

the sign to be taken before the square root is that of the regression coefficients.
(b) If one of the regression coefficients is greater than unity, the other must be less than unity.

Proof. Let one of the regression coefficients (say) $b_{Y X}$ be greater than unity, then we have to show that $b_{X Y}<1$.

Now

$$
\begin{equation*}
b_{Y X}>1^{\prime} \Rightarrow \frac{1}{b_{Y X}}<1 \tag{*}
\end{equation*}
$$

Also $\quad r^{2} \leq 1 \Rightarrow b_{Y X} \cdot b_{X Y} \leq 1$
Hence

$$
\begin{equation*}
b_{X Y} \leq \frac{1}{b_{Y X}}<1 \tag{*}
\end{equation*}
$$

(c) Arithmetic mean of the regression coefficients is greater than the correlation coefficient r, provided'r $>0$.

Proof. We have to prove that $\frac{1}{2}\left(b_{Y X}+b_{X Y}\right) \geq r$

$$
\begin{array}{lll}
\text { or } & \frac{1}{2}\left(r \frac{\sigma_{Y}}{\sigma_{X}}+r \frac{\sigma_{X}}{\sigma_{Y}}\right) \geq r & \text { or } \frac{\sigma_{Y}}{\sigma_{X}}+\frac{\sigma_{X}}{\sigma_{Y}} \geq 2 \\
\Rightarrow & \sigma_{Y}^{2}+\sigma_{X}^{2}-2 \sigma_{X} \sigma_{Y} \geq 0 & \text { i.e., } \quad\left(\sigma_{Y}-\sigma_{X}\right)^{2} \geq 0
\end{array}
$$

which is always true, since the square of a real quantity is $\geq 0$.
(d) Regression coefficients are independent of the change of origin but not of scale.

Procf. Let $U=\frac{X-a}{\cdot h}, V=\frac{Y-b}{k} \Rightarrow X=a+h U, Y=b+k V$, where $a, b, h(>0)$ and $k(>0)$ are constants.

Then $\operatorname{Cov}(X, Y)=h k \operatorname{Cov}(U, V), \sigma_{X}{ }^{2}=h^{2} \sigma_{U}{ }^{2}$ and $\sigma_{Y}{ }^{2}=k^{2} \sigma_{V}{ }^{2}$

$$
\begin{aligned}
b_{Y X} & =\frac{\mu_{11}}{\sigma_{X}^{2}}=\frac{h k \operatorname{cov}(U, V)}{h^{2} \sigma_{U}{ }^{2}} \\
& =\frac{k}{h} \cdot \frac{\operatorname{cov}(U, V)}{\sigma_{U}{ }^{2}}=\frac{k}{h} b_{v U}
\end{aligned}
$$

Similarly, we can prove that

$$
b_{X Y^{-}}=(h / k) b_{V V}
$$

10.7.5. Angle Between Two Lines of Regression. Equations of the lines of regression of $Y$ on $X$, and $X$ on $Y$ are

$$
Y-\bar{y}=r \cdot \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{x}) \text { and } X-\bar{x}=r \cdot \frac{\sigma_{X}}{\sigma_{Y}}(Y-\bar{y})
$$

Slopes of these lines are $r \cdot \frac{\sigma_{Y}}{\sigma_{X}}$ and $\frac{\sigma_{Y}}{r \sigma_{X}}$ respectively. If $\theta$ is the angle between the two lines of regression then

$$
\begin{align*}
\tan \theta & =\frac{r \frac{\sigma_{Y}}{\sigma_{X}} \sim \frac{\sigma_{Y}}{r \sigma_{X}}}{1+r \frac{\sigma_{Y}}{\sigma_{X}} \cdot \frac{\sigma_{Y}}{r \sigma_{X}}}=\frac{r^{2} \sim 1}{r}\left(\frac{\sigma_{X} \sigma_{Y}}{\sigma_{X}{ }^{2}+\sigma_{Y}^{2}}\right) \\
& =\frac{1-r^{2}}{r}\left(\frac{\sigma_{X} \sigma_{Y}}{\sigma_{X}^{2}+\sigma_{Y}{ }^{2}}\right)  \tag{2}\\
\therefore \quad \theta^{Y} & =\tan ^{-1}\left\{\frac{1-r^{2}}{r}\left(\frac{\sigma_{X} \sigma_{Y}}{\sigma_{X}^{2}+\sigma_{Y}^{2}}\right)\right\} \tag{10•19}
\end{align*}
$$

Case' (i). $(r=0)$. If $r=0, \tan \theta=\infty \Rightarrow \theta=\frac{\pi}{2}$
Thus if the two variables are uncorrelated, the lines of regression become perpendicular to each other.

Case (ii). $(r= \pm 1)$. If $r= \pm 1, \tan \theta=0 \Rightarrow \theta=0$ or $\pi$.
In this case the two lines of regression either coincide or they are parallel to each other. But since both the lines of regression pass through the point
( $\bar{x}, \bar{y}$ ), they cannot be parallel. Hence in the case of perfect correlation, positive or negative, the two lines of regression coincide.

Remarks 1. Whenever two lines intersect, there are two angles between them, one acute-angle and the othier obtuse angle. Further $\tan \theta>0$ if $0<\theta<\pi / 2$, i.e., $\theta$ is an acute angle and $\tan \theta<0$ if $\pi / 2<\theta<\pi$, i.e., $\theta$ is an obtuse angle and since $0<r^{2}<1$, the acute angle $\left(\theta_{1}\right)$ and obtuse angle $\theta_{2}$ between the two lines of regression are given by
and

$$
\theta_{1}=\text { Acute angle }=\tan ^{-1}\left\{\frac{\sigma_{X} \sigma_{Y}}{\sigma_{X}{ }^{2}+\sigma_{Y}{ }^{2}} \cdot \frac{1-r^{2}}{r}\right\}, r>0
$$

$$
\theta_{2}=\text { Obtuse angle }=\tan ^{-1}\left\{\frac{\sigma_{X} \cdot \sigma_{Y}}{\sigma_{X}^{2}+\sigma_{Y}^{2}}, \frac{r^{2}-1}{r}\right\}, r>0
$$

2. When $r=0$, i.e., variables $X$ and $Y$ are uncorrelated, then the lines of regressions of $Y$ on $X$ and $X$ on $Y$ are given respectively by : [From (10.14a) and (10.15a)]

$$
Y=\bar{Y} \text { and } X=\bar{X},
$$

as shown in the adjoining diagram. Hence, in this case ( $r=0$ ), the lines of regression are perpendicular to each other and are parallel to $X$ - axis and $Y$-äxis respectively.

3. The fact that if $r=0$ (variables uncorrelated), the two lines of regression are perpendicular to each and if $r= \pm 1, \theta=0$, i.e., the two lines coincide, leads us to the conclusion that for higher degree of correlation between the variables, the angle between the lines is smaller, i.e.. the two lines of regression are nearer to each other. On the other hand, if the lines of regression make a larger angle, they indicate a poor degree of correlation between the variables and ultimately for $\theta=\pi / 2, r=0$, i.e., the lines become perpendicular if no correlation exists between the variables. Thus by plotting the lines of regression on a graph paper, we can have an approximate idea about the degree of correlation between the two variables under study. Consider the following illustrations :

10.7.6. Standard Error of Estimate or Residual Variance. The equation of the line of regression of $Y$ on $X$ is

$$
\begin{aligned}
Y & =\bar{Y}+r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X}) \\
\Rightarrow \quad r \quad \frac{Y-\bar{Y}}{\sigma_{Y}} & =r\left(\frac{X-\bar{X}}{\sigma_{X}}\right)
\end{aligned}
$$

The residual variance $s_{Y}{ }^{2}$ is the expected value of the squares of deviations of the observed values of $Y$ from the expected values as given by the line of regression of $Y$ on $X$. Thus

$$
\begin{aligned}
s_{Y}{ }^{2} & =E\left[Y-\left(\bar{Y}+\left(r \sigma_{Y}(X-\bar{X}) / \sigma_{X}\right)\right)\right]^{2} \\
& =\sigma_{Y}{ }^{2} E\left[\frac{Y-\bar{Y}}{\sigma_{Y}}-r\left(\frac{X-\bar{X}}{\sigma_{X}, d_{X}}\right)\right]^{2}=\sigma_{Y}{ }^{2} E\left(Y^{*}-r X^{*}\right)^{2}
\end{aligned}
$$

where $X^{*}$ and $Y^{*}$ are standardised variates so that

$$
\begin{aligned}
& E\left(X^{*} 2\right) & =1=E\left(Y^{*} 2\right) \text { and } E\left(X^{*} Y^{*}\right)=r . \\
\therefore & s_{Y}^{2} & =\sigma_{Y}^{2}\left[E\left(Y^{*} 2\right)+r^{2} E\left(X^{*} 2\right)-2 r E\left(X^{*} Y^{*}\right)\right]=\sigma_{Y}^{2}\left(1-r^{2}\right) \\
\Rightarrow \quad & s_{Y} & =\sigma_{Y}\left(1-r^{2}\right)^{1 / 2}
\end{aligned}
$$

Similarly, theistandard error of estimate of $X$ is given by

$$
s_{x}=\sigma_{X}\left(1-r^{2}\right)^{1 / 2}
$$

Remarks 1. Since $s_{X}{ }^{2}$ or $s_{Y}{ }^{2} \geq 0$, it follows that

$$
\begin{gathered}
\left(1-r^{2}\right) \geq 0 \Rightarrow|r| \leq 1 \\
-1 \leq r(X, Y) \leq 1
\end{gathered}
$$

Hence
2. If $r= \pm 1, s_{X}=s_{Y}=0$ so that each deviation is zero, and the two lines of regression are coincident.
3. Since, as $r^{2} \rightarrow 1, s_{X}$ and $s_{Y} \rightarrow 0$, it follows that departure of the value $r^{2}$ from unity indicates the departure of the relationship between the variables $X$ and $Y$ from linearity.
4. From the definition of linear regression, the minima condition implies that $s_{Y}$ or $s_{X}$ is the minimum variance.
10.7.7. Correlation Coefficient between Observed and Estimated Value. Here we will find the correlation between $Y$ and

$$
\hat{Y}=\bar{Y}+r \cdot \frac{\sigma_{Y}}{\bar{\sigma}_{X}}(X-\bar{X})
$$

where $\hat{Y}$ is the estimated value of $Y$ as given by the line of regression of $Y$ on $X$, which is given by

$$
r(Y, \hat{Y})=\frac{\operatorname{Cov}\left(\hat{Y_{,}, Y}\right)}{\sigma_{Y} \hat{\sigma}_{Y}}
$$

We have

$$
\begin{aligned}
& E(\hat{Y})=E\left[\bar{Y}+r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X})\right]=\bar{Y}+r \frac{\sigma_{Y}}{\sigma_{X}} E(X-\bar{X})=\hat{\bar{Y}} \\
& \therefore \quad \operatorname{Var}(\hat{Y})=E[\hat{Y}-E(\hat{Y})]^{2}=E\left[\cdot \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X})^{\prime}\right]^{2}=r^{2} \sigma_{Y}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow \quad \hat{\sigma}_{Y}=r \sigma_{Y} \\
& \text { Also } \operatorname{Cov}(Y, \hat{Y})=E[\{Y-E(Y)\}\{\hat{Y}-E(\hat{Y})\}] \\
& = \\
& =E\left[(b(X-E(X))\}\left\{r \frac{\sigma_{Y}}{\dot{\sigma}_{X}}(X-\bar{X})\right\}\right] \\
& = \\
& \quad b r \frac{\sigma_{Y}}{\sigma_{X}} E\left[(X-E(X)\}^{2}\right]=\left(r \frac{\sigma_{Y}}{\sigma_{X}}\right)^{2} \sigma_{X}^{2}=r^{2} \sigma_{Y}^{2} \\
& \therefore \quad r(Y, \hat{Y})=\frac{r^{2} \sigma_{Y}^{2}}{\sigma_{Y} r \sigma_{Y}}=r=r(X, Y)
\end{aligned}
$$

Hence the correlation coefficient between observed and estimated value of $Y$ is the same as the correlation coefficient between $X$ and $Y$.

Example 10.23. Obtain the equations of the lines of regression for the data in Example 10.1. Also.obtain the estimate of $X$ for $Y=70$.

Solution. Let $U=X-68$ and $V=Y-69$, then

$$
\bar{U}=0, \bar{V}=0, \sigma_{U}^{2}=4 \cdot 5, \sigma_{V}^{2}=5 \cdot 5, \operatorname{Cov}(U, V)=3 \text { and } r(U, V)=0.6
$$

Since correlation coefficient is independent of change of origin, we get

$$
r=r(X, Y)=r(U, V)=0.6
$$

We know that if $U=\frac{X-a}{h}, V=\frac{Y \div b}{k}$, then

$$
\bar{X}=a+h \bar{U}, \bar{Y}=b+k \bar{V}, \sigma_{X}=h \sigma_{U} \text { and } \sigma_{Y}=k \sigma_{Y}
$$

In our case $h=k=1, a=68$ and $b=69$.
Thus

$$
\begin{aligned}
\bar{X} & =68+0=68, \bar{Y}=69+0=69 \\
\sigma_{X} & =\sigma_{U}=\sqrt{4.5}=2 \cdot 12 \text { and } \sigma_{Y}=\sigma_{V}=\sqrt{5 \cdot 5}=2.35
\end{aligned}
$$

Equation of line of regression of $Y$ on $\cdot X$ is

$$
\begin{gathered}
\dot{Y}-\bar{Y}=r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X}) \\
\text { i.e., } Y=69+0.6 \times \frac{2.35}{2.12}(X-68) \Rightarrow Y=0.665 X+23.78
\end{gathered}
$$

Equation of line of regression of $X$ on $Y$ is

$$
\begin{gathered}
X-\bar{X}=r \frac{\sigma_{X}}{\sigma_{Y}}(Y-\bar{Y}) \\
\Rightarrow \quad X=68+0.6 \times \frac{2.12}{2.35}(Y-69) \text { i.e., } X=0.54 Y+30.74
\end{gathered}
$$

To estimate $X$ for given $Y$, we use the line of regression of $X$ on $Y$. If $Y=70$, estimated value of $X$ is given by

$$
\hat{X}=0.54 \times 70+30.74=68.54
$$

where $\hat{X}$ is estimate of $X$.
Example 10-24. In a partially destroyed laboratory record of an analysis of correlation data, the following results only are legible :

Variance of $X=9$.
Regression equations: $8 X-10 Y+66=0,40 X-18 Y=214$.
What were (i) the mean values of $X$ and $Y$,
(ii) the correlation coefficient between $X$ and $Y$, and
(iii) the standard deviation of $Y$ ?
[Punjab Univ. B.Sc. (Hons.), 1993]
Solution (i) Since both the lines of regression pass through the point $(\bar{X}, \bar{Y})$, we have $8 \bar{X}-10 \bar{Y}+66=0$, and $40 \bar{X}-18 \bar{Y}=214$.

Solving, we get $\bar{X}=13, \bar{Y}=17$.
(ii) Let $8 X-10 Y+66=0$ and $40 X-18 Y=214$ be the lines of regression of $Y$ on $X$ and $X$ on $Y$ respectively. These equations can be put in the form :

$$
Y=\frac{8}{10} X+\frac{66}{10} \text { and } X=\frac{18}{40} Y+\frac{214}{40}
$$

$\therefore \quad \dot{b}_{Y X}=$ Regression coefficient of $Y$ on $X=\frac{8}{10}=\frac{4}{5}$
and $\quad b_{X Y}=$ Regression coefficient of $X$ on $Y=\frac{18}{40}=\frac{9}{20}$
Hence

$$
r^{2}=b_{Y X} \cdot b_{X Y}=\frac{4}{5} \cdot \frac{9}{2 Q}=\frac{9}{25}
$$

$$
\therefore \quad r= \pm \frac{3}{5}= \pm 0.6
$$

But since both the regression coefficients are positive, we take $r=+0.6$
(iii) We have $b_{Y X}=r \cdot \frac{\sigma_{Y}}{\sigma_{X}} \Rightarrow \frac{4}{5}=\frac{3}{5} \times \frac{\sigma_{Y}}{3}\left[\because \sigma_{X}{ }^{2}=9\right.$ (Given) $]$

Hence

$$
\sigma_{Y}=4
$$

Remarks. 1. It can be verified that the values of $\bar{X}=13$ and $\bar{Y}=17$ as obtained in part ( $i$ ) satisfy both the regression equations. In numerical problems of this type, this check should invariably be applied to ascertain the correctness of the answer.
2. If we had assumed that $8 X-10 Y+66=0$, is the equation of the line of regression of $X$ on $Y$ and $40 X-18 Y=214$ is the equation of line of regression of $Y$ on $X$, then we get respectively :

$$
\begin{array}{ll} 
& 8 X=10 Y-66 \text { and } 18 Y=40 X-214 \\
\Rightarrow & X=\frac{10}{8} Y-\frac{66}{8} \text { and } Y=\frac{40}{18} X-\frac{214}{18} \\
\Rightarrow & b_{X Y}=\frac{18}{8} \text { and } b_{Y X}=\frac{40}{18} \\
\therefore & r^{2}=b_{X Y} \cdot b_{Y X}=\frac{10}{8} \times \frac{40}{18}=2.78
\end{array}
$$

But since $r^{2}$ always lies between 0 and 1 , our supposition is wrong.
Example 10.25. Find the most likely price in Bombay corresponding to the price of Rs. 70 at Calcutta from the following :

|  | Calcutta | Bombay |
| :--- | :---: | :---: |
| Average price | 65 | 67 |
| Standard deviation | 2.5 | 3.5 |

Correlation coefficient between the prices of commodities in the two cities is $0: 8$ :
[Nagpur Univ. B.Sc., 1993;
Sri Venkateswara Univ. B.Sc. (Oct.) 1990]
Solution. Let the prices, (in Rupees), in Bombay and Calcutta be denoted by $Y$ and $X$ respectively. Then we are given
$\bar{X}=65, \bar{Y}=67, \sigma_{X}=2.5, \sigma_{Y}=3.5$ and $r=r(X, Y)=0.8$. We want $Y$ for $X=70$.

Line of regression of $Y^{\prime}$ on $X$ is

$$
\begin{aligned}
Y-\bar{Y} & =r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X}) \\
\Rightarrow \quad Y & =67+0.8 \times \frac{3.5}{2.5}(X-65) \\
\text { When } X=70, \quad \hat{Y} & =67+0.8 \times \frac{3.5}{2.5}(70-65)=72.6
\end{aligned}
$$

Example 10.26. Can $Y=5+2.8 X$ and $X=3-0.5 Y$ be the estimated regression equations of $Y$ on $X$ and $X$ on $Y$ respectively ? Explain your answer with suitable theoretical arguments.
[Delhi Univ. M.A.(Eco.), 1986]
Solution. Line of regression of $Y$ on $X$ is :

$$
\begin{equation*}
Y=5+2.8 X \quad \Rightarrow \quad b_{Y X}=2.8 \tag{}
\end{equation*}
$$

Line of regression of $X$ on $Y$ is :

$$
\begin{equation*}
X=3-0.5 Y \quad \Rightarrow \quad b_{X Y}=-0.5 \tag{**}
\end{equation*}
$$

This is not possible, since each of the regression coefficients $b_{Y X}$ and $b_{X Y}$ must have the same sign, which is same as that of $\operatorname{Cov}(X, Y)$. If $\operatorname{Cov}(x, y)$ is positive, then both the regression coefficients are positive and if Cóv $(X, Y)$ is negative, then both the regression coefficients are negative. Hence ( ${ }^{*}$ ) and (**) cannot be the estimated regression equations of $Y$ on $X$ and $X$ on $Y$ respectively.

## EXERCISE 10 (d)

1. (a) Explain what are regression lines. Why are there two such lines? Also derive their equations.
(b) Define (i) Line of regression, (ii) Legression coefficient. Find the equations to the lines of regression and shov', that the coefficient of correlation is the geometric mean of coefficients of regression.
(c) What equation is the equivalent mathematical statement for the following words?
"If the respective deviations in each series, $X$ and $Y$. from their means were expressed in units of standard deviations, i.e., if each were divided by the
standard deviation of the series; to which it belongs and plotted to a scale of standard deviations, the slope of a straight line best describing the plotted points would be the correlation coefficient $r$."

2(a) Obtain the equation of the line of regression of $Y$ on $X$ and show that the angle $\theta$, between the two lines of regression is given by

$$
\tan \theta=\frac{1-\dot{\rho}^{2}}{\rho} \times \frac{\sigma_{1} \sigma_{2}}{\sigma_{1}^{2}+\sigma_{2}^{2}}
$$

where $\sigma_{1}, \sigma_{2}$ are the standard deviations of $X$ and $Y$ respectively, and $\rho$ is the correlation coefficient.
(Delhi Univ. B.Sc. (Maths. Hons.), 1989)
Interpret the cases when $\rho=0$ and $\rho= \pm 1$.
(Bangalore Univ. B.Sc. 1990)
(b) If $\theta$ is the acute angle between the two regression lines with correlation coefficient $r$, show that $\sin \theta \leq 1-r^{2}$.
3. (a) Explain the" term "regression" by giving examples. Assuming that the regression of $Y$ on $X$ is linear, outline a method for the estimation of the coefficients in the regression line based on the random paired sample of $X$ and $Y$, and show that the variance of the error of the estimate for $Y$ for the regression line is $\sigma_{Y}{ }^{2}\left(1-\rho^{2}\right)$, where $\sigma_{Y}{ }^{2}$ is the variance of $Y$ and $\rho$ is the correlation coefficient between $X$ and $Y$.
(b) Prove that $X$ and $Y$ are linearly related if and only if $\rho_{X Y}{ }^{2}=1$. Further show that the slope of the regression line is positive or negative according as $\rho=+1$ or $\rho=-1$.
(c) Let $X$ and $Y$ be two variates. Define $X^{*}=\frac{X-a}{b}, Y^{*}=\frac{Y-c}{d}$ for some constants $a, b, c$ and $d$. Show that the regression line (least square) of $Y$ on $X$ can be obtained from that of $Y^{*}$ on $X^{*}$.
(d) Show that the cocfficient of correlation between the observed and the estimated values of $Y$ obtained from the line of regression of $Y$ on $X$, is the same as that between $X$ and $Y$.
4. Two variables $X$ and $Y$ are known to be related to each 'other by the relation $Y=X /(a X+b)$. How is the theory of linear regression to be eimployed to estimate the constants $a$ and $b$ from a set of $n$ pairs of observations $\left(x_{i}, y_{i}\right)$, $i=1,2, \ldots, n$ ?

Hint.

$$
\frac{1}{Y}=\frac{a X+b}{X}=a+\frac{b}{X}
$$

Put

$$
\frac{1}{X}=U \text { and } \frac{1}{Y}=\hat{V}
$$

$$
\therefore \quad V=a+b U
$$

5. Derive the standard error of estimate of $Y$ obtained from the linear regression equation of $Y$ on $X$. What does this standard error measure ?
6. (a) Calculate the coefficient of correlation from the following data:

| $X:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $Y:$ | 9 | 8 | 10 | 12 | 11 | 13 | 14 | 16 | 15 |

Also obtain the equations of the lines of regression and obtain an estimate of $Y$ which should correspond on the average to $X=6 \cdot 2$.

Ans. $r=0.95, \quad Y-12=0.95(X-5), X-5=0.95(Y-12), 13.14$
(b) Why do we have, in general, two lines of regression? Obtain the regression of $Y$ on $X$, and $X$ on $Y$ from the following table and estimate the blood pressure when the age is 45 years :

| Age in years | Blood pressure | Age in years | Blood pressure |
| :---: | :---: | :---: | :---: |
| $(X)$ | $(Y)$ | $(X)$ | $(Y)$ |
| 56 | 147 | 55 | 150 |
| -42 | 125 | 49 | 145 |
| 72 | 160 | 38 | 115 |
| 36 | 118 | 42 | 140 |
| 63 | 149 | $68 /$ | 152 |
| 47 | 128 | 60 | 155 |

Ans. $Y=1.138 X+80.778, Y=131.988$ for $X=45$.
(c) Suppose the observations on $X$ and $Y$ are given as:

| $X:$ | 59 | 65 | 45 | 52 | 60 | 62 | 70 | 55 | 45 | 49 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Y:$ | 75 | 70 | 55 | 65 | 60 | 69 | 80 | .65 | 59 | 61 |

where $N=10$ students, and $Y=$ Marks in Maths, $X=$ Marks in Economics. Compute the least square regression equations of $Y$ on $X$ and of $X$ on $Y$.

If a student gets 61 marks in Economics, what would you estimate his marks in Maths to be ?
7. (a) In a correlation analysis on the ages of wives and husbands, the following data were cotained. Find
(i) the value of the correlation coefficient, and (ii) the lines of regression.

Estimate the age of husband whose wife's age is 31 years. Estimate the age of wife whose husband is 40 years old.

| Age of wife $\rightarrow$ | $15-25$ | $25-35$ | $35-45$ | $45-55$ | $55-65$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Age of <br> Husband |  |  |  |  |  |
| $15 — 30$ | 30 | 6 | 3 | - | - |
| $30-45$ | 18 | 32 | 15 | 12 | 8 |
| $45 — 60$ | 2 | 28 | 40 | 16 | 9 |
| $60 — 75$ | - | 4 | 9 | 10 | 8 |

(b) The following table gives the distribution of rotal cultivable area ( $X$ ) and area under cultivation ( $Y$ ) in a district of 69 villages.

Calculate ( $i$ ) the linear regression of $Y$ on $X$,
(ii) the correlation coefficient $r(X, Y)$, and (iii) the average area under wheat corresponding to total area of 1,000 Bighas,


Ans. (i) $\underset{+}{Y}=0.7641 X-455.3854,(i i) r(X, Y)=0.756$
(iii) $Y=308.7146$ for $X=1000$
8. (a) Compare and contrast the roles of correlation and regression in studying the inter-dependence of two variates.

For 10 observations on price $(X)$ and supply ( $Y$ ) the following data were obtained (in appropriate units).

$$
\Sigma X=130, \Sigma Y=220, \Sigma X^{2}=2288, \Sigma Y^{2}=5506 \text { and } \Sigma X Y=3467
$$

Obtain the line of regression of $Y$ on $X$ and estimate the supply when the price is 16 units, and find out the standard error. of the estimate:

Ans. $Y=8.8+1.015 X, 25.04$
(b) If a number $X$ is chosen at random from annong the integers $1,2,3,4$ and a number $Y$ is chosen from among those at least as large as $X$, prove that

$$
\operatorname{Cov}(X, Y)=\frac{5}{8}
$$

Find also the regression line of $X$ on $Y$.
(c) Calculate the correlation coefficient from the following data :-

$$
\begin{aligned}
N & =100, & \Sigma X & =12500 & \Sigma Y & =8000 \\
\Sigma X^{2} & =1585000, & \Sigma Y^{2} & =648100 & \Sigma X Y^{\prime} & =1007425 .
\end{aligned}
$$

Also obtain the regression equation of $Y$ on $X$.
9. (a) The means of a bivariate frequency distribution are at $(3,4)$ and $r=0.4$. The line of regression of $Y$ on $X$ is parallel to the line $Y=X$. Find the two lines of regression and estimate the mean of $X$ when $Y=1$.
(b) For certain data, $Y=1.2 X$ and $X=0.6 Y$, are the regression lines. Compute $\rho(X, Y)$ and $\sigma_{X} / \sigma_{Y}$. Also compute $\rho(X, Z)$, if $Z=Y-X$.
(c) The equations of two regression lines obtained in a correlation analysis are as follows :

$$
3 X+12 Y=19, \quad 3 Y+9 X=46
$$

Obtain (i) the yalue of correlation coefficient,
(ii) mean values of $X$ and $Y$, and
(iii) the ratio of the coefficient of variability of $X$ to that of $Y$.

Ans. (i) $-\frac{1}{2} \sqrt{3}$, (ii) $\bar{X}^{\prime}=5, \bar{Y}=1 / 3$.
(d) For an army personnel of strength 25 , the regression of weight of kidneys ( $Y$ ) on weight of heart ( $X$ ), both measured in ounces is

$$
Y-0.399 X-6.934=0
$$

ạnd the regression of weight of heart on weight of kidney is

$$
X-1.212 Y+2.461=0
$$

Find the correlation coefficient between $X$ and $Y$ and their mean values. Can you find out the standard deviation of $X$ and $Y$ as well ?

Ans. $r(X, Y)=0.70, \bar{X}=11 \cdot 5086, \bar{Y}=11 \cdot 5261$, No.
(e) Find the coefficient of correlation for distribution in which

$$
\text { S.D of } X=3.0 \text { units }
$$

S.D. of $Y=1.4$ units

Coefficient of regression of $Y$ on $X=0.28$.
10. (a) Given thai $X=4 Y+5$ and $Y=k X+4$, are the lines of regression of $X$ on $Y$ and $Y$ on $X$ respectively, show that $0<4 k<1$. If $k=\frac{1}{16}$, find the means of the two variables and cocfficient of correlation between them.,
[Punjab, Univ. B.Sc. (Hons.), 1989]
Hint. $\quad X=4 Y+5 \Rightarrow b_{X Y}=4$

$$
\begin{equation*}
\prime Y=k x+4 \quad \prime \quad \Rightarrow \quad b_{Y X}=k \tag{}
\end{equation*}
$$

$\therefore \quad . \quad \quad, \quad r^{2}=\dot{4} k \quad$,
But $0 \leq r^{2} \leq 1 \quad \Rightarrow \quad 0 \leq 4 k \leq 1$.
If $\quad k=\frac{1}{16}$, then from $\left(^{*}\right)$, we get
$r^{2}=4 \times \frac{11}{16} \stackrel{\prime}{\Rightarrow} r=+\frac{1}{2} \quad$ [Since both the regression coefficient are positive]
For $\quad k=\frac{1}{16}$, the two linés of regression become

$$
X=4 Y+5 \text { and } Y=\frac{1}{16} X+4
$$

Solving the two equations, we get $\bar{Y}=5.75, \bar{X}=28$.
(b) For 50 students of a class the regression equation of marks in Statistics $(X)$ on marks in Mathematics $(Y)$ is $3 Y-5 X+180=0$. The mean marks in Mathematics is 44 and variance of marks in Statistics is $9 / 16$ th of the 'variance of marks in Mathematics. Find the mean marks in Statistics and the coefficient of correlation between marks in two subjects.
[Bangalore Úniv., B̈.Sć; 1989]
1 Hint. We are gịyen $n=50, \bar{Y}=44$
and $\quad \sigma_{X}{ }^{2}=\frac{9}{16} \sigma_{Y}{ }^{2} \Rightarrow \frac{\sigma_{X}}{\sigma_{Y}}=\frac{3}{4}$
The equation of the line of regression of $X$ on $Y$ is given to be

$$
\begin{aligned}
& 3 Y-5 X+180=0 \Rightarrow X=\frac{3}{5} Y+\frac{180}{5} \\
\therefore & b_{X Y}=r \cdot \frac{\sigma_{X}}{\sigma_{Y}}=\frac{3}{5} \Rightarrow r \cdot \frac{3}{4}=\frac{3}{5} \quad \text { or } \quad r=0.8
\end{aligned}
$$

Since the lines of regression pass through the point $(\bar{X}, \bar{Y})$, we get

$$
\bar{X}=\frac{3}{5} \bar{Y}+\frac{180}{5}=\frac{3}{5} \times 44+36=62.4
$$

(c) Out of the two lines of regression given by

$$
X+2 Y-5=0 \text { and } 2 X+3 Y-8=0,
$$

which one is the regression line of $X$ on $Y$ ?
Use the equations to find the mean of $X$ and the mean of $Y$. If the variance of $X$ is 12 , calculate the variance of $Y$.

Ans. $\bar{X}=1, \bar{Y}=2, \sigma_{Y}{ }^{2}=4$
(d) The lines of regression in a bivariate distribution are :

$$
X+9 Y=7 \text { and } Y+4 X=\frac{49}{3}
$$

Find (i) the coefficient of correlation, (iii) the ratios $\sigma_{X}{ }^{2}: \sigma_{Y}{ }^{2}: \operatorname{Cov}(X, Y)$, (iii) the means of the distribution and (iv) $E(X \mid Y=1)$.
(e) Estimate, $X$ when $Y=10$, if the two lines of regression are :

$$
X=-\frac{1}{18} Y+\lambda \text { and } Y=-2 x+\mu
$$

$(\lambda, \mu)$ being unknown and the mean of the distribution is at $(-1,2)$. Also compute $r, \lambda$ and $\mu$.
[Gujarat Univ. B.Sc., Oct. 1992]
11. (a) The following results were obtained in the analysis of data on yield of dry bark in ounces ( $Y$ ) and age in years $(X)$ of 200 cinchóna plants :

|  | $X$ |  |
| :--- | :---: | :---: |
|  | $Y$ |  |
| Average | 9.2 |  |
| Standard deviation | -2.1 | 16.5 |
|  |  | 4.2 |

Correlation coefficient $=+0.84$
Construct the two lines of regression and estivnatc the yield of dry bark of a plant of age 8 years.
[Patna Univ. B.Sc., 1.991],
(b) The following data pertain to the marks in subjects $A$ and $B$ in a certain examination :

Mean marks in $A=39.5$
Mean marks in $B=47.5$
Standard deviation of marks in $A=10.8$
Standard deviation of marks in $B=16.8$
Coefficient of correlation between marks in $A$ and marks in $B=0.42$.
Draw the two lines of regression and explain why there are two regression equations. Give the estimate of marks in $B$ for candidates who secured 50 marks' in $A$.

Ans. $Y=0.65 X+21.825, X=0.27 Y+26.675$ and $Y=54.342$ for $X=50$
(c) You are given the following information about advertising expenditure and sales:

|  | Advertising Expenditure (X) <br> (Rs. lakhs) | Sales (Y) <br> (Rs. lakhs) |
| :--- | :---: | :---: |
| 'Mean | 10 | 90 |
| s.d. ; | 3 | 12 |

Correlation coefficient $=0.8$
What should be the advertising budget if the company wanis to attain sales target of Rs. 120 lakhs ?
[Delhi Univ. M.C.A., 1990]
12. Twenty-five pairs of value of variates $X$ and $Y$ led to the following results:
$N=25, \Sigma X=127, \dot{\Sigma} Y=100, \Sigma X^{2}=760, \Sigma Y^{2}=449$ and $\Sigma X Y=500$
A subsequent scrutiny showed that two pairs of values were copied down as:

| $X$ | $Y$ |
| :---: | ---: |
| 8 | 14 |
| 8 | 6 |


| $X$ | $Y$ |
| :---: | ---: |
| 8 | 12 |
| 6 | 8 |

(i) Obtain the correct value of the correlation coefficient.
(ii) Hence or otherwise, find the correct equations of the two lines of regression.
(iii) Find the angle between the regression lines.

Ans: (i) $r(X, Y)=-(0.64 \times 0.15)^{1 / 2}$,
(ii) $X=-0.64 Y+7.56, \dot{Y}=-0.15 X+4.75$.
13. Suppose you have $n$ observations:

$$
\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots \ldots,\left(x_{n}, y_{n}\right)
$$

on two variables $X$ and $Y$, and you have fitted a linear regression $Y=a+b X$ by the method of least squares. Denote the 'expected' value of $Y$ by $Y^{*}$, and the residual $Y-Y^{\star}$ by $e$. Find means and variances of $Y^{*}$ and $e$, and the correlation co-efficient between (i) $X$ and $e$, (ii) $Y$ and $e$ and (iii) $Y$ and $Y^{*}$. Use these results to bring out the significance and limitations of the correlation coefficient.

Ans. $r(X, e)=0, r(Y, e)=0$ and $r\left(Y, Y^{*}\right)=r(X, Y)$.
14. (a) The regression lines of $Y$ on $X$ and of $X$ on $Y$ are respectively $Y=a X+b$ and $X=c Y+d$. Show that
(i) Means are $\bar{X}=(b c+d) /(1-a c)$ and $\bar{Y}=(a d+b) /(1-a c)$
(ii) Correlation coefficient between $X$ and $Y$ is $\sqrt{a c}$.
(iii) The ratio of the standard deviations of $X$ ànd $Y$ is $\sqrt{c l a}$.
(b) For two random variables $X$ and $Y$ with the same mean, the two regression equations are $Y=a X+b$ and $X=\alpha Y+\beta$. Show that $\frac{b}{\beta}=\frac{1-a}{1-\alpha}$. Find also the common mean.
(c) If the lines of regression of $Y$ on $X$ and $X$ on $Y$ are. respectively $a_{1} X+b_{1} Y+c_{1}=0$ and $a_{2} X+b_{2} Y+c_{2}=0$, prove that $a_{1} b_{2} \leq a_{2} b_{1}$.
(Delhi Univ. B.Sc. (Stat. Hons.), 1989)
Hint. $r^{2}=b_{Y X}, b_{X Y} \leq 1 \Rightarrow\left(-\frac{a_{1}}{b_{1}}\right) \times\left(-\frac{\dot{b}_{2}}{a_{2}}\right)=\frac{a_{1} b_{2}}{a_{2} b_{1}} \leq 1$
15. (a) By minimising $\sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+\dot{y}_{i} \sin \alpha-p\right)^{2}$ for variations in $\alpha$ and $p$, show that there are two straight lines passing through the mean of the distribution for which the sum of squares of normal deviations has an extreme value. Prove also that their slopes are given by

$$
\tan 2 \alpha=\frac{2 \mu_{11}}{\sigma_{X}{ }^{2}-\sigma_{Y}^{2}}
$$

Hint. We have to minimize

$$
\begin{equation*}
S=\sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+y_{i} \sin \alpha-p\right)^{2} \tag{1}
\end{equation*}
$$

Equating to zero, the partial derivatives of (1) w.r.t. $\alpha$ and $p$, we have

$$
\begin{align*}
& \frac{\partial S}{\partial \alpha}=0=2 \sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+y_{i} \sin \alpha-p\right)\left(-x_{i} \sin \alpha+y_{i} \cos \alpha\right)  \tag{2}\\
& \frac{\partial S}{\partial p}=0=-2 \sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+y_{i} \sin \alpha-p\right) \tag{3}
\end{align*}
$$

Equation (3) can be written as

$$
\begin{equation*}
\sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+y_{i} \sin \alpha-p\right)=0 \Rightarrow \bar{x} \cos \alpha+\bar{y} \sin \alpha-p=0 \tag{4}
\end{equation*}
$$

From equation (2), we get a quadratic equation which shows that there are two straight lines for extreme values of $E$.

From equation (4), it becomes clear that both the straight lines pass through the point ( $\bar{x}, \bar{y}$ ).

Again equation (2) can be written as :

$$
\begin{gather*}
\quad \sum_{i=1}^{n} f_{i}\left(x_{i} \cos \alpha+y_{i} \sin \alpha-p\right)\left(y_{i} \cos \alpha-x_{i} \sin \alpha\right)=0 \\
\Rightarrow \quad \sum_{i=1}^{n} f_{i}\left[\cos \alpha\left(x_{i}-\bar{x}\right)+\sin \alpha\left(y_{i}-\bar{y}\right)\right]\left[y_{i} \cos \alpha-x_{i} \sin \alpha\right] \ddot{=} 0 \\
\quad \text { [Using (4)] } \\
\Rightarrow \quad \cos ^{2} \alpha \sum_{i=1}^{n} f_{i} y_{i}\left(x_{i}-\bar{x}\right)-\sin \alpha \cos \alpha \sum_{i=1}^{n} f_{i} x_{i}\left(x_{i}-\bar{x}\right) \\
\quad+\sin \alpha \cos \alpha \sum_{i=1}^{n} f_{i} y_{i}\left(y_{i}-\bar{y}\right)-\sin ^{2} \alpha \sum_{i=1}^{n} f_{i} x_{i}\left(y_{i}-\bar{y}\right)=0 \ldots \text { (5) } \tag{5}
\end{gather*}
$$

We have $\quad \mu_{11}=\frac{1}{N} \sum_{i} f_{i}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)$

$$
=\frac{1}{N} \sum_{i} \cdot f x_{i}\left(y_{i}-\bar{y}\right)-\dot{\bar{x}} \cdot \frac{1}{N} \sum_{i} f_{i}\left(y_{i}-\bar{y}\right)=\frac{1}{N} \sum f_{i} x_{i}\left(y_{i}-\bar{y}\right)
$$

Similarly, $\mu_{11}=\frac{1}{N} \sum_{i} f_{i} y_{i}\left(x_{i}-\bar{x}\right)$

$$
\sigma_{x}^{2}=\frac{1}{N} \sum_{i} f_{i} x_{i}\left(x_{i}-\bar{x}\right) \text { and } \sigma_{r}^{2}=\frac{1}{N} \sum_{i} f_{i} y_{i}\left(y_{i}-\bar{y}\right)
$$

Substituting these values in (5), we get the required result.
(b). If the straight line defined by*

$$
Y=a+b X^{r}
$$

satisfies the condition $E\left[(Y-a-b X)^{2}\right]=$ minimum, show that the regression line of the random variable $Y$ on the random variable $X$ is

$$
Y-\bar{Y}=r \frac{\sigma_{Y}}{\sigma_{X}}(X-\bar{X}), \text { where } \bar{X}=E(X), \bar{Y}=E(Y)
$$

16. (a) Define Curve of regression of $Y$ on $X$.

The joint density function of $X$ and $Y$ is given by :

$$
\begin{aligned}
f(x, y) & =x+y, 0<x<1,0<y<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find
(i) the correlation coefficient between $X$ and $Y$,
(ii) the regression curve of $Y$ on $X$, and
(iii) the regression curve of $X$ on $Y$.

Ans. $\rho(X, Y)=-\frac{1}{11} . \quad$ [Madras Univ. R.Sc., Stat. (Main), 1992]
(b) Let $f\left(x_{1}, x_{2}\right)=\frac{2}{a^{2}} ; 0<x_{1}<x_{2}, 0<x_{2}<a$

$$
=0 \text {, elsewhere }
$$

be the joint p.d.f. of $X_{1}$ and $X_{2}$.
Find conditional means and varriances. Also show that $\rho=\frac{1}{2}$.
17. If the joint density of $X$ and $Y$ is given by

$$
f(x, y)=\left\{\begin{array}{l}
(x+y) / 3, \text { for } 0<x<1,0<y<2 \\
0, \text { otherwise }
\end{array}\right.
$$

obtain the regressions ( $i$ ) of $Y$ on $X$ and (ii) of $X$ on $Y$.
Are the regressions linear ? Find the correlation coefficient betweer $X$ ahd $Y$. -
(Allahabad Univ. B.Sc. 1992)
Ans. $y=E(Y \mid x)=\frac{3 x+4}{3(x+1)} ; x=E(X \mid y)=\frac{2+3 y}{3(1+2 y)}$
Corr. $(X, F)=-\left(\frac{2}{299}\right)^{1 / 2}$
18. Let the joint density function of $X$ and $Y$ be given by :

$$
\begin{aligned}
f(x, y) & =8 x y, 0<x<y<1 \\
& =0, \text { otherwise }
\end{aligned}
$$

Find: (i) $E(Y \mid X=x),(i i) E[X Y \mid X=x]$, (iii) $\operatorname{Var}[Y \mid X=x]$ [Delhi Univ. BSc. (Mathe Hons.), 1988]
Ans. (i) $E(Y \mid x)=\frac{2}{3}\left(\frac{1+x+x^{2}}{1+x}\right), E(X Y \mid x)=x . E(Y \mid x),(i i i) E\left(Y^{2} \mid \cdot x\right)=\frac{1+x^{2}}{2}$
19. Give an example to show that it is possible to have the regression of $Y$ on $X$ constant (does not depend on $X$ ), but the regression of $X$ on $Y$ is not constant (does depend on $Y$ ).

Hint. See Example 10.2:1.
20. Prove or disprove ;

$$
E(Y \mid X=x)=\text { constant } \Rightarrow r(X, Y)=0
$$

Ans. True
21. If $f(x, y)=\frac{1}{3} x^{2} \exp [-y(1+x)], x \geq 0, y \geq 0$ is the joint p.d.f. of $(X, Y)$, obtain the equation of regression of $Y$ on $X$.

Ans. $y=-\dot{E}(Y \mid \dot{x})=1 /(1+x)$.
22. Variables ( $X, Y$ ) have joint p:d.f:

$$
\begin{aligned}
f(x ; y) & =6(1-x-y), \dot{x}>0, \dot{y}>0, x+y<1 . \\
& =0, \text { otherwise. }
\end{aligned}
$$

Find $f_{X}(x), f_{Y}(y)$ and $\operatorname{Cov}(X, Y)$. Are $X$ and $Y$ independent? Obtain the regression curves for the means.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1986]
Ans. $f_{1}(x)^{2}=3(1-\bar{x})^{2}, 0^{-}<x<1 ; f_{2}(y)=3(1-y)^{2}, 0<y<1$.
$X$ and $Y$ are not independent.
Regression curves for the means are::

$$
y \doteq E(Y \mid x)=\frac{1}{3}(1-x)^{\prime} \text { and } x^{\prime}=E\left(X \mid y^{\prime}\right)=\frac{1}{3}(1-y)
$$

23. For the joint p.d.f:

$$
f(x, y)=3 x^{2}-8 x y+6 y^{2}-0 \leq(x, y) \leq 1
$$

find the least square regression lines and the regression curves for the means.
[Calcutta Univ. B.Sc. (Mathe, Hens.), 1987]
Ans. Regression lines:-

$$
y-\frac{2}{3}=-\frac{10}{67}\left(x-\frac{5}{12}\right) ; x-\frac{5}{12}=-\frac{25}{32}\left(y-\frac{2}{3}\right)
$$

Regression curves for-means are:

$$
y=E(Y \mid x)=\frac{9 x^{2}-16 x+9}{6\left(3 x^{2}-4 x+2\right)} ; x=E(X \mid y)=\frac{36 y^{2}-32 y-9}{12\left(6 y^{2}-4 y+1\right)}
$$

24. Let $(X, Y)$ be jointly distributed with p.d.f:

$$
\begin{aligned}
f(x, y) & =e^{-y}, 0<x<y<\infty \\
\therefore \quad & =0, \text { othërwise }
\end{aligned}
$$

Prove that :

$$
E(Y \mid X=\ddot{x})=x+2 \bar{T} \text { and } E(X \mid Y=\dot{y})=y / 2 .
$$

Hence prove that $r(X, Y)=\sqrt{1 / 2}$.
25. Let $f(x, y)=e^{-y}\left(1-e^{-x}\right), 0<x<y ; 0<y<\infty$.

$$
=e^{-x}\left(1-e^{-y}\right), 0<y<x ; 0<x<\infty
$$

(a) Show that $f(x, y)$ is a p.d.f.
(b) Find marginal distributions of $X$ and $Y$.
(c) Find $E(Y \mid X=x)$ for $x>0$.
(d) Find $P(X \leq 2, Y \leq 2)$.
(e) Find the correlation coefficient $r(X, Y)$.
(f) Find another joint p.d.f. having the same marginals.

Ans. (b) $f_{1}(x)=x e^{-x}, 0<x<\infty ; f_{2}(y)=y e^{-y}, 0<y<\infty$.
(c) $E(Y \mid x)=\frac{1-e^{x}}{x}[x-1]+\frac{1}{x}\left(\frac{x^{2}}{2}+x e^{x}+e^{-x}-1\right)$
(d) $1-\frac{1}{e^{4}}-\frac{4}{e^{2}} ;(e) r(x, y)=\frac{\operatorname{Cov}\left(x_{1}, y\right)}{\sigma_{x} \sigma_{y}}=\frac{1}{\sqrt{2} \sqrt{2}}=\frac{1}{2}$
(f) Hint. $f(x, y, \alpha)=f_{1}(x) f_{2}(y)[1+\alpha(2 F(x)-1)(2 F(y)-1)]$, $|\alpha|<1$, has the same margiaals $f_{1}(x)$ and $f_{2}(y)$.
26. Obtain regression equation of $Y$ on $X$ for the distributions :

$$
\begin{align*}
& f(x, y)=\frac{9}{2 \cdot} \frac{1+x+y}{(1+x)^{4}(1+y)^{4}} ; x, y^{\prime} \geq 0  \tag{a}\\
& f(x, y)=\frac{4}{5}(x+3 y) e^{-x-2 y} ; x, y \geq 0 \tag{b}
\end{align*}
$$

[Ṣardar Patel Univ. M.Sc., 1992]
Ans. (a) Hint. See Example 5.25, page 5.55, (b) $\frac{x+3}{2 x+3}$.
27. A ball is drawn at random from an urn containing three white balls numbered $0,1,2$; two red balls numbered 0,1 and one black ball numbered 0 . If the colours white, red and black are again numbered 0,1 and 2 respectively, find the correlation coefficient between the variates $X$, the colour number and $Y$ the number of the ball. Write down the equation of regression line of $Y$ on $X$.
[Calcutta Univ. B.Sc. Máths. Hons.), 1986]

## OBJECTIVE TYPE QUESTIONS

I. State, giving reasons, whether each of the following statements is true or false.
(i) Both regression lines of $Y$ on $X$ and of $X$ on $Y$ do not intersect at all.
(ii) In a bivariate regression, $b_{Y X}=\frac{1}{5}, b_{X Y}=10$
(iii) The regression coefficient of $Y$ on $X$ is.3.2; and that of $X$ on $Y$ is 0.8 .
(iv) There is no relationship between correlation coefficient and regression coefficient.
(v) Both the regression coefficients cannot exceed unity.
(vi) The greater the value of ' $r$ ', the better are the estimates obtained through regression analysis.
(vii) If $X$ and $Y$ are negatively correlated variables, and $(0,0)$ is on the least squares line of $Y$ on $X$, and if $X=1$ is. the observed value then predicted value of $Y$ must be negative.
(viii) Let the correlation between $X$ and $Y$ be perfect and positive. Suppose the points $(3,5)$ and $(1,4)$ are on the regression lines. With this knowledge it is possible to determine the least squares line exactly.
(ix) If the lines of regression are $Y=\frac{1}{4} X$ and $X=\frac{1}{9} Y+1$, then $\rho=\frac{1}{6}$ and $E(X \mid Y=0)=1$.
(x) In a bivariate distribution, $b_{Y X}=2.8$ and $b_{X Y}=0.3$.
II. Fill in the blanks :
(i) The regression analysis measures ... between $X$ and $Y$.
(ii) Lines of regression are ... if $r_{X Y}=0$ and they are ... if $r_{X Y}= \pm 1$.
(iii) If the regression coefficients of $X$ on $Y$ and $Y$ on $X$ are -0.4 and -0.9 respectively then the correlation coefficient between $X$ and $Y$ is ...
(iv) If the two regression lines are $X+3 Y-5=0$ and $4 X+3 Y-8=0$, then the correlation coefficient between $X$ and $Y$ is ...
(v) If one of the regression coefficients is ... unity, the other must.be ... unity.
(vi) The farther the two regression lines cut each other, the ... will, be the degree of correlation.
(vii) When one regression coefficient is positive, the other would be ...
(viii) The sign of regression coefficient is ... as that of correlation coefficient.
(ix) Correlation coefficient is the .... between regression coefficients.
( $x$ ) Arithmetic mean of regression.coefficients is ... correlation coefficient.
(xi) When the correlation coefficient is zero, the two regression lines are ... and when it is $\pm 1$, then the regression lines are ...
III. Indicate the correct answer :
(i). The regression line of $\boldsymbol{Y}$ on $X(a)$ minimises total of the squares of horizontal deviations, (b) total of the squares of the vertical deviations, (c) both vertical and horizontal deviations, (d) none of these.
(ii) The regression coefficients are $b_{2}$ and $b_{1}$. Then the correlation .coefficient $r$ is (a) $b_{1} / b_{2}$, (b) $\dot{b}_{2} / b_{1}$, (c) $b_{1} b_{2}$ (d) $\pm \sqrt{b_{1} b_{2}}$.
(iii) The farther the two regression lines cut each other (a) the greater will be the degree of correlation, (b) the lesser will be the degree of correlation, (c) does not matter.
(iv) If one regression coefficient is greater than unity, then the other must be (a) greater than the first one, (b) equal to unity, (c) less than unity, (d) equal to zero:
(v) When the correlation coefficieni $r= \pm 1$, then the two regression lines (a) are perpendicular to each other; (b) coincide, (c) are parallel to each-other, (d) do not exist.
(vi) The two lines of regression are given as $\dot{X}+2 Y-5=0$ and $\cdot 2 X+3 Y=8$. Then the mean values of $X$ and $Y$ respectively are (a) $2,1,(b) 1,2$, (c) 2, 5, (d) 2, 3.
(vii) The tangent of the angle between two regression lines is given as 0.6 and the s.d. of $Y$ is known to be twice that of $X$. Theñthe value of correlation coefficient between $X$ and $Y$ is (a) $-\frac{1}{2}$, (b) $\frac{1}{2}$, (c) 0.7 , (d) 0.3 .
IV. $\sigma_{X}$ and $\sigma_{Y}$ are the standard deviations of twọ̀ corieläted vavariables $X$ an $Y$ respéctively in a large sample, and $r$ is the sample correlation coefficient.
(i) State the "Standard Error of Estimate" for linear regression of $Y$ on $X$.
(ii) What is the standard error in estimating $Y$ from $X$ if $r=0$ ?
(iii) By how much is this error reduced if $r$ is inçreäsed to 0.30 ?
(iv) How large must $r$ be in order to reduce this standard error to óne-half its value for $r=0$ ?
(v) Give your interpretations for the cases $r=0$ and $r=1$.
V. Explain why we have two lines of regression.
10.8. Correlation Ratio. As discused earlier, when variables are linearly related, we have the regression lines of one variable on another variable and correlation coefficient can be computed to tell us about the extent of association between them. However, if the variables are not linearl'yrelated but some sorit of curvilinear rèlationship exists between them, the use of $r$ which is a measure of the degree to which the relation approaches a straight line "law" will be misleading. We might come across bivariate distributions where $r$ may be very low or even. zero but the regression may be strong, or even perfect. Correlation ratio ' $n$ ' is the appropriate measure of curvilinear relationship between the two variables. Just as $r$ measures the concentration of points about the straight line of best $\underset{i t}{ }, \eta$ measures the concentration of points about the curve of best fit. If regression is linear $\eta=r$, otherwise $\eta>r$ ( $\underset{f}{c} . f$. Remark 2, § $10.8 \cdot 1$ ).
10.8.1. Measure of Correlation Ratio. In the previous articles we have assumed that there is a single observed value $Y$ corresponding to the given value $x_{i}$ of $X$ but sometimes there are more than one such value of $Y$.

Suppose corresponding to the values $x_{i},(i=1,2, \ldots, m)$ of thé variable $X$, the variable $Y$ takes the values $y_{i j}$ with respective frequencies $f_{i j}, j=11,2, \ldots, n$.

Though all the $x$ 's in the $i$ th vertical array have the same value, the $y$ 's are different. A typical pair of values in the ith array is $\left(x_{i}, y_{i j}\right)$, with frequency $f_{i j}$.

Thus the first suffix $i$ indicates the vertical array while the second suffix $j$ indicates the positions of $y$ in that array. Let

$$
\sum_{i=1}^{n} f_{i j}=n_{i} \text { and } \sum_{i=1}^{m} \sum_{j=1}^{n} f_{i j}=\sum_{i=1}^{m}\left(\sum_{i=1}^{n} f_{i j}\right)=\sum_{i=1}^{m} n_{i}=N . \quad \text { (say). }
$$

If $\bar{y}_{i}$ and $\bar{y}_{c}$ denote the means of the $i$ th array and the overall mean respectively, then

$$
\bar{y}_{i}=\frac{\sum_{i} f_{i j} y_{i j}}{\sum_{j} f_{i j}}=\frac{\sum_{j} f_{i j} y_{i j}}{n_{i}}=\frac{T_{i}}{n_{i}} \text { and } \bar{y}=\frac{\sum_{i} \sum_{j} f_{i j} y_{i j}}{\sum_{i} \sum_{i j}}=\frac{\sum_{i} n_{i} \bar{y}_{i}}{\sum_{i} n_{i}}=\frac{T}{N}
$$

In other words $\bar{y}$ is the weighted mean of all the array means, the weights being the array frequencies.

Def. The correlation ratio of $Y$ on $X$, usually denoted by $\eta_{\mathrm{rx}}$ is given by.

$$
\begin{equation*}
\eta_{Y X}{ }^{2}=1-\frac{\sigma_{\partial r^{2}}{ }^{2}}{\sigma_{Y}^{2}} . \tag{10.21}
\end{equation*}
$$

where $\sigma_{e y}{ }^{2}$ and $\sigma_{Y}{ }^{2}$ are given by

$$
\sigma_{e Y}^{2}=\frac{1}{N} \sum_{i} \sum_{j} f_{i j}\left(\dot{y}_{i j}-\bar{y}_{i}\right)^{2} \text { and } \sigma_{\gamma}{ }^{2}=\frac{1}{N} \sum_{i} \sum_{j} \bar{f}_{i j}\left(y_{i j}-\bar{y}\right)^{2}
$$

A convenient expression for $\dot{\eta}_{Y x}$ can be obtained in terms of standard deviation $\sigma_{m y}$ of the means of the vertical arrays, each mean being weighted by the array frequency.

We have

$$
\begin{aligned}
N \sigma_{Y}^{2} & =\sum \sum f_{i j}\left(y_{i j}-\bar{y}\right)^{2}=\sum_{i} \sum_{j} f_{i j}\left\{\left(y_{i j}-\bar{y}_{i}\right)+:\left(\bar{y}_{i}-\bar{y}\right)\right\}^{2} \\
& =\sum_{i} \sum_{j} f_{i j}\left(y_{i j}-\bar{y}_{i}\right)^{2}+\sum_{i} \sum_{j} f_{i j}\left(\bar{y}_{i}-\bar{y}\right)^{2}+2 \sum_{i} \sum_{j} f_{i j}\left(y_{i j}-\bar{y}_{i}\right)\left(\bar{y}_{i}-\bar{y}\right)
\end{aligned}
$$

The termi $-2\left[\sum_{i}\left(\bar{y}_{i}-\bar{y}\right)\left(\sum_{j} f_{i j}^{-}\left(y_{i j}-\bar{y}_{i}\right)\right)\right]$ vanishes since $\sum_{j} f_{i j}\left(y_{i j}-\bar{y}_{i}\right)=0$, being the algebraic sum of the deviations from mean.

$$
\begin{array}{cc}
\therefore & N \sigma_{Y}{ }^{2}=\sum_{i} \sum_{j} f_{i j}\left(\dot{y}_{i j}-\bar{y}_{i}\right)^{2}+\sum_{i} n_{i}\left(\bar{y}_{i}-\bar{y}\right)^{2} \\
\Rightarrow & N \cdot \sigma_{Y}{ }^{2}=N \sigma_{e Y}{ }^{2}+N \sigma_{m Y}{ }^{2} \Rightarrow \sigma_{Y}{ }^{2}=\sigma_{\epsilon Y}{ }^{2}+\sigma_{m Y}{ }^{2} . \\
\Rightarrow & 1-\frac{\sigma_{\epsilon Y}{ }^{2}}{\sigma_{Y}{ }^{2}}=\frac{\dot{\sigma}_{m_{Y}}{ }^{2}}{\sigma_{Y}{ }^{2}}
\end{array}
$$

which on comparison with (10.21)'gives

$$
\eta_{r x^{2}}=\frac{\sigma_{m_{Y}}^{2}}{\sigma_{Y}^{2}}=\frac{\sum_{i} n_{i}\left(\bar{y}_{i}-\bar{y}\right)^{2}}{\sum_{i} \sum_{j} f_{i j}\left(y_{i j}-\bar{y}\right)^{2}} .
$$

We have

$$
\begin{gather*}
N \sigma_{m_{Y}}^{2}=\sum_{i} n_{i}\left(\bar{y}_{i}-\bar{y}\right)^{2}=\sum_{i} n_{i} \bar{y}_{i}^{2}-N \bar{y}^{2}=\sum_{i} \frac{T_{i}^{2}}{n_{i}}-\frac{T^{2}}{N} \\
\eta_{r x^{2}}^{2}=\left[\dot{\sum}_{i}\left(\frac{T_{i}^{2}}{n_{i}}\right)-\frac{T_{\dot{2}}^{2}}{N}\right] / N \sigma_{r}^{2},
\end{gather*}
$$

a formula, much more convenient for computational purposes.
Remarks 1. (10.21) implies that

$$
\sigma_{e r}^{2}=\sigma_{Y}^{2}\left(1-\eta_{Y X}{ }^{2}\right)
$$

Since $\sigma_{e l}{ }^{2}$ and $\sigma_{r}^{2}$ are non-negative; we have.

$$
1-\eta_{Y X}{ }^{2} \geq 0 \quad \Rightarrow \quad \eta_{Y X}{ }^{2} \leq 1 \Rightarrow\left|\eta_{Y X}\right| \leq 1
$$

2. Since the sum of squares of deviations in any array is minimum when measured from its mean, we have

$$
\begin{equation*}
\sum_{i} \sum_{j} f_{i j}\left(y_{i j}-\bar{y}_{i}\right)^{2} \leq \sum_{i} \sum_{j} f_{i j}\left(y_{i j}-\hat{y}_{i j}\right)^{2} \tag{*}
\end{equation*}
$$

where $\hat{y}_{i j}$ is the estimate of $y_{i j}$ for given value of $X=x_{i}$, say, as given by the line of regression of $Y$ on $X$ i.e., $\quad \hat{y}_{i j}=a+b x_{i},(j=1,2, \ldots, n)$.

## But

$$
\sum_{i} \sum_{\dot{i}} f_{i j}\left(y_{i j}-\bar{y}_{i}\right)^{2}=N \sigma_{e r^{\prime}}{ }^{2}=N \sigma_{r}^{2}\left(1-\eta_{X X}{ }^{2}\right)
$$

and

$$
\begin{equation*}
\sum_{i} \sum_{j} f_{i j}\left(y_{i j}-a-\dot{b} x_{i}\right)^{2}=N \sigma_{r}^{2}\left(\ddot{1}-r^{2}\right) \tag{c.f.§10.7.6}
\end{equation*}
$$

$\left.\therefore{ }^{*}\right) \Rightarrow$

$$
1-\eta_{Y X^{2}} \leq 1-r^{2}
$$

i.e.,

$$
\eta_{r X}{ }^{2} \geq r^{2} \Rightarrow\left|\eta_{r X}\right| \geq|r|
$$

Thus the absolute value of the correlation ratio can never be less than the absolute of $r$, the correlation coefficient.

When the regression of $Y$ on $X$ is linear, straight line of means of arrays coincides with the line of regression and $\eta_{Y X}{ }^{2}=r^{2}$. Thus $\eta_{Y X}{ }^{2}-r^{2}$ is the departure of regression from linearity. It is also clear (from Remark 1 ) that the more nearly $\eta_{r x}{ }^{2}$ approaches unity, the smaller is $\sigma_{c Y^{2}}{ }^{2}$ and, therefore, closer are the points to the curve of means of vertical arriays.

When $\quad \eta_{X X}{ }^{2}=1, \sigma_{c r^{2}}=0 \Rightarrow \Sigma \Sigma f_{i j}\left(y_{i j}-\bar{y}_{i}\right)^{2}=0$
$\Rightarrow y_{i j}=\bar{y}_{i}, \forall j=1,2, \ldots, n, i . e .$, all the points lie on the curve of means. This implies that there is a functional relationship between $X$ and $Y$. $\eta_{X X}$ is, therefore, the measure of the degree to which the association between the variables approaches a functional relationship of the form $Y=F(X)$, where $F(X)$ is a single valued function of $X,[F(X)=a+b X]$.
3. It is worth noting that the value of $\eta_{Y X}$ is not independent of the classification of the data. As the class intervals become narrower $\eta_{\mathrm{IX}}$ approaches unity, since in that case $\sigma_{m} r^{2}$ gets nearer to $\sigma_{r}{ }^{2}$. If the grouping is so fine that only one item appears in each row (related to each $x$-class), that item will constitute the mean of that column and thus in this case $\sigma_{m}{ }^{2}$ and $\sigma_{r}{ }^{2}$ become equal so that $\eta_{X X}{ }^{2}=1$. On the other hand, a very coarse grouping tends to make the value of $\eta_{X X}$ approach $r$. "Student" has given a formula for 'the correction'
to be made in the correlation ratio 'for grouping' in Biometrika (Vol IX page 316-320.)
4. It can be easily proved that $\eta_{X^{2}}{ }^{2}$ is indeperiuent of change of origin and scale of measurements.
5. $\eta_{X Y^{2}}$, the second correlation ratio of $X$ on $Y$ depends upon the scatter of observations about the line of column means.
6. $r_{X Y}$ and $r_{X X}$ are same but $\eta_{X X}$ is, in general, different from $\eta_{X Y}$.
7. In terms of expectation, correlation ratio is defined as follows:
and

$$
\begin{aligned}
& \eta_{Y x^{2}}=\frac{E_{X}[E(\dot{Y} \mid X)-E(Y)]^{2}}{E[Y-E(Y)]^{2}}=\frac{E[E(Y \mid X)-E(Y)]^{2}}{\sigma_{Y}^{2}} \\
& \eta_{X Y^{2}}=\frac{E_{Y}[E(X \mid Y)-E(X)]^{2}}{E[X-E(X)]^{2}}=\frac{E[E(X \mid Y)-E(X)]^{2}}{\sigma_{X}^{2}}
\end{aligned}
$$

8. We give below some diagrams, exhibiting the relationship between $r$ and $\eta_{Y X}$.
(i) For completely random scattering of the dots with no trend, both $r$ and $\eta$ are zero.

(ii) If dots lie precisely on a line, $r=1$ and $\eta=1$.

(iii) If dots lie on a curve, such that no ordinate cuts it more than once, $\eta_{Y x}=1$ and if furthermore, the dots are symmetrically placed about $Y$-axis, then $\eta_{X Y}=0, r=0$.

(iv) If $\eta_{\gamma X}>r$, the dots are scattered around a definitely curved trend line.


EXERCISE 10(e)

1. (a) Define correlation coefficient and correlation ratio. When is the latter a more suitable measure of correlation than ine former ? Show that the correlation ratio is never less than the correlaticn coefficient. What do you infer if the two are equal? Further, show that none of these can exceed one.
[Delhi Lriv. B.Sc. (Stat. Hons.), 1988]
(b) Show that

$$
1 \geq \eta_{Y X}^{2} \geq r_{Y X}^{2} \geq 0
$$

Interpret each of the following statements.
(i) $r=0$, (ii) $r^{2}=1$, (iii) $\eta^{2}=1$, (iv) $\eta^{2}=r^{2}$ and (v) $\eta=0$
(c) When the correlation coefficient is equal to unity, show that the two correlation ratios are also equal to unity. Is the converse true ?
(d) Define correlation ratio $\eta_{X Y}$ and prove that

$$
1 \geq \eta_{X Y}^{2} \geq r^{2}
$$

where $r$ is the coefficient of correlation between $X$ and $Y$; Show further that $\left(\eta^{2} X Y-r^{2}\right)$ is a measure of non-linearity of regression.
2. For the joint p.d.f.

$$
\begin{aligned}
f(x, y) & =\frac{1}{2} x^{3} \exp [-x(y+1)] ; y>0, x>0 \\
& =0 \quad \text { otherwise, }
\end{aligned}
$$

find :
(i) Two lines of regression.
(ii) The regression curves for the means.
(iii) $r(X, Y)$.
(iv) $\eta_{Y X}^{2}$ and $\eta_{X Y}^{2}$.
[Delhi Univ. B.A. (Stat. Hons. SpL Course), 1987]
Ans. (i) $y=-\frac{1}{6} x+1 ; \quad x=-\frac{2}{3} y+\frac{10}{3}$
(ii) $y=E(Y: \mid x)=\frac{1}{x} \quad ; \quad x=E(X \mid y)=\frac{4}{1+y}$
(iii). $r\left(X_{i}, Y\right)=-\frac{1}{3} \quad$ (iv) $\eta_{Y X}^{2}=\frac{1}{3}, \eta_{X Y}^{2}=\frac{1}{5}$
3. Compute $r(X, Y)$ and $\eta_{Y X}$ for the following data :

| $X!$ | $0.5 \frac{-1.5}{2}$ | $1.5-2.5$ | $2.5-3.5$ | $3.5-4.5$ | $4.5-5.5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f:$ | 1 | 30 | 35 | 25 | .15 |
| $\bar{y}_{i}$ | $\because 11.3$ | 12.7 | 14.7 | 16.5 | 19.1 |

$\operatorname{Var}(\boldsymbol{Y})=9.61$
Ans. ${ }^{\prime} \eta_{Y X}=0.77, r=0.85$
4. Compute $\eta_{X Y}{ }^{2}$ for the following table :

| $X$ |  |  |  |  |  |
| :---: | :---: | :---: | ---: | :---: | :---: |
| $Y+$ | 47 | 52 | 57 | 62 | 67 |
| 57 |  | 4 | 4 | 2 | $\cdots$ |
| 62 | 4 | 8 | 8 | 1 | $\cdots$ |
| 67 | $\cdots$ | 7 | 12 | 1 | $\cdots$ |
| 72 | $\cdots$ | 3 | 1 | 8 | 5 |
| 77 | $\cdots$ | $\cdots$ | 3 | 5 | 6 |

10.9. Intra-class Correlation. Intra-class correlation means within class correlation. It is distinguishable from product moment correlation in as muth as here both the variables measure the same characteristics. Sometimes specially in biological and agricultural study, it is of interest to know how the members of a family or group arc correlated among themselves with respect to some one of their common characteristic. For example; we may require the correlation between the heights of brothers of a family or between yields of plots of an experim ntal block. In such casés both the variables measure the same characteristic, e.g., height and height or weight and weight. There is
nothing to distinguish one from the other so that one may be treated as $X$ variable and the other as the $Y$-variable.

Suppose we have $A_{1}, A_{2}, \ldots, A_{n}$ families with $k_{1}, k_{2}, \ldots, k_{n}$ members, each of which may be represented as

and let $x_{i j}\left(i=1,2, \ldots, n ; j=1,2, \ldots, k_{i}\right)$ denote the measurement on the $j$ th member in the $i$ th family.

We shall have $k_{i}\left(k_{i}-1\right)$ pairs for the $i$ th family or group' like $\left(x_{i j}, x_{i l}\right)$, $j \neq l$. There will be $\sum_{i=1}^{n} k_{i}\left(k_{i}-1\right)=N$ pairs for all the $n$ tamilies or groups. If we prepare a correlation table there will be $k_{i}\left(k_{i}-1\right)$ entries for the $i$ th group or family and $\sum_{i} k_{i}\left(k_{i}-1\right)=N$ entries for all the $n$ families or groups. The table is symmetrical about the principal diagonal. Such a table is called an intra-class correlation table and the correlation is called intra-class correlation.

In the bivariate table $x_{i 1}$ occurs $\left(k_{i}-1\right)$ times, $x_{i 2}$ occurs $\left(k_{i}-1\right)$ times, $\ldots$, $x_{i k_{i}}$ occurs $\left(k_{i}-1\right)$ times, i.e., from the ith family we have $\left(k_{i}-1\right) \sum_{j} x_{i j}$ and hence for all the $n$ families we have $\sum_{i}\left(k_{i}-1\right) \Sigma x_{i j}$ as the marginal fréquency, the table being symmetrical about principal diagonal.

$$
\therefore \quad \bar{x}=\bar{y}=\frac{1}{N}\left[\sum_{i}\left(k_{i}-1\right) \sum_{j} x_{i j}\right]
$$

Similarly,

$$
\sigma_{X}^{2}=\sigma_{Y}^{2}=\frac{1}{N}\left[\sum_{i}\left(k_{i}-1\right) \sum_{j}\left(x_{i j}-\bar{x}\right)^{2}\right]
$$

Further
$\operatorname{Cov}(X, Y)=\frac{1}{N} \sum_{i}\left[\sum_{j, l}\left(x_{i j}-\bar{x}\right)\left(x_{i 1}-\bar{x}\right)\right], j \neq 1$

$$
=\frac{1}{N} \sum_{i}\left[\sum_{j=1}^{k_{i}} \sum_{i=1}^{k_{i}} \cdot\left(x_{i j}-\bar{x}\right)\left(x_{i l}-\bar{x}\right)-\sum_{j=1}^{k_{i}}\left(x_{i j}-\bar{x}\right)^{2}\right]
$$

If we write $\bar{x}_{i}=\sum_{j} x_{i j} / k_{i}$, then

$$
\begin{aligned}
\sum_{i}\left[\sum_{j=1}^{k_{1}} \sum_{l=1}^{k_{i}}\left(x_{i j}-\bar{x}\right)\left(x_{i l}-\bar{x}\right)\right] & =\sum_{i}\left[\sum_{j}\left(x_{i j}-\bar{x}\right) \sum_{l}\left(x_{i l}-\bar{x}\right)\right] \\
& =\sum_{i}\left[k_{i}\left(\bar{x}_{\underline{i}}-\bar{x}\right) k_{i}\left(\bar{x}_{i}-\bar{x}\right)\right] \\
& =\sum_{i} k_{i}^{2}\left(\bar{x}_{i}-\bar{x}\right)^{2}
\end{aligned}
$$

Therefore intra-class correlation coefficient is given by

$$
r(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sqrt{V(X) V(Y)}}=\frac{\sum_{i} k_{i}^{2}\left(\bar{x}_{i}-\bar{x}\right)^{2}-\sum_{i} \sum_{j}\left(x_{i j}-\bar{x}\right)^{2}}{\sum_{i} \sum_{j}\left(k_{i}-1\right)\left(x_{i j}-\bar{x}\right)^{2}}
$$

If we put $k_{i}=k$, i.e., if all families have equal members then

$$
\begin{align*}
r & =\frac{k^{2} \sum_{i}\left(\bar{x}_{i}-\bar{x}\right)^{2}-\sum_{i} \sum_{j}\left(x_{i j}-\bar{x}\right)^{2}}{(k-1) \sum_{i} \sum_{j}\left(x_{i j}-\bar{x}\right)^{2}} \\
& =\frac{n k^{2} \sigma_{m}^{2}-n k \sigma^{2}}{(k-1) n k \sigma^{2}}=\frac{1}{(k-1)}\left\{\frac{k \sigma_{m}^{2}}{\sigma^{2}}-1\right\}
\end{align*}
$$

where $\sigma^{2}$ denotes the variance of $X$ and $\sigma_{m}{ }^{2}$ the variance of means of families.
Limits. We háve from $(10 \cdot 24 a)$,

$$
1+(k-1) r=\frac{k \sigma_{m}^{2}}{\sigma^{2}} \geq 0 \Rightarrow r \geq-\frac{1}{(k-1)}
$$

Also $\quad 1+(k-1) r \leq k$, as the ratio $\frac{\sigma_{m}^{2}}{\sigma^{2}} \leq 1 \Rightarrow r \leq 1$
so that $\quad-\frac{1}{(k-1)} \leq r \leq 1$
Interpretation. Intraclass corrclation cannot be less than $-1 /(k-1)$, though-it may attain the value +1 on the positive side, so that it is a skew coeflicient and a negative value has not the same significance as a departure from independence as an equivalent positive value.

## EXERCISË 10 (f)

1. If $x_{1}, x_{2}, \ldots, x_{k}$ be $k$ variates with standard deviation $\sigma$ and $m$ be any number, prove that

$$
k^{2} \sigma^{2}=(k-1) \sum_{r=1}^{k}\left(x_{r}-m\right)^{2}-\sum_{r=1}^{k} \sum_{s=1}^{k}\left(x_{r}-m\right)\left(x_{s}-m\right), r \neq s
$$

Hence deduce that the coefficient of intraclass correlation for $n$ families with varying number of members in each family is

$$
1-\frac{\sum_{i} k_{i} \sigma_{i}^{2}}{\sigma^{2} \sum_{i} k_{i}\left(k_{i}-1\right)}
$$

where $k_{i}, \sigma_{i}^{2}$ denote the number of members and the variance respectively in the $i$ in family and $\sigma^{2}$ is the general variance.

Given $n=5, \sigma_{i}=i, k_{i}=i+1(i \leq 5)$, find the least possible intraclass correlation coefficient.
2. What do you understand by intra-class correlation coefficient.

Calculate its value for the following data:
Family No.

| 1 | 60 | 62 | 63 | 65 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 59 | 60 | 61 | 62 |
| 3 | 62 | 62 | 64 | 63 |
| 4 | 65 | 66 | 65 | 66 |
| 5 | 66 | 67 | 67 | 69 |

3. In four families each containing eight persons, the chest measurements of persons are given below. Calculate the intraclass correlation co-efficient.

| Fcmily | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| I | 43 | 46 | 48 | 42 | 50 | 45 | 45 | 49 |
| II | 33 | 34 | 37 | 39 | 82 | 35 | 37 | 41 |
| III | 56 | 52 | 50 | 51 | 54 | 52 | 39 | 52 |
| IV | 34 | 37 | 38 | 40 | 40 | 41 | 44 | 44 |

10.10. Bivariate Normal Distribution. The bivariate normal distribution is a generalization of a normal distribution for a single variate. Let $X$ and $Y$ be two normally correlated variables with correlation coefficient $\rho$ and $E(X)=\mu_{1}, \operatorname{Var}(X)=\sigma_{1}{ }^{2} ; E(Y)=\mu_{2}, \operatorname{Var}(Y)=\sigma_{2}{ }^{2}$. In deriving the bivariate normal distribution we make the following three assumptions.
(i) The regression of $Y$ on $X$ is linear. Since the mean of each array is on the line of regression $Y=\rho\left(\sigma_{2} / \sigma_{1}\right) X$, the mean or expected value of $Y$ is $\rho\left(\sigma_{2} / \sigma_{1}\right) X$, for different values of $X$.
(ii) The arrays are homoscedastic, i.e., variance in each array is same. The common variance of estimate of $Y$ in each array is then given by $\sigma_{2}{ }^{2}\left(1-\rho^{2}\right)$, $\rho$ being the correlation coefficient between variables $X$ and $Y$ and is independent of $X$.
(iii) The distribution of $Y$ in different arrays in normal. Suppose that one of the variates, say $X$, is distributed normally with mean 0 and standard deviation $\sigma_{1}$ so that the probability that a randor. valuedof $X$ will fall in the small interval $d x$ is

$$
g(x) d x=\frac{1}{\sigma_{1} \sqrt{(2 \pi)}} \cdot \exp \left(-x^{2} / 2 \sigma_{1}^{2}\right) d x
$$

The probability that a value of $Y$, taken at random in an assigned vertical array will fall in the interval $d y$ is

$$
h(y \mid x) d y=\frac{1}{\sigma_{2} \sqrt{2 \pi\left(1-\rho^{2}\right)}} \cdot \exp \left\{-\frac{1}{2 \sigma_{2}^{2}\left(1-\rho^{2}\right)}\left(y-\rho x \frac{\sigma_{2}}{\sigma_{1}}\right)^{2}\right\}
$$

The joint probability differential of $X$ and $Y$ is given by

$$
\begin{aligned}
& d P(x, y)=g(x) h(y \mid x) d x d y \\
= & \left.\frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \cdot e^{-\frac{1}{2 \sigma_{1}^{2}} \cdot x^{2}} e^{\left[-\frac{1}{2 \sigma_{2}^{2}\left(1-\rho^{2}\right)}\right.}\left(y-\rho \frac{\sigma_{2}}{\sigma_{9}}\right)^{2}\right] \\
= & \frac{1}{2 \pi \sigma_{1} \sigma_{2}} \frac{1}{\sqrt{\left(1-\rho^{2}\right)}} \cdot \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(\frac{x^{2}}{\sigma_{1}^{2}}-\frac{2 \rho x y}{\sigma_{1} \sigma_{2}}+\frac{y^{2}}{\sigma_{2}^{2}}\right)\right\}
\end{aligned}
$$

Shitung the origin to $\left(\mu_{1}, \mu_{2}\right)$, we get
$f_{X Y}(x, y)$

$$
\begin{align*}
&=\frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \cdot e^{-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\frac{\left(x-\mu_{1}\right)^{2}}{\sigma_{1}^{2}}-2 \rho \frac{\left(x-\mu_{1}\right)\left(y-\mu_{2}\right)}{\alpha_{1} \sigma_{2}}+\frac{\left(y-\mu_{2}\right)^{2}}{\sigma_{2}^{2}}\right\} ;} \\
&(-\infty<x<\infty,-\infty<y<\infty) \quad \ldots(10
\end{align*}
$$

where $\mu_{1}, \mu_{2}, \sigma_{1}(>0), \sigma_{2}(>0)$ and $\rho(-1<\rho<1)$ are the five parameters of the distribution. NORMAL COPBELLATION SURFACE


This is the density function of a bivariate normal distribution. The variables $X$ and $Y$ are said to be normally correlated and the surface $z=f(x, y)$ is known as the normal correlation surface. The nature of the normal correlation surface is indicated in the above diagram

Remarks 1. The vector ( $X, Y)^{\prime}$ following the joint p.d.f. $f(x, y)$ as given in (10.25), will be abbreviated as $(X, Y) \sim N\left(\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}, \rho\right)$ or $B V N\left(\mu_{1}, \mu_{2}\right.$, $\left.\sigma_{1}^{2}, \sigma_{2}^{2}, \rho\right)$. If in particular $\mu_{1}=\mu_{2}=0$ and $\sigma_{1}=\sigma_{2}=1$ then

$$
(X, Y) \sim N(0,0,1,1, \rho) \text { or } B V N(0,0,1,1, \rho)
$$

2. The curve $z=f(x, y)$ which is the equation of a surface in three dimensions, is called the 'Norma' Correlation Surface'.
10.10.1. Moment Generating Function of Bivariate Normal Distribution. Let ( $X, Y$ ) $\sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}, \rho\right)$. By def.,

$$
\begin{aligned}
& M_{X Y}\left(t_{1}, t_{2}\right)=E\left[e^{t_{1} X+t_{2} Y}\right]=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(t_{1} x+t_{2} y\right) . f(x, y) d x d y \\
& \text { Put } \frac{x-\mu_{1}}{\sigma_{1}}=u, \frac{y-\mu_{2}}{\sigma_{2}}=v,-\infty<(u, v)<\infty \\
& x=\sigma_{1} u+\mu_{1}, y=\sigma_{2} v+\mu_{2} \Rightarrow|J|=\sigma_{1} \sigma_{2} \\
& \therefore M_{X, \dot{Y}}^{\prime}\left(t_{1}, t_{2}\right)=\frac{\exp \left(t_{1} \mu_{1}+t_{2} \mu_{2}\right)}{2 \pi \sqrt{1-\rho^{2}}} \\
& \times \iint_{u v} \exp \left[t_{1} \sigma_{1} u+t_{2} \sigma_{2} v-\frac{1}{2\left(1-\rho^{2}\right)}\left\{u^{2}-2 \rho u v+v^{2}\right\}\right] d u d v \\
&=\frac{\exp \left(t_{1} \mu_{1}+t_{2} \mu_{2}\right)}{2 \pi \sqrt{1-\rho^{2}}} \\
& \times \int_{u . v} \exp \left[\frac{1}{2\left(1-\rho^{2}\right)}\left\{\left(u^{2}-2 \rho u v+v^{2}\right)-2\left(1-\rho^{2}\right)\left(t_{1} \sigma_{1} u+t_{2} \sigma_{2} v\right)\right\}\right] d u d v
\end{aligned}
$$

We have

$$
\begin{align*}
& \left(u^{2}-2 \rho u v+v^{2}\right)-2\left(1-\rho^{2}\right)\left(t_{1} \sigma_{1} u+t_{2} \sigma_{2} v\right) \\
& =\left((u-\rho v)-\left(1-\rho^{2}\right) t_{1} \sigma_{1}\right]^{2} \\
& +\left(1-\rho^{2}\right)\left\{\left(v-\rho t_{1} \sigma_{1}-t_{2} \sigma_{2}\right)^{2}-t_{1}^{2} \sigma_{i}^{2}-t_{2}{ }^{2} \sigma_{2}^{2}-2 \rho t_{1} t_{2} \sigma_{1} \sigma_{2}\right\} \tag{}
\end{align*}
$$

By taking

$$
\left.\begin{array}{c}
u-\rho v-\left(1-\rho^{2}\right) t_{1} \sigma_{1}=\omega\left(1-\rho^{2}\right)^{1 / 2} \\
v-\rho t_{1} \sigma_{1}-t_{2} \sigma_{2}=z
\end{array}\right\} \Rightarrow d u d v=\sqrt{1-\rho^{2}} d w d z
$$

and using (*), we get

$$
\begin{aligned}
& M_{X, Y}\left(t_{1}, t_{2}\right)=\exp \left[t_{1} \mu_{1}+t_{2} \mu_{2}+\frac{1}{2}\left(t_{1}{ }^{2} \sigma_{1}{ }^{2}+t_{2}{ }^{2} \sigma_{2}{ }^{2}+2 \rho t_{1} t_{2} \sigma_{1} \sigma_{2}\right)\right] \\
& \quad \times\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\omega^{2} / 2} d \omega\right] \times\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-z^{2} / 2} d z\right] \\
& =\exp \left[t_{1} \mu_{1}+t_{2} \mu_{2}+\frac{1}{2}\left(t_{1}{ }^{2} \sigma_{1}^{2}+t_{2}{ }^{2} \sigma_{2}{ }^{2}+2 \rho t_{1} t_{2} \sigma_{1} \sigma_{2}\right]\right] \ldots(10-26)
\end{aligned}
$$

In particular if $(X, Y) \sim B V N(0,0,1,1, \rho)$, then

$$
\begin{equation*}
M_{X, Y}\left(t_{1}, t_{2}\right)=\exp \left[\frac{1}{2}\left(t_{1}^{2}+t_{2}{ }^{2}+2 \rho t_{1} t_{2}\right)\right] \tag{10-26a}
\end{equation*}
$$

Theorem 10.5. Let $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$. Then $X$ and $Y$ are independent if and only if $\rho=0$.

Proof. (a) If $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$ and $\rho=0$, then $X$ and $Y$ are independent [c.f. Remark 2(a) to Theorem 10.2, page 10.5].

Aliter. $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$
$\therefore \quad M_{X, Y}\left(t_{1}, t_{2}\right)=\exp \left\{t_{1} \mu_{1}+t_{2} \mu_{2}+\frac{1}{2}\left(t_{1}{ }^{2} \sigma_{1}{ }^{2}+2 \rho t_{1} t_{2} \sigma_{1} \sigma_{2}+t_{2}{ }^{2} \sigma_{2}{ }^{2}\right)\right\}$
If $\rho=0$, then

$$
\begin{align*}
M_{X, Y}\left(t_{1}, t_{2}\right) & =\exp \left\{t_{1} \mu_{1}+\frac{1}{2} t_{1}^{2} \sigma_{1}^{2}\right\} \cdot \exp \left\{t_{2} \mu_{2}+\frac{1}{2} t_{2}^{2} \sigma_{2}^{2}\right\} \\
& =M_{X}\left(t_{1}\right) \cdot M_{Y}\left(t_{2}\right) \tag{}
\end{align*}
$$

[ $\because$ If $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}, \rho\right)$, then the marginal p.d.f.'s of $X$ and $Y$ are normal i.e., $X \sim N\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $Y \sim N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$ ].
$\left.{ }^{*}\right) \Rightarrow X$ and $Y$ are independent.
(b) Conversely if $X$ and $Y$ are independent, then $\rho=0$ [c.f. Theorem 10.2]

Theorem 10.6. ( $X, Y$ ) possesses a bivariate normal distribution if and only if every linear combination of $X$ and $Y$ viz., $a X+b Y, a \neq 0, b \neq 0$, is $a$ normal variate.

Proof. $(a)$ Let $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$, then we shall prove that $a X+b Y, a \neq 0, b \neq 0$ is a normal variate.

Since $(X, Y)$ has a bivariate normal distribution, we have*

$$
\begin{align*}
M_{X, Y}\left(t_{1}, t_{2}\right) & =E\left(e^{t_{1} X+t_{2} Y}\right) \\
& =e^{t_{1} \mu_{1}+t_{2} \mu_{2}+\frac{1}{2}\left(t_{1}^{2} \sigma_{1}^{2}+2 p t_{1} t_{2} \sigma_{1} \sigma_{2}+t_{2}^{2} \sigma_{2}^{2}\right)} \tag{}
\end{align*}
$$

Then m.g.f. of $Z=a X+b Y$, is given by:

$$
\begin{aligned}
M_{Z}(t) & =E\left(e^{t Z}\right)=E\left(e^{t(a X+b Y)}\right)=E\left(e^{a t X+b t Y}\right) \\
& =\exp \left\{t\left(a \mu_{1}+b \mu 2\right)+\frac{t^{2}}{2}\left(a^{2} \sigma_{1}^{2}+2 p a b \sigma_{1} \sigma_{2}+b^{2} \sigma_{2}^{2}\right)\right\}
\end{aligned}
$$

[Taking $t_{1}=a t, t_{2}=b t$ in (*)]
which is the m.g.f. of normal distribution with parameters

$$
\begin{equation*}
\mu=a \mu_{1}+b \mu_{2} ; \sigma^{2}=a^{2} \sigma_{1}^{2}+2 \rho a b \sigma_{1} \sigma_{2}+b^{2} \sigma_{2}^{2} . \tag{}
\end{equation*}
$$

Hence by uniqueness theorem of m.g.f:,

$$
Z=a X+b Y \sim N\left(\mu, \sigma^{2}\right)
$$

where $\mu$ and $\sigma^{2}$ are given in (**).
(b) Conversely, let $Z=a X+b Y, a \neq 0, b \neq 0$ be aınormal variate. Then we have to prove that $(X, Y)$ has a bivariate normal distribution.

Let

$$
Z=a X+b Y \sim N\left(\mu, \sigma^{2}\right)
$$

where $\quad \mu=E Z=E(a X+b Y)=a \mu_{x}+b \mu_{y}$
and

$$
\sigma^{2}=\operatorname{Var} Z=\operatorname{Var}(a X+b Y)=a^{2} \sigma_{x}^{2}+2 a b \rho \sigma_{x} \sigma_{y}+b^{2} \sigma_{y}^{2}
$$

$\therefore \quad M_{Z}(t)=\exp \left[t \mu+t^{2} \sigma^{2} / 2\right]$

$$
=\exp \left[t\left(a \mu_{x}+b \mu_{y}\right)+\frac{t^{2}}{2}\left(a^{2} \sigma_{x}^{2}+2 a b \rho \sigma_{x} \sigma_{y}+b^{2} \sigma_{y}^{2}\right)\right]
$$

$$
\begin{equation*}
=\exp \left[t_{1} \mu_{x}+t_{2} \mu_{y}+\frac{1}{2} \cdot\left(t_{1}{ }^{2} \sigma_{x}^{2}+2 \rho t_{1} t_{2} \sigma_{x} \sigma_{y}+t_{2}{ }^{2} \sigma_{y}{ }^{2}\right)\right] \tag{}
\end{equation*}
$$

where $t_{1}=a t$ and $t_{2}=b t$.
But (***) is the m.g.f. of $B V N$ distribution with parameters $\left(\mu_{x}, \mu_{y}, \sigma_{x}{ }^{2}\right.$. $\left.\sigma_{y}{ }^{2}, \rho\right)$. Hence by uniqueness theorem of m.g.f.

$$
(X, Y) \sim B V N\left(\mu_{X}, \mu_{Y}, \sigma_{X}^{2}, \sigma_{Y}^{2}, \rho\right)
$$

10•10.2. Marginal Distribution of Bivariate Normal. Distribution. The marginal distribution of random variable $X$ is given by

$$
f_{X}(x)=\int_{-\infty}^{\infty} f_{X Y}(x, y) d y
$$

$$
\begin{aligned}
& \text { Put } \\
& \begin{aligned}
& f_{X}(x)=\frac{\frac{y-\mu_{2}}{\sigma_{2}}=u \text {, then } d y=\sigma_{2} d u \text {. Therefore, }}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \\
& \times \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}-2 \rho u\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)+u^{2}\right\}\right] \sigma_{2} d u \\
&= \frac{1}{2 \pi \sigma_{1} \sqrt{\left(1-\rho^{2}\right)}} \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}\right] \\
& \times \cdot \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left\{u-\rho\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)\right\}^{2}\right] d u
\end{aligned}
\end{aligned}
$$

$$
\text { Put } \frac{1}{\sqrt{\left(1-\rho^{2}\right)}}\left[u-\rho\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)\right]=t, \text { then } d u=\sqrt{\left(1-\rho^{2}\right)} d t
$$

$$
\therefore \quad f_{X}(x)=\frac{2}{2 \pi \sigma_{1}} \cdot \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}\right] \int_{-\infty}^{\infty} \exp \left(-\frac{t^{2}}{2}\right) \cdot d t
$$

$$
=\frac{1}{2 \pi \sigma_{1}} \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}\right] \sqrt{2 \pi}
$$

$$
\begin{equation*}
=\frac{1}{\sigma_{1} \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}\right] \tag{10.27}
\end{equation*}
$$

Similarly, we shall get

$$
\begin{align*}
f_{Y}(y) & =\int_{-\infty}^{\infty} f_{X Y}(x, y) d x \\
& =\frac{1}{\sigma_{2} \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{y-\mu_{2}}{\sigma_{2}}\right)^{2}\right] \tag{10.27a}
\end{align*}
$$

Hence $X \sim N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $Y \sim N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$
Remark. We have proved that if $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$, then the marginal p.d.f.'s of $X$ and $Y$ are also normal. However, the converse is not true, i.e., we may have joint p.d.f. $f(X, Y)$ of $(X, Y)$ which is not
normal but the marginal p.d.f.'s may still be normal as discussed in the following illustration.

Consider the joint distribution of $X$ and $Y$ given by :

$$
\begin{align*}
f(x, y)= & \frac{1}{2}\left[\frac{1}{2 \pi\left(1-\rho^{2}\right)^{1 / 2}} \exp \left\{\frac{-1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right\}\right. \\
& \left.\quad+\frac{1}{2 \pi\left(1-\rho^{2}\right)^{1 / 2}} \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}+2 \rho x y+y^{2}\right)\right\}\right] \\
& =\frac{1}{2}\left[f_{1}(x, y)+f_{2}(x, y)\right] ;-\infty(x, y)<\infty \tag{10.27c}
\end{align*}
$$

where $f_{1}(x, y)$ is the p.d.f. of $B V N(0,0,1,1, \rho)$ distribution and $f_{2}(x, y)$ is the p.d.f. of $B V N(0,0,1,1,-\rho)$ distribution.

It can be easily verified that $f(x, y)$ is the joint p.d.f. of $(X, Y)$ and obviously $f(x, y)$ is not the p.d.f. of bivariate normal distribution.

Marginal distribution of $X$ in (10-27c)

$$
f_{X}(x)=\frac{1}{2}\left[\int_{-\infty}^{\infty} f_{1}(x, y) d y+\int_{-\infty}^{\infty} f_{2}(x, y) d y\right]
$$

But $\int_{-\infty}^{\infty} f_{1}(x, y) d y$ is the marginal p.d.f. of $X_{n}$ where
$(X, Y) \sim B V N(0,0,1,1, \rho)$ and is given by $X \sim N(0,1)$.
Similarly $\int_{-\infty}^{\infty} f_{2}(x, y) d y$ is the marginal p.d.f. of $X$, where $(X, Y) \sim B V N(0,0,1,1,-\rho)$ and is given by $X \sim N(0,1)$.

$$
\begin{align*}
\therefore \quad f_{X}(x) & =\frac{1}{2}\left[\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}+\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}\right] \\
& =\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} ;-\infty<x<\infty \tag{i}
\end{align*}
$$

$\Rightarrow X \sim N(0,1)$ i.e., the marginal distribution of $X_{i . .}(10 \cdot 27 c)$ is normal.
Similarly, we can show that that the marginal p.d.f. of $Y$ in $(10.27 c)$ is given by :

$$
\begin{align*}
f_{Y}(y) & =\frac{1}{2}\left[-\frac{1}{\sqrt{2 \pi}} e^{-y^{2} / 2}+\frac{1}{\sqrt{2 \pi}} e^{-y^{2} / 2}\right] \\
& =\frac{1}{\sqrt{2 \pi}} e^{-y^{2} / 2} ;-\infty<y<\infty  \tag{ii}\\
\Rightarrow \quad Y & \sim N(0,1) .
\end{align*}
$$

Hence if the marginal distributions of $X$ and $Y$ are normal (Gaussian), if does not necessarily imply that the joint distribution of $(X, Y)$ is bivariate normal.

For another illustration, see Question Number 17, Exercise $10(f)$.
We further note that for the joint p.d.f. ( $10 \cdot 27 c$ ), on using (i) and (ii), we, have

$$
E(X)=0, \sigma_{X}^{2}=1 \text { and } E(Y)=0, \sigma_{Y}^{2}=1
$$

$\therefore \quad \operatorname{Cov}(X, Y)=\frac{E(X Y)-E(X) E(Y)}{\sigma_{X} \sigma_{Y}}=E(X Y)$

$$
\begin{aligned}
& =\frac{1}{2}\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x y f_{1}(x, y) \dot{i} \ldots i y+\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x y f_{2}(x, y) d x d y\right] \\
& =\frac{1}{2}[\rho+(-\rho)]=0,
\end{aligned}
$$

because , for $f_{1}(x, y),(X, Y) \sim B V N^{\prime}(0,0,1,1, \rho)$ and for $f_{2}(x, y)$, $(X ; Y) \sim B V N(0,0,1,1,-\rho)$.

$$
\operatorname{Corr} \cdot(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sigma_{X} \sigma_{Y}}=0
$$

However, we have; [From (i) and (ii)]

$$
f_{X}(x) \cdot f_{Y}(y)=\frac{1}{2 \pi} e^{-\frac{1}{2}\left(x^{2}+y^{2}\right)} \neq f(x, y)
$$

$\Rightarrow \quad . \quad X$ and $Y$ are not independent.
The above example illustrates that we may have a joint density (nonGaussian) of $r v$ 's ( $X, Y$ ) in which the marginal p.d.f.'s of $X$ and $Y$ are normal and $\rho(X, Y)=0$ and yet $X$ and $Y$ are not independent.
10.10.3: Conditional Distributions. Conditional distribution of $X$ for a fixed $Y$ is given by

$$
\begin{aligned}
f_{X \mid Y}(x \mid y)= & \frac{f_{X Y}(x, y)}{f_{Y}(y)} \\
= & \frac{1}{\sqrt{2 \pi} \sigma_{1} \sqrt{\left(1-\rho^{2}\right)}} \exp \left[:-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}\right.\right. \\
- & \left.\left.2 \rho^{\cdot}\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)\left(\frac{y-\mu_{2}}{\sigma_{2}}\right)+\left(\frac{y-\mu_{2}}{\sigma_{2}}\right)^{2}\left(1-1-\rho^{2}\right)\right\}\right] \\
= & \frac{1}{\sigma_{1} \sqrt{2 \pi} \sqrt{\left(1-\rho^{2}\right)}} \\
& \times \exp \left[-\frac{1}{2\left(1-\rho^{2}\right) \sigma_{1}^{2}}\left\{\left(x-\mu_{1}\right)-\rho \frac{\sigma_{1}^{\prime}}{\sigma_{2}}\left(y-\mu_{2}\right)\right\}^{2}\right] \\
= & \frac{1}{\sqrt{2 \pi} \sigma_{1} \sqrt{\left(1-\rho^{2}\right)}} \\
& \times \exp \left[-\frac{1}{2\left(1-\rho^{2}\right) \sigma_{1}^{2}}\left\{x-\left(\mu_{1}+\rho \frac{\sigma_{1}}{\sigma_{2}}\left(y-\mu_{2}\right)\right)\right\}^{2}\right]
\end{aligned}
$$

which is the probability function of a unvariate normal distribution with mean and variance given by

$$
E(X \mid Y=y)=\mu_{1}+\rho \frac{\sigma_{1}}{\sigma_{2}}\left(y-\mu_{2}\right) \text { and } V(X \mid Y=y)=\sigma_{1}^{2}\left(1-\rho^{2}\right)
$$

Hence the conditional distribution of $X$ for fixed $Y$ is given by :

$$
\begin{equation*}
(X \mid Y=y) \sim N\left[\mu_{1}+\rho \frac{\sigma_{1}}{\sigma_{2}}\left(y-\mu_{2}\right), \sigma_{1}{ }^{2}\left(1-\rho^{2}\right)\right] \tag{10-27d}
\end{equation*}
$$

Similarly the conditional distribution of random variables $Y$ for a fixed $X$ is

$$
\begin{aligned}
f_{Y \mid X}(y \mid x)= & \frac{f_{X Y}(x, y)}{f_{X}(x)} \\
= & \frac{1}{\sqrt{2 \pi} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \\
& \times \exp \left[-\frac{1}{2\left(1-\rho^{2}\right) \sigma_{2}{ }^{2}}\left\{\left(y-\mu_{2}\right)-\rho \frac{\sigma_{2}}{\sigma_{1}}\left(x-\mu_{1}\right)\right\}^{2}\right], \\
& -\infty<y<\infty
\end{aligned}
$$

Thus the conditional distribution of $Y$ for fixed $X$ is given by

$$
\begin{equation*}
(Y \mid X=x) \sim N\left[\mu_{2}+\rho \frac{\sigma_{2}}{\sigma_{1}}\left(x-\mu_{1}\right), \sigma_{2}^{2}\left(1-\rho^{2}\right)\right] \tag{10-27e}
\end{equation*}
$$

It is apparent from the above results that the array means are collinear, i.e., the regression equations-are linear (involving linear functions of the independent variables) and the array variances are constant (i.e., free from independent variable). We express this by saying that the regression equations of $Y$ on $X$ and $X$ on $Y$ are linear and homoscedastic.

For $\rho=0$, the conditional variance $V(Y \mid X)$ is equal to the marginal variance $\sigma_{2}{ }^{2}$ and the conditional mean $E(Y \mid X)$ is equal to the marginal mean $\mu_{2}$ and the two variables become independent, which is also apparent from joint distribution function. In between the two extremes when $\rho= \pm 1$, the correlation coefficient $\rho$ provides a meāsure of degree of association or interdependence between the two variables.

Example 10.27. Show that for the bivariate normal distribution :

- $d P=$ const: $\exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right] d x d y$,
(i) M.G.F. is $M\left(t_{1}, t_{2}\right)=\exp \cdot\left[\frac{1}{2}\left(t_{1}{ }^{2}+2 p t_{1} t_{2}+t_{2}{ }^{2}\right)\right]$
(ii) Moments obey the recurrence relation,

$$
\mu_{r s}=(r+s-1) \rho \mu_{r-1, s^{s}-1}+(r-1)(s-1)\left(1-\rho^{2}\right) \mu_{r-2, s-2}
$$

Hence or otherwise, show that

$$
\mu_{r s}=0, \text { if } r+s \text { is odd, } \mu_{31}=3 \rho, \mu_{22}=1+2 p^{2},
$$

- [D̈Delhi Univ. A.Sc. (íStat. Hons.),1989]

Solution. (i) From the given probability function, we see that

$$
\mu_{1}=0=\mu_{2} \text { and } \sigma_{1}^{2}=1=\sigma_{2}^{2} .
$$

$\therefore$ From. $10.26 a$ ), we get

$$
M=M\left(t_{1}, t_{2}\right)=\exp \left[\frac{1}{2}\left(t_{1}^{2}+2 \rho t_{1} t_{2}+t_{2}^{2}\right)\right]
$$

$$
\begin{equation*}
\frac{\partial M}{\partial t_{1}}=M\left(t_{1}+\rho t_{2}\right) \text { and }^{\star} \frac{\partial M}{\partial t_{2}}=M\left(t_{2}+\rho t_{1}\right) \tag{ii}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial^{2} M}{\partial t_{1} \partial t_{2}} & =\frac{\partial}{\partial t_{1}}\left(\frac{\partial M}{\partial t_{2}}\right)=\frac{\partial}{\partial t_{1}}\left[M\left(t_{2}+\rho t_{1}\right)\right] \\
& =M \rho+\left(t_{2}+\rho t_{1}\right)\left(t_{1}+\rho t_{2}\right) M \\
\therefore \quad \frac{\partial^{2} M}{\partial t_{1} \partial t_{2}} & -\rho t_{1} \frac{\partial M}{\rho t_{1}}-\rho t_{2} \frac{\partial M}{\partial t_{2}} \\
& =\left[M \rho+\left(t_{2}+\rho t_{1}\right)\left(t_{1}+\rho t_{2}\right) M=\rho t_{1}\left(t_{1}+\rho t_{2}\right) M-\rho t_{2}\left(t_{2}+\rho t_{1}\right) M\right] \\
& =M\left[t_{1} t_{2}+\rho-\rho^{2} t_{1} t_{2}\right] \quad \text { (On simplification) } \\
& =M \rho+\left(1-\rho^{2}\right) M t_{1} t_{2} \\
\therefore \quad \frac{\partial^{2} M}{\partial t_{1} \partial t_{2}} & =\rho t_{1} \frac{\partial M}{\partial t_{1}}+\rho t_{2} \frac{\partial M}{\partial t_{2}}+M \rho+M\left(1-\rho^{2}\right) t_{1} t_{2} \quad \ldots\left({ }^{*}\right) \tag{}
\end{align*}
$$

But $\quad M=\exp \left[\frac{1}{2}\left(t_{1}{ }^{2}+2 p t_{1} t_{2}+t_{2}{ }^{2}\right)\right]=\sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \mu_{r s} \cdot \frac{t_{1}^{r} t_{2}^{s}}{r!s!}$
$\therefore$ ( $^{*}$ ) gives

$$
\sum^{\infty} \sum^{\infty} \mu_{r s} \cdot \frac{t_{1}^{r-1} t_{2}^{s-1}}{(r-1)!(s-1)!}
$$

$r=1 s=1$

$$
\begin{aligned}
& =\left[\rho \sum_{r=1}^{\infty} \sum_{s=0}^{\infty} r \mu_{r s} \cdot \frac{t_{1}^{r} t_{2}^{s}}{r!s!}+\rho \sum_{r=0}^{\infty} \sum_{s=1}^{\infty} s \mu_{r s} \cdot \frac{t_{1}^{r} t_{2}^{s}}{r!s!}\right. \\
& \left.\quad+\rho \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \mu_{r s} \cdot \frac{t_{1}{ }^{r} t_{2}^{s}}{r!s!}+\left(1-\rho^{2}\right) \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \mu_{r s} \cdot \frac{t_{1}^{r+1} t_{2} s+1}{r!s!}\right]
\end{aligned}
$$

Equating the coefficients of $\frac{t_{1}^{r-1}}{(r-1)!} \cdot \frac{t_{2}^{s-1}}{(s-1)!}$ on both sides, we get

$$
\begin{array}{rlrl}
\mu_{r s} & =\left[\rho(r-1) \mu_{r-1, s-1}+\rho(s-1) \mu_{r-1, s-1}+\rho^{2} \mu_{r-1, s-1}\right. \\
& & \left.+\left(1-\rho^{2}\right)(r-1)(s-1) \mu_{r-2, s-2}\right] \\
\Rightarrow \quad \mu_{r s} & =(r+s-1) \rho \mu_{r-1, s-1}+(r-1)(s-1)\left(1-\rho^{2}\right) \mu_{r-2, s-2}
\end{array}
$$

In particular

|  | $\mu_{31}=3 \rho \mu_{2,0}+0=3 \rho \sigma_{1}{ }^{2}=3 \rho$ | $\left.\sigma_{1}{ }^{2}=1\right)$ |
| :---: | :---: | :---: |
| $\mu_{22}=3 \rho \mu_{1,1}+\left(1-\rho^{2}\right) \mu_{0,0}=3 p^{2}+\left(1-\rho^{2}\right) .1$. |  |  |
| Also | $\mu_{03}=\mu_{30}=0$ |  |
|  | $\mu_{12}=2 p \mu_{0,1}+0=0$ | $\left(\because \mu_{01}=\mu_{10}=0\right)$ |
|  | $\mu_{23}=4 p \mu_{1 ; 2}+1 \cdot 2\left(1-p^{2}\right) \mu_{0,1}=0$ |  |
| Similarly, we will get $\mu_{21}=0, \mu_{32}=0$ |  |  |
| If $r+s$ is odd, so is $(r-1)+(s-1),(r-2)+(s-2)$, and so on. |  |  |
|  |  |  |

$$
\mu_{r s}=0, \text { if } r+s \text { is odd. }
$$

Example 10.28. Show that if $X_{1}$ and $X_{2}$ are standard normal variates with correlation coefficient $\rho$ between them, then the correlation coefficient between $X_{1}{ }^{2}$ and $X_{2}{ }^{2}$ is given by $\rho^{2}$ :

Solution. Since $X_{1}$ and $X_{2}$, are two standard no-mal variates, we have

$$
\begin{equation*}
E\left(X_{1}\right)=E\left(X_{2}\right)=0 \text { and } V\left(X_{1}\right)=E\left(X_{1}^{2}\right)=1=V\left(X_{2}\right)=E\left(X_{2}^{2}\right) \tag{10-26}
\end{equation*}
$$

$\therefore \quad M x_{1}, x_{2}\left(t_{1}, t_{2}\right)=\exp \left[\frac{1}{2}\left(t_{1}{ }^{2}+2 \rho t_{1} t_{2}+t_{2}{ }^{2}\right)\right]$
Now $\rho\left(X_{1}{ }^{2}, X_{2}{ }^{2}\right)=\frac{E\left(X_{1}{ }^{2} X^{2}{ }^{2}\right)-E\left(X_{1}{ }^{2}\right) E\left(X_{2}{ }^{2}\right)}{\sqrt{\left[E\left(X_{1}{ }^{4}\right)-\left\{E\left(X_{1}{ }^{2}\right)\right\}^{2}\right] ~ \mid\left[E\left(X_{2}{ }^{4}\right)-\left\{E\left(X_{2}{ }^{2}\right)\right\}^{2}\right]}}$
where $E\left(X_{1}{ }^{2} X_{2}{ }^{2}\right)=$ Coefficient of $\frac{t_{1}{ }^{2}}{2!} \cdot \frac{t_{2}{ }^{2}}{2!}$ in $M\left(t_{1}, t_{2}\right)=\left(2 \rho^{2}+1\right)$

$$
\begin{aligned}
E\left(X_{1}^{4}\right) & =\text { Coefficient of } \frac{t_{1}^{4}}{4!} \text { in } M\left(t_{1}, t_{2}\right)=3 \\
E\left(X_{2}^{4}\right) & =\text { Coefficient of } \frac{t_{2}^{4}}{4!} \text { in } M\left(t_{1}, t_{2}\right)=3 \\
\therefore \quad \rho\left(X_{1}{ }^{2}, X_{2}^{2}\right) & =\frac{2 \rho^{2}+1-1}{\sqrt{(3-1)} \sqrt{(3-1)}}=\rho^{2}
\end{aligned}
$$

Example 10.29. The variables $X$ and $Y$ with zero means and standard deviations $\sigma_{1}$ and $\sigma_{2}$ are normally correlated with correlation coefficient $\rho$. Show that $U$ and $V$ defined as

$$
U=\frac{X}{\sigma_{1}}+\frac{Y}{\sigma_{2}} \text { and } V=\frac{X}{\sigma_{1}}-\frac{Y}{\sigma_{2}}
$$

are independent normal variates with variances $2(1+\rho)$ and $2(1-\rho)$ respectively.

Solution. We are given that
$d F(x, y)=\frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\frac{x^{2}}{\sigma_{1}{ }^{2}}-\frac{2 \rho x y}{\sigma_{1} \sigma_{2}}+\frac{y^{2}}{\sigma_{2}{ }^{2}}\right\}\right] d x d y$ $-\infty<(x, y)<\infty$
Also

$$
u=\frac{x}{\sigma_{1}}+\frac{y}{\sigma_{2}}, v=\frac{x}{\sigma_{1}}-\frac{y}{\sigma_{2}}
$$

$\therefore \frac{1}{2}(u+v)=\frac{x}{\sigma_{1}}$ and $\frac{1}{2}(u-v)=\frac{y}{\sigma_{2}} \Rightarrow x=\frac{\sigma_{1}}{2}(u+v)$ and $y=\frac{\sigma_{2}}{2}(u-v)$
Jacobian of transformation $J$ is given by

$$
\begin{aligned}
& J=\frac{\partial\left(x_{1} y\right)}{\partial(u, v)}=\left|\begin{array}{cc}
\frac{1}{2} \sigma_{1} & \frac{1}{2} \sigma_{1} \\
\frac{1}{2} \sigma_{2} & -\frac{1}{2} \sigma_{2}
\end{array}\right|=-\frac{\sigma_{1} \sigma_{2}}{2} \\
& \quad \frac{x^{2}}{\sigma_{1}{ }^{2}}+\frac{y^{2}}{\sigma_{2}^{2}}=\frac{1}{4}\left[(u+v)^{2}+(u-v)^{2}\right]=\frac{1}{2}\left(u^{2}+v^{2}\right) \\
& d F_{1}(u, v)=\frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \\
& \quad \times \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)} \cdot\left\{\frac{1}{2}\left(u^{2}+v^{2}\right)-2 \rho\left(\frac{u^{2}-v^{2}}{4}\right)\right]\right] \frac{\sigma_{1} \sigma_{2}}{2} d u d v
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2 \pi .2 \sqrt{\left(1-\rho^{2}\right)}} \exp \left[-\frac{1}{4\left(1-\rho^{2}\right)}\left\{(1-\rho) u^{2}+(1+\rho) v^{2}\right\}\right] d u d v \\
& =\frac{1}{2 \pi \sqrt{2(1-\rho) \sqrt{2(1+\rho)}} \exp \left[-\frac{u^{2}}{2(1+\rho) 2}-\frac{v^{2}}{2(1-\rho) 2}\right] d u d v} \\
& =\left[\frac{1}{\sqrt{2 \pi} \sqrt{2(1+\rho)}} \cdot \exp \left\{-\frac{u^{2}}{2(1+\rho) 2}\right)\right] d u \\
& \quad \times\left[\frac{1}{\sqrt{2 \pi} \sqrt{2(1-\rho)}} \cdot \exp \left\{-\frac{v^{2}}{2(1-\rho) 2}\right\}\right] d v \\
& =\left[f_{1}(u) d u\right]\left(f_{2}(v) d v\right],(\text { say })
\end{aligned}
$$

where

$$
f_{1}(u)=\frac{1}{\sqrt{2 \pi} \sqrt{2(1+\rho)}} \cdot \exp \left\{-\frac{u^{2}}{2(1+\rho) 2}\right\}
$$

and

$$
f_{2}(v)=\frac{1}{\sqrt{2 \pi} \sqrt{2(1-\rho)}} \cdot \exp \left\{-\frac{v^{2}}{2(1-\rho) 2}\right\}
$$

Hence $U$ and $V$ are independently dis̄tributed, $U$ as $N[0,2(1+\rho)]$ and $V$ as $N[0,2(1-p)]$.

Aliter. Find joint m.g.f. of $U$ and $V$ viz.,

$$
M\left(t_{1}, t_{2}\right)=E\left(e^{t_{1} U+t_{2} V}\right)=E\left[e^{X\left(t_{1}+t_{2}\right) / \sigma_{1}+Y\left(t_{1}-t_{2}\right) / \sigma_{2}}\right]
$$

and use $E\left(e^{t_{1} X+t_{2} Y_{\cdot}}\right)=\exp \left[\left(t_{1}{ }^{2} \sigma_{1}{ }^{2}+t_{2}{ }^{2} \sigma_{2}{ }^{2}+2 p t t_{2} \sigma_{1} \sigma_{2}\right) / 2\right]$
Example 10.30. If $X$ and $Y$ are standard normal variates with co-efficient of correlation $\rho$, show that
(i) Regression of $Y$ on $X$ is linear.
(ii) $X+Y$ and $X-Y$ are independently distributed.
(iii) $Q=\frac{" X^{2}-2 \rho X Y+Y^{2}}{\left(1-\rho^{2}\right)}$ is distributed like a chi-square, i.e., as that of the sum of the squares of standard normal variates.
(Madras Unid. B.E., 1990)
Solution. (i) c.f. § $10 \cdot 10 \cdot 3$.
(ii) Let $u=x+y$ and $v=x-y$
$d F(x, y)=\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right] d x d y$
Now $\quad x=\frac{u+v}{2}, y=\frac{u-v}{2}$
$\therefore \quad J=\left|\begin{array}{ll}\frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} \\ \frac{\partial y}{\partial u} & \frac{\partial y}{\partial v}\end{array}\right|=\left|\begin{array}{cc}\frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2}\end{array}\right|=-\frac{1}{2}$

where $\quad C=\frac{1}{4 \pi \sqrt{1-\dot{\rho}^{2}}}$
$\therefore d G(u, v)=C \exp \left[-\frac{1}{4\left(1-\rho^{2}\right)}\left\{(1-\rho) u^{2}+(1+\rho) \nu^{2}\right\}\right] d u d v$
$=\left[C_{1} \exp \left\{-\frac{u^{2}}{4(1+\rho)}\right\} d u\right] \times\left[C_{2} \exp \left\{-\frac{v^{2}}{4(1-\rho)}\right\} d v\right]$
$=\left[g_{1}(u) d u\right]\left[g_{2}(v) d v\right]$, (say).
Hence $U$ and $V$ are independently distributed.
(iii) $M_{Q}(t)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{t Q} d F(x, y)$

$$
\begin{aligned}
& =\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp (t Q) \\
& \quad \times \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left\{x^{2}-2 \rho x y+y^{2}\right\}\right] d x d y \\
& =\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(t Q-\frac{Q}{2}\right) d x d y \\
& =\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\frac{Q}{2}(1-2 t)\right] d x d y
\end{aligned}
$$

Put $\sqrt{(1-2 t)} x=u$ and $\sqrt{(1-2 t)} y=v$
$\therefore \quad d x=\frac{d t}{\sqrt{(1-2 t)}}$ and $d y=\frac{d v}{\sqrt{(1-2 t)}}$
Also $\quad Q=\frac{1}{\left(1-\rho^{2}\right)}\left[x^{2}-2 \rho x y+y^{2}\right]=\frac{1}{\left(1-\rho^{2}\right)}\left[\frac{u^{2}-2 \rho u v+v^{2}}{1-2 l}\right]$
$\therefore \quad M_{Q}(t)=\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)(1-2 t)}}$
$\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left(u^{2}-2 \rho u v+v^{2}\right)\right] d u d v$
$=\frac{1}{(1-2 t)} \cdot 1=(1-2 t)^{-1}$
which is the m.g.f. of chi-square $\left(\chi^{2}\right)$ variare ${ }^{*}$ with-n $(=2)$ degrees of freedom.
Example 10.31. Let $X$ and $Y$ be independent standard normal variates. Obtain the m.g.f. of XY.
[Gauhati Univ. M.Sc., 1992]
Solution. We have, by definition :

$$
M_{X Y}(t)=E\left(e^{\alpha X Y}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i x y} . f(x, y) d x d y
$$

Since $X$ and $Y$ are independent standard normal variates, their joint p.d.f. $f(x, y)$ is given by :

$$
\begin{aligned}
& f(x, y)=f_{1}(x) \cdot f_{2}(y)=\frac{1}{2 \pi} e^{-x^{2} / 2} e^{-y^{2} / 2} ;-\infty<(x, y)<\infty \\
& \therefore \quad M_{X Y}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{1}{2}\left(x^{2}-2 t x y+y^{2}\right)} d x d y \\
&=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2\left(1-t^{2}\right)}\right. \\
& \times\left\{\frac{x^{2}}{1 /\left(1-t^{2}\right)}-\frac{2 t \cdot x \cdot y}{\left.\left(1 / \sqrt{\left.1-t^{2}\right)\left(1 / \sqrt{\left.1-t^{2}\right)}\right.}+\frac{y^{2}}{1 /\left(1-t^{2}\right)}\right\}\right] d x d y} \ldots\left({ }^{*}\right)\right.
\end{aligned}
$$

If $(U, V) \sim B V N\left(0,0, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$, then we have

$$
\begin{gather*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}}} \cdot e^{-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\frac{x^{2}}{\sigma_{1}^{2}}-\frac{2 \rho x y}{\sigma_{1} \sigma_{2}}+\frac{y^{2}}{\sigma_{2}^{2}}\right\}} d x d y=1 \\
\Rightarrow \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-\frac{1}{2\left(1-\rho^{2}\right)}\left\{\left\{\frac{x^{2}}{\sigma_{1}^{2}}-\frac{2 \rho x y}{\sigma_{1} \sigma_{2}}+\frac{\nu^{2}}{\sigma_{2}^{2}}\right\}\right.} d x d y=2 \pi \sigma_{1} \sigma_{2} \sqrt{1-\rho^{2}} \quad \ldots .^{* *} . \tag{}
\end{gather*}
$$

Comparing ( ${ }^{*}$ ) and ( ${ }^{* *}$ ) with

$$
\begin{aligned}
\sigma_{1}^{2} & =\sigma_{2}^{2}=\frac{1}{\left(1-t^{2}\right)} \text { and } \rho=t, \text { we get } \\
M_{X Y}(t) & =\frac{1}{2 \pi} \cdot 2 \pi \frac{1}{\sqrt{1-t^{2}}} \cdot \frac{1}{\sqrt{1}-t^{2}} \cdot \sqrt{1-t^{2}} \\
\Rightarrow \quad M_{X Y}(t) & =\left(1-t^{2}\right)^{1 / 2} ;-1<t<1
\end{aligned}
$$

Example 10.32. Let $X$ and $Y$ have bivariate normal distribution with parameters:
$\mu_{X}=5, \mu_{Y}=10, \sigma_{X}{ }^{2}=1, \sigma_{Y}{ }^{2}=25$ and $\operatorname{Corr}(X, Y)=\rho$.
(a) If $\rho>0$, find $\rho$ wheri $P(4<Y<16 \mid X=5)=0.954$
[Delhi Univ. B.Sc. (Math. Hons.), 1993, '83]

[^3](b) If $\rho=0$, find $P(X+Y \leq 16)$.

Solution. Since $(X, Y) \sim B V N\left(\mu_{X}, \mu_{Y}, \sigma_{X}{ }^{2}, \sigma_{Y}{ }^{2}, \rho\right)$, the conditional distribution of $Y$ given $X=x$ is also normal.

$$
\begin{aligned}
& \quad \begin{aligned}
\quad(Y \mid X=x) \sim N[\mu & \left.=\mu_{Y}+\frac{\rho \sigma_{Y}}{\sigma_{X}}\left(x-\mu_{X}\right), \sigma^{2}=\sigma_{Y}^{2}\left(1-\rho^{2}\right)\right] \\
\therefore \quad(Y \mid X=5) \sim N[\mu & \left.=10+\rho \times \frac{5}{1}(5-5), \sigma^{2}=25\left(1-\rho^{2}\right)\right] \\
& =N\left[\mu=10, \sigma^{2}=25\left(1-\rho^{2}\right)\right]
\end{aligned} \\
& \text { We want } \rho \text { so that }
\end{aligned}
$$

$$
P(4<Y<16 \mid X=5)=0.954
$$

where

$$
Z=\frac{Y-\mu}{\sigma}=\frac{Y-10}{5 \sqrt{\left(1-\rho^{2}\right)}} \sim N(0,1)
$$

$$
\Rightarrow \quad P\left(\frac{4-10}{\sigma}<\lambda<\frac{16-10}{\sigma}\right)=0.954
$$

$$
\begin{equation*}
\Rightarrow \quad P\left(\frac{-6}{\sigma}<Z<\frac{6}{\sigma}\right)=0.954 \tag{*}
\end{equation*}
$$

But we know that if $Z \sim N(0,1)$, then

$$
\begin{equation*}
P(-2<Z<2)=0.954 \tag{**}
\end{equation*}
$$

Comparing (*) and (**), we get

$$
\begin{array}{ll} 
& \frac{6}{\sigma}=2 \Rightarrow \sigma=3 \Rightarrow \sigma^{2}=9=25\left(1-\rho^{2}\right) \\
\therefore & 1-\rho^{2}=\frac{9}{25} \Rightarrow \rho^{2}=\frac{16}{25} \Rightarrow \rho=\frac{4}{5}=0.8
\end{array}
$$

(b) Since ( $X, Y$ ) have bivariate normal distribution,

$$
\rho=0 \Rightarrow X \text { and } Y \text { are independent } r \nu^{\prime} \text { s }
$$

and

$$
X \sim N\left(\mu_{X}, \sigma_{X}^{2}\right) \text { and } Y \sim N\left(\mu_{Y}, \sigma_{Y}^{2}\right)
$$

$$
\therefore \quad X+Y \sim N\left(\mu=\mu_{X}+\mu_{Y}, \sigma^{2}=\sigma_{X}{ }^{2}+\sigma_{Y}{ }^{2}\right)=N(15,26)
$$

Hence

$$
P(X+Y \leq 16)=P\left(Z \leq \frac{16-15}{\sqrt{26}}\right)
$$

where

$$
Z=\frac{(X+Y)-\mu}{\sigma} \sim N(0,1) .
$$

$$
\therefore \quad P(X+Y \leq 16)=P\left(Z \leq \frac{1}{\sqrt{26}}\right)=\Phi(1 / \sqrt{26}),
$$

where $\Phi(z)=P(Z \leq z)$, is the distribution function of standard normal variate.

$$
\text { Remark. } \begin{aligned}
P(X+Y \leq 16) & =P\left(Z \leq \frac{1}{5.099}\right)=P(Z \leq 0.196) \\
& =0.5+P(0 \leq Z \leq 0.196) \\
& =0.5+0.0793 \text { (approx.) } \\
& =0.5793 .
\end{aligned}
$$

## EXERCISE 10(f)

1. (a) Define conditional and marginal distributions. If $X$ and $Y$ follow bivariate normal distribution, find ( $i$ ) the conditional distribution of $X$ given $Y$ and ( $i i$ ) the marginal distribution of $X$. Show that the conditional mean of $X$ is dependent on the given $Y$, but the conditional variance is independent of it.
(b) Define Bivariate Normal distrịution. If $(X, Y)$ has a bivariaṭe normal distribution, find the marginal density function $f_{X}(x)$ of $X$.
[Delhi Univ. B.Sc. Maths. Hons.), 1988]
2. (a) The marks $X$ and $Y$ scored by candidates in an examination in two subjects Mathematics and Statistics are known to follow a bivariate normal distribution. The mean of $X$ is 52 and its standard deviation is 15 , while $Y$ has mean 48 and standard deviation 13. Also the coefficient of correlation between $X$ and $Y$ is 0.6 .

Write duwn the joint distribution of $X$ and $Y$. If 100 marks in the aggregate are needed for a pass in the examination, show how to calculate the proportion of candidates who pass the examination?
(b) A manufacturer of electric bulbs, in his desire for putting only good bulbs for sale, rejects all bulbs for which a certain quality characteristic $X$ of the filament is less than 65 units. Assume that the quality characteristic $X$ and the life $Y$, of the bulb in hours are jointly normally distributed with parameters gi?en below :

|  | $X$ | $Y$ |
| :--- | ---: | ---: |
| Mean | 80 | 1100 |
| Standard deviation | 10 | 10 |

Correlation coefficient $\rho(X, Y)=0.60$
Find ( $i$ ) the proportion of bulbs produced that will burn for less thian 1000 hours, (ii) the proportion of bulbs produced that will be put for sale, (iii) the average life of bulbs put for sale.
3. (a) Determine the parameters of the bivariate normal distribution :

$$
f(x, y)=k \exp \left[-\frac{8}{27}\left((x-7)^{2}-2(x-7)(y+5)+4(y+5)^{2}\right\}\right]
$$

Also find the value of $k$.
(b) For the bivariate normal distribution :

$$
(X, Y) \sim B V N\left(1,2,4^{2}, 5^{2}, \frac{12}{13}\right)
$$

find $\quad(i) P(X>2)$, (ii) $P(X>2 \mid Y=2)$.
(c) The bivariate random variable $\left(X_{1}, X_{2}\right)$ have a bivariate normal distribution with means 60 and 75 and standard deviations 6 and 12 with a correlation coefficient of 0.55 . Find the following probabilities:
(i) $P\left(65 \leq X_{1} \leq 75\right)$, (ii) $P\left(71 \leq X_{2} \leq 80 \mid X_{1}=55\right)$ and (iii) $P\left(\left|X_{1}-X_{2}\right| \geq 15\right)$.
4. For a bivariate normal distribution :

$$
\begin{aligned}
f_{X Y}(x, y)=\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)}} \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right\} \\
-\infty<(x, y)<\infty
\end{aligned}
$$

Find (i) marginal distribution of $X$ and $Y$,
(ii) conditional distribution of $Y$ given $X$,
(iii) distribution of $\frac{1}{\left(1-\rho^{2}\right)}\left[x^{2}-2 \rho x y+y^{2}\right]$,
and (iv) show that in general $X$ and $Y$ are stochastically dependent and will be independent if and only if $\rho=0$.
5. Let the joint p.d.f. of $X$ and $Y$ be

$$
\begin{aligned}
& f(x, y)=\frac{1}{2 \pi \sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}} \\
& \quad \times \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left[\frac{\left(x-\mu_{1}\right)^{2}}{\sigma_{1}{ }^{2}}-2 \rho \frac{\left(x-\mu_{1}\right)}{\sigma_{1}} \quad \frac{\left(y-\mu_{2}\right)}{\sigma_{2}}+\frac{\left(y-\mu_{2}\right)^{2}}{\sigma_{2}{ }^{2}}\right]\right\}
\end{aligned}
$$

where $-\infty<x<\infty,-\infty<y<\infty,-1<\rho<1$.
(i) Find the marginal distribution of $X$.
(ii) inind the conditional distribution of $Y$ given $X=x$.
(iii) Show that the regression of $Y$ on $X$ is linear and homoscedastic.
(iv) Find $P(3<Y<8 \mid X=7)$, given that $\dot{\mu}_{1}=3, \mu_{2}=1, \sigma_{1}{ }^{2}=16$,. $\sigma_{2}{ }^{2}=25, \rho=0 \cdot 6$,
(v) Find the procability of the simultaneous materialization of the inequalities, $X>E(X)$ and $Y>E(Y)$
Hint. (v) Required probability $p$ is given by

$$
\begin{aligned}
p & \left.=P[X>E(X), Y>E(Y)]=P\left[X>\mu_{1}\right) \cap\left(Y>\mu_{2}\right)\right] \\
& =\int_{\mu_{1}}^{\infty} \int_{\mu_{2}}^{\infty} f(x, y) d x d y \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi \sqrt{1-\rho^{2}}} \cdot \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left(u^{2}-2 \rho u v+v^{2}\right)\right] d u d v, \\
& \quad\left(u=\frac{x-\mu_{1}}{\sigma_{1}}, v=\frac{y-\mu_{2}}{\sigma_{2}}\right) .
\end{aligned}
$$

Now proceed as in Hint to Question Number 9(b).
6. Let the random variables $X$ and $Y$ be assumed to have a joint bivariate normal distribution with

$$
\mu_{1}=\mu_{2}=0, \sigma_{1}=4, \sigma_{2}=3 \text { and } r(X, Y)=0.8 .
$$

(i) Write down the joint density function of $X$ and $Y$.
(ii) Write down the regression of $Y$ on $X$.
(iii) Obtain the joint density of $X+Y$ and $X-Y$.
7. For the distribution of random variables $X$ and $Y$ given by

$$
d F=k \operatorname{èxp}\left[-\frac{1}{2\left(1-\dot{\rho}^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right] d x d y ;-\infty \leq x \leq \infty,-\infty \leq y \leq \infty .
$$

Obtain
(i) the constant $k$,
(ii) the distributions of $X$ and $Y$,
(iii) the distributions of $X$ for given $Y$ and of $Y$ for given $X$,
(iv) the curves of regression of $\ddot{Y}$ on $X$ and of $X$ on $Y$,
and $(v)$ the distributions of $X+Y$ and $X-Y$.
8. Let ( $X, Y$ ) be a bivariate normal random variable with $E(X)=E(Y)=0$, $\operatorname{Var}(X)=\operatorname{Var}(Y)=1$ and $\operatorname{Cov}(X, Y)=\rho$. Show that the random variable $Z=Y / X$ has a Caucily distribution.
[Delhi Univ. B.Sc. (Maths. Hons.), 1989]
Ans. $f(z)=\frac{1}{\pi}\left[\frac{\left(1-\rho^{2}\right)^{1 / 2}}{\left(1-\rho^{2}\right)+(z-\rho)^{2}}\right],-\infty<z<\infty$.
9. (a) If $(X, Y) \sim N\left(\mu_{x}, \mu_{y}, \sigma_{x}^{2}, \sigma_{y}^{2}, \rho\right)$, prove that

$$
P\left(X>\mu_{x} \cap Y>\mu_{y}\right)=\frac{1}{4}+\frac{\sin ^{-1} \rho}{2 \pi}
$$

[Delhi Univ. M.Sc. (Stat.), 1987]
(b) If $(X, Y) \sim N(0,0,1,1, \rho)$ then prove that

$$
P(X>0 \cap Y>0)=\frac{1}{4}+\frac{\sin ^{-1} p}{2 \pi} .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]

Hint. $p=P(X>0 \cap Y>0)$

$$
=\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \times \int_{0}^{\infty} \int_{0}^{\infty} \exp \left[-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right] d x d y
$$

Put $x=r_{i} \cos \theta, \quad y=r \sin \theta \Rightarrow|J|=r ; 0<r<\infty, 0 \leq \theta \leq \pi / 2$
$\therefore p=\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \int_{0}^{\infty} \int_{0}^{\pi / 2} \operatorname{xp}\left[-\frac{r^{2}}{2\left(1-\rho^{2}\right)}(1-\rho \sin 2 \theta)\right] r d r d \theta$
Now integrate first w.r. to $r$ and then w.r. to $\theta$.
10. (a) Let $X_{1}$ and $X_{2}$ be two indepenaent normally distributed variables with zero means and unit variances. Let $Y_{1}$ and $Y_{2}$ be the linear functions of $X_{1}$ and $X_{2}$ defined by

$$
Y_{1}=m_{1}+l_{11} X_{1}+l_{12} X_{2}, \quad Y_{2}=m_{2}+l_{21} X_{1}+l_{22} X_{2}
$$

Show that $Y_{1}$ and $Y_{2}$ are normally distributed with means $m_{1}$ and $m_{2}$, variances $\mu_{20}=l_{11}^{2}+l_{12}^{2}, \mu_{02}=l_{21}^{2}+l_{22^{2}}$, and covariance $\mu_{11}{ }^{2}=l_{11} l_{21}+l_{12} l_{22}$.
(b) Let $X_{1}$ and $X_{2}$ be independent standard normal variates. Show that the variates $Y_{1}, Y_{2}$ defined by
$Y_{1}=a_{1}+b_{11} X_{1}+b_{12} X_{2}, Y_{12}=a_{2}+b_{21} X_{1}+b_{22} X_{2}$ are dependent normal variates and find their mean and variance.

Hịnt. $Y_{1}$ and $Y_{2}$, being linear combination of S.N.V's are also normally (distributed. To prove that they are dependent, it is sufficient to prove that $r\left(Y_{1}, Y_{2}\right) \neq 0$. [c.f. Remark 2 to Theorem 10-2)
11. (a) Show that, if $X$ and $Y$ are independent normal variates with zero means and variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively, the point of inflexion of the curve of intersection of the normal correlation surface by planes through the $z$-axis, lie on the elliptical cylinder,

$$
\frac{X^{2}}{\sigma_{1}^{2}}+\frac{Y^{2}}{\sigma_{2}^{2}}=1
$$

(b) If $X$ and $Y$ are bivariate normal variates with standard deviations unity and with correlation coefficient $p$, show that the regression of $X^{2}\left(Y^{2}\right)$ on $Y^{2}$ $\left(X^{2}\right)$ is strictly linear. Also show that the regression of $X(Y)$ on $Y^{2}\left(X^{2}\right)$ is not linear.
12. For the bivariate normal distribution :

$$
d F=k \exp \left[-\frac{2}{3}\left(x^{2}-x y+y^{2}-3 x+3 y+3\right)\right] d x d y
$$

obtain (i) the marginal distribution of $Y$, and
(ii) the conditional distribution of $Y$ given $X$.

Also obtain the characteristic function of the above bivariate normal ditribution and hence the covariance between $X$ and $Y$.
13. Let $f$ and $g$ be the p.d.f.'s with corresponding distribution functions $F$ and $G$. Also let

$$
h(x, y)=f(x) g(y)[1+\alpha(2 F(x)-1)(2 G(y)-1)]
$$

where $|\alpha| \leq 1$, is a constant and $h$ is a bivariate p.d.f. with marginal p.d.f.'s $f$ and $g$. Further Ïet $f$ and $g$ be p.d.f.'s of $N(0,1)$ distribution. Then prove that :

$$
\operatorname{Cov}(X, Y)=\alpha / \pi
$$

14. If $(X, Y) \sim B V N\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, p\right)$, compute the correlation coefficient between $e^{X}$ and $e^{Y}$.

Hint. Let $U=e^{X}, V=e^{Y}$.

$$
\begin{aligned}
\mu_{r s}^{\prime}= & E\left(U^{r} . V^{s}\right)=E\left[e^{r X+s Y}\right] \\
= & \exp \left[r \mu_{1}+s \mu_{2}+\frac{1}{2}\left(r^{2} \sigma_{1}^{2}+s^{2} \sigma_{2}^{2}+2 p r s\right)\right] \\
& \quad\left[\text { c.f. m.g.f. of } B . V . N . \text { distribution : } t_{1}=r, t_{2}=s\right] \\
E(U) & =\mu_{10}^{\prime} ; E\left(U^{2}\right)=\mu_{20}^{\prime}, E(U V)=\mu_{11}^{\prime} \text { and so on. }
\end{aligned}
$$

Now
Ans. $\rho(U, V)=\frac{e^{\rho \sigma_{1} \sigma_{2}}-1}{\left[\left(e_{1}^{\sigma_{1}^{2}}-1\right)\left(e^{\sigma_{2}^{2}}-1\right)\right]^{1 / 2}}$
15. If $(X, Y) \sim B V N(0,0,1,1, p)$, find $E[\max (X, Y)]$.

Hint. $\max (X, Y)=\frac{1}{2}(X+\dot{Y})+\frac{1}{2}|X-Y|$
and

$$
Z=X-Y \sim N[0,2(1-p)] \text {.[c.f.Theorem 10.6] }
$$

Ans. $E[\max (X, Y)]=\left(\frac{1-p}{\pi}\right)^{1 / 2}$
16. If $(X, Y) \sim B \vee N(0,0,1,1, \rho)$ with joint p.d.f. $f(x, y)$ then prove that

$$
\begin{equation*}
P(X Y>0)=\frac{1}{2}+\frac{1}{\pi}: \sin ^{-1}(\rho) \tag{a}
\end{equation*}
$$

Hint. $\quad P(X Y>0)=P(X>0 \cap Y>0)+P(X<0 \cap Y<0)$

$$
=2 P(X>0 \cap Y>0)
$$

[By symmetry]
Now proceed as in Hint to Question No. $9(b)$.

$$
\begin{equation*}
2 \pi \int_{-\infty}^{0} \int_{-\infty}^{0} f(x, y) d x d y=\pi+\sin ^{-1} \rho \tag{b}
\end{equation*}
$$

17. The joint density of r.v's $(X, Y)$ is given by :
$f(x, y)=\frac{1}{2 \pi} \cdot \exp \left[-\left(x^{2}+y^{2}\right) / 2\right] \times\left[1+x y \exp \left\{-\left(x^{2}+y^{2}-2\right) / 2\right\}\right] ;$

$$
-\infty<(x, y)<\infty
$$

(i) Verify that $f(x, y)$ is a p.d.f.
(ii) Show that the marginal distribution of each of $X$ and $Y$ is normal.
(iii) Are $X$ and $Y$ independent?

Ans. (ii) $X \sim N(0,1), Y \sim N(0,1)$
(ii) $X$ and $Y$ are not independent.
18. Show by means of an example that the normality of conditional p.d.f.'s does not imply that the bivariate density is normal.

Hint. Consider $f(x, y)=$ constant. $\exp \left[-\left(1+x^{2}\right)\left(1+y^{2}\right)\right] ;-\infty<(x, y)<\infty$
. Then $(Y \mid x), \sim N\left(0, \frac{1}{2\left(1+x^{2}\right)}\right)$ and $(X \mid y) \sim N\left(0, \frac{1}{2\left(1+y^{2}\right)}\right)$
19. For a bivariate normal r.v. $(X, Y$ ), does the conditional p.d.f. of $(X, Y)$ given $X+Y=c$, (constant) exist ? If so find it. If not, why not ?

Ans. No, since $P(X+Y=c)=0$.
20. Let

$$
f(x, y)=\frac{1}{2}\left[\begin{array}{r}
\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \operatorname{en}^{\prime} \operatorname{xp}\left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right\} \\
+\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}+2 \rho x y+x^{2}\right)\right\} \\
-\infty<x<\infty,-\infty<y<\infty
\end{array}\right]
$$

then show that :
(i) $f(x, y)$ is a joint p.d.f. such that both marginal densities are normal but $f(x, y)$ is not bivariate normal.
(ii) $X$ and $Y$ have zero correlation but $X$ and $Y$ are not independent.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
21. Let $X, Y$ be normally correlated variates with zero means and variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ and if

Show that

$$
W=\frac{X}{\sigma_{1}}, Z=\frac{1}{\sqrt{\left(1-\rho^{2}\right)}}\left\{\frac{Y}{\sigma_{2}}-\frac{\rho X}{\sigma_{1}}\right\}
$$

$$
\frac{\partial(w, z)}{\partial(x, y)}=\frac{1}{\sigma_{1} \sigma_{2} \sqrt{\left(1-\rho^{2}\right)}}
$$

and

$$
W^{2}+Z^{2}=\frac{1}{\left(1-\rho^{2}\right)}\left[\frac{X^{2}}{\sigma_{1}{ }^{2}}-\frac{2 \rho X Y}{\sigma_{1} \sigma_{2}}+\frac{Y^{2}}{\sigma_{2}^{2}}\right]
$$

Deduce that the joint probability differential of $W$ and $Z$ is

$$
d P=\frac{1}{2 \pi} \cdot \exp \left[-\frac{1}{2}\left(w^{2}+z^{2}\right)\right] d w d z
$$

and hence that $W, Z$ are independent normal variates with zero means and unit S.D.'s
[Meerut Univ. M.Sc., 1993]
Hence or otherwise obtain the m.g.f. of the bivarịate normal distribution.
22. From a standard bivariate normal population, a random sample of $n$ observations $\left(X_{i}, Y_{i}\right),(i=1,2, \ldots, n)$ is drawn. Show that the distribution of

$$
Z_{1}=\frac{1}{n} \sum_{i=1}^{n} X_{i}{ }^{2} \text { and } Z_{2}=\frac{1}{n} \sum_{i=1}^{n} Y_{i}{ }^{2}
$$

has the moment generating function :

$$
\text { Constant }\left[\left(1-\frac{2 t_{1}}{n}\right)\left(1-\frac{2 t_{2}}{n}\right)-\frac{4 \rho^{2} t_{1} t_{2}}{n^{2}}\right]^{-n / 2}
$$

Hint. $M \dot{Z}_{1}, Z_{2}\left(t_{1}, t_{2}\right)=\left[E \exp \left(\frac{t_{1} x^{2}}{n}+\frac{t_{2} y^{2}}{n}\right)\right]^{n}$

$$
=\left\{\begin{array}{r}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[x^{2}\left(\frac{t_{1}}{n}-\frac{1}{2\left(1-\rho^{2}\right)}\right)+\left(\frac{\rho}{1-\rho^{2}}\right) x y\right.
\end{array}\right\}^{n}
$$

Now use the result

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[-\left(a x^{2}+2 h x y+b y^{2}\right)\right] d x d y=\frac{\pi}{\sqrt{a b-h^{2}}}
$$

and simplify.
10.11. Multiple and Partial Correlation. When the values of one variable are associated with or influenced by other variable, e.g., the age of husband and wife, the height of father and son, the supply and demand of a commodity and so on, Karl Pearson's coefficient. of correlation can be used-as a measure of linear relationship between them. But sometimes there is interrelation between many variables and the value of one variable may be influenced by many others, e.g., the yield of crop per acre say $\left(X_{1}\right)$ depends upon quality of seed $\left(X_{2}\right)$, fertility of soil $\left(X_{3}\right)$, fetilizer used $\left(X_{4}\right)$, irrigation facilities ( $X_{5}$ ), weather conditions ( $\tilde{X}_{6}$ ) and so on. Whenever we are interested in studying the joint effect of a group of variables upon a variable not included in that group, our study is that of multiple correlation and multiple regression.

Suppose in a trivariate or multi-variate distribution we are interested in the relationship between two variables only. The are two alternatives, viz., (i) we
consider only those two members of the observed data in which the other members have specified values or (ii) we may eliminate mathematically the effect of other variates on two variates. The first method has the disadvantage that it limits the size of the data and also it will be applicable to only the data in which the other variates have assigned values. In the second method it may not be possible to eliminate the entire influence of the variates but the linear effect can be easily eliminated. The correlation and regression between only two variates eliminating the linear effect of other variates in them is called the partial correlation and partial regression.
10.11.1, Yule's Notation. Let us consider a distribution involving three random variables $X_{1}, X_{2}$ and $X_{3}$. Then the equation of the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ is

$$
\begin{equation*}
X_{1}=a+b_{12 \cdot 3} X_{2}+b_{13.2} X_{3} \tag{10.28}
\end{equation*}
$$

Without loss of generality we can assume that the variables $X_{1}, X_{2}$ and $X_{3}$ have been measured from their respective means, so that

$$
E\left(X_{1}\right)=E\left(X_{2}\right)=E\left(X_{3}\right)=0
$$

Hence on taking expectation of both sides in (10.28), we get $a=0$.
Thus the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ becomes

$$
\begin{equation*}
X_{1}=b_{12.3} X_{2}+b_{13.2} X_{3} \tag{10-28a}
\end{equation*}
$$

The coefficients $b_{12.3}$ and $b_{13.2}$ are known as the partial regression coefficients of $X_{1}$ on $X_{2}$ and of $X_{1}$ on $X_{3}$ respectively.

$$
e_{1.23}=b_{12.3} X_{2}+b_{13.2} X_{3}
$$

is called the estimate of $X_{1}$ as given by the plane of regression (10.28a) and the quantity

$$
X_{1.23}=X_{1}-b_{12.3} X_{2}-b_{13.2} X_{3},
$$

is called the error of estimate or residual.
In the general case of $n$ variables $X_{1}, X_{2}, \ldots, X_{n}$ the equation of the plane of regression of $X_{1}$ on $X_{2}, X_{3}, \ldots, X_{n}$ becomes

$$
X_{1}=b_{12 \cdot 34 \ldots n} X_{2}+b_{13 \cdot 24 \ldots . . n} X_{3}+\ldots+b_{1 n \cdot 23 \ldots(n-1)} X_{n}
$$

The errer of estimate or residual is given by
$X_{1.23 \cdots n}=X_{1}-\left(b_{12.34 \ldots n} X_{2}+b_{13 \cdot 24 \cdots .} X_{3}+\ldots+b_{1 n .23 \cdots(n-1)} X_{n}\right)$
The notations used here are due to Yule. The subscripts before the dot (.) are known as primary subscripts and those after the dot are called secondary subscripts. The order of a regression coefficient is determined by the number of secondary subscripts, e.g.,

$$
b_{12 \cdot 3}, b_{12 \cdot 34}, \ldots, b_{12 \cdot 34 \cdots n}
$$

are the regression coefficients of order $1,2, \ldots(n-2)$ respectively. Thus in general, a regression coefficient with $p$-secondary subscripts will be called a regression co-efficient of order ' $p$ '. It may be pointed out that the order in which the secondary subscripts are written is immaterial but the order of the primary subscripts is important, e.g., in $b_{12 \cdot 34 \ldots n}, X_{2}$ is independent while $X_{1}$ is dependent variable but in $b_{21 \cdot 34 \ldots n}, X_{1}$ is independent while $X_{2}$ is dependent
variable. Thus of the two primary subscripts, former refers to dependent variable and the latter to independent variable.

The order of a residual is also determined by the number of secondary subscripts in it, e.g., $X_{1.23}, X_{1.234}, \ldots, X_{1.23 \cdots n}$ are the residuals of order 2, 3, ..., ( $n-1$ ) respectively.

Remark. In the following sequences we shall assume that the variables under consideration have been measured from their respective means.
10.12. Plane of Regression. The equation of the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ is

$$
\begin{equation*}
X_{1}=b_{12.3} X_{2}+b_{13.2} X_{3} \tag{10-29}
\end{equation*}
$$

The constants $b$ 's in (10.29) are determined by the principle of least squares, i.e., by minimising the sum of the squares of the residuals, viz.,

$$
S=\sum X_{1.23^{2}}=\Sigma\left(X_{1}-b_{12.3} X_{2}-b_{13.2} X_{3}\right)^{2},
$$

the summation being extended to the given values ( $N$ in number) of the variables.

The normal equations for estimating $b_{12,3}$ and $b_{132}$ are

$$
\left.\begin{array}{c}
\frac{\partial S}{\partial b_{12.3}}=0=-2 \sum X_{2}\left(X_{1}-b_{12.3} X_{2}-b_{13.2} X_{3}\right)  \tag{10-30}\\
\frac{\partial S}{\partial b_{13.2}}=0=-2 \sum X_{3}\left(X_{1}-b_{12.3} X_{2}-b_{13.2} X_{3}\right)
\end{array}\right\}
$$

Since $X_{i}$ 's are measured from their respective means, we have
and

$$
\left.\begin{array}{l}
\sigma_{i}^{2}=\frac{1}{N} \sum X_{i}^{2}, \operatorname{Cov}\left(X_{i}, X_{j}\right)=\frac{1}{N} \sum X_{i} X_{j} \\
r_{i j}=\frac{\operatorname{Cov}\left(X_{i}, X_{j}\right)}{\sigma_{i} \sigma_{j}}=\frac{\sum X_{i} X_{i}}{N \sigma_{i} \sigma_{j}}
\end{array}\right\}
$$

Hence from ( $10.30 b$ ), we get

$$
\left.\begin{array}{r}
r_{12} \sigma_{1} \sigma_{2}-b_{12 \cdot 3} \sigma_{2}^{2}-b_{13 \cdot 2} r_{23} \sigma_{2} \sigma_{3}=0  \tag{10-30d}\\
r_{13} \sigma_{1} \sigma_{3}-b_{12 \cdot 3} r_{23} \sigma_{2} \sigma_{3}-b_{13 \cdot 2} \sigma_{3}^{2}=0
\end{array}\right\}
$$

Solving the equations ( $10.30 \dot{d}$ ) for $b_{12.3}$ and $b_{13.2}$, we get

$$
b_{12 \cdot 3}=\frac{\left|\begin{array}{cc}
r_{12} \sigma_{1} & r_{23} \sigma_{3}  \tag{10.31}\\
r_{13} \sigma_{1} & \sigma_{3}
\end{array}\right|}{\left|\begin{array}{cc}
\sigma_{2} & r_{23} \sigma_{3} \\
r_{23} \sigma_{2} & \sigma_{3}
\end{array}\right|}=\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\left|\begin{array}{cc}
r_{12} & r_{23} \\
r_{13} & 1
\end{array}\right|}{\left|\begin{array}{cc}
1 & r_{23} \\
r_{23} & 1
\end{array}\right| .}
$$

Similarly, we will get

$$
b_{13 \cdot 2}=\frac{\sigma_{1}}{\sigma_{3}} \cdot \frac{\left|\begin{array}{cc}
1 & r_{12}  \tag{10.31a}\\
r_{23} & r_{13}
\end{array}\right|}{\left|\begin{array}{cc}
1 & r_{23} \\
r_{23} & 1
\end{array}\right|}
$$

If we write

$$
\omega=\left|\begin{array}{ccc}
1 & r_{12} & r_{13}  \tag{10.32}\\
r_{21} & 1 & r_{23} \\
r_{31} & r_{32} & 1
\end{array}\right|
$$

and $\omega_{i j}$ is the cofactor of the element in the $i$ th row and $j$ th column of $\omega$, we have from ( 10.31 ) and ( $10.31 a$ )

$$
b_{12.3}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}} \text { and } b_{13.2}=-\frac{\sigma_{1}}{\sigma_{3}} \cdot \frac{\omega_{13}}{\omega_{11}}
$$

Substituting these values in (10.29), we get the required equation of the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ as

$$
\begin{array}{ll} 
& X_{1}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11^{\prime}}} \cdot X_{2}-\frac{\sigma_{1}}{\sigma_{3}} \cdot \frac{\omega_{13}}{\omega_{11}} \cdot X_{3} \\
\Rightarrow \quad & \frac{X_{1}}{\sigma_{1}} \cdot \omega_{11}+\frac{X_{2}}{\sigma_{2}} \cdot \omega_{12}+\frac{X_{3}}{\sigma_{3}} \cdot \omega_{13}=0 \tag{10.34}
\end{array}
$$

Aliter. Eliminating thě cóefficient $b_{12.3}$ and $b_{13.2}$ in (.10.29) and (10.30d), the required equation of the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ becomes

$$
\left|\begin{array}{ccc}
X_{1} & X_{2} & X_{3} \\
r_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & r_{23} \sigma_{2} \sigma_{3} \\
r_{13} \sigma_{1} \sigma_{3} & r_{23} \sigma_{2} \sigma_{3} & \sigma_{3}^{2}
\end{array}\right|=0
$$

Dividing $C_{1}, C_{2}$ and $C_{3}$ by $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ respectively and also $R_{2}$ and $R_{3}$ by $\sigma_{2}$ and $\sigma_{3}$ respectively, we get

$$
\begin{aligned}
&\left|\begin{array}{ccc}
\frac{X_{1}}{\sigma_{1}} & \frac{X_{2}}{\sigma_{2}} & \frac{X_{3}}{\sigma_{3}} \\
r_{12} & 1 & r_{23} \\
r_{13} & r_{23} & 1
\end{array}\right|=0 \\
& \Rightarrow \quad \frac{X_{1}}{\sigma_{1}} \omega_{11}+\frac{X_{2}}{\sigma_{2}} \omega_{12}+\frac{X_{3}}{\sigma_{3}} \omega_{13}=0
\end{aligned}
$$

where $\omega_{i j}$ is defined in (10.32).
10.12.1. Generalisation. In general, the equation of the plane of regression of $X_{1}$ on $X_{2}, X_{3}, \ldots X_{n}$ is

$$
X_{1}=b_{12 \cdot 34 \ldots . .} X_{2}+b_{13.24 \ldots, n} X_{3}+\ldots+\dot{b}_{1 n \cdot 23 \ldots(n-1)} X_{n}
$$

The sum of the squares of residuals is given by

$$
S=\sum X_{1.23 \ldots n}^{2}
$$

$$
=\sum\left(X_{1}-b_{12 \cdot 34 \ldots . . n} X_{2}-b_{13 \cdot 24 \ldots .{ }_{n}} X_{3}-\ldots-b_{1 n \cdot 23 \ldots(n-1)} X_{n}\right)^{2}
$$

Using the principle of least squares, the normal equations for estimating the $(n-1), b$ 's are

$$
\left.\begin{array}{l}
\frac{\partial S}{\partial b_{12 \cdot 34 \ldots n}}=0=-2 \sum X_{2}\left(X_{1}-b_{12 \cdot 34 \ldots . . n} X_{2}-b_{13 \cdot 24 \ldots . \ldots n} X_{3}-\ldots-b_{1 n \cdot 23 \ldots(n-1)} X_{n}\right) \\
\frac{\partial S}{\partial b_{13 \cdot 24 \ldots . . n}}=0=-2 \sum X_{3}\left(X_{1}-b_{12 \cdot 34 \ldots . . n} X_{2}-b_{13 \cdot 24 \ldots . . n} X_{3}-\ldots-b_{1 n \cdot 23 .(n-1)} X_{n}\right) \\
\vdots  \tag{10.36}\\
\frac{\partial S}{\partial b_{1 n} 23 \ldots(n-1)}=0=-2 \sum X_{n}\left(X_{1}-b_{12 \cdot 34 \ldots . . n} X_{2}-b_{13 \cdot 24 \ldots n} X_{3}-\ldots-b_{1 n \cdot 23 \ldots(n-1)} X_{n}\right)
\end{array}\right]
$$

$$
\begin{equation*}
\text { i.e., } \quad \sum X_{i} X_{1 \cdot 23 \ldots \mathrm{n}}=0,(i=2,3, \ldots, n) \tag{10.36a}
\end{equation*}
$$

which on smplification after using ( $10 \cdot 30 \mathrm{c}$ ), give

$$
\begin{align*}
& r_{12} \sigma_{1} \sigma_{2}=b_{12 \cdot 34 \ldots . . n} \sigma_{2}^{2}+b_{13 \cdot 24 \ldots . . n} r_{23} \sigma_{2} \sigma_{3}+\ldots+b_{1 n \cdot 23 \ldots(n-1)} r_{2 n} \sigma_{2} \sigma_{n} \\
& r_{13} \sigma_{1} \sigma_{3}=b_{12.34} .{ }_{n} r_{23} \sigma_{2} \sigma_{3}+b_{13.24 .}{ }_{n} \sigma_{3}^{2}+\ldots+b_{1 n \cdot 23 \ldots(n-1)} r_{3 n} \sigma_{3} \sigma_{n} \\
& r_{r_{1 n} \sigma_{1} \sigma_{n}=b_{12 \cdot 34 \ldots . . n} r_{2 n} \sigma_{2} \sigma_{n}+b_{13 \cdot 24 \ldots n} r_{3 n} \sigma_{3} \sigma_{n}+\ldots+b_{1 n \cdot 23 \ldots(n-1)} \sigma_{n}{ }^{2}}
\end{align*}
$$

Hence the eliminant of $b$ 's between (10.35) and (10.36b) is
$\left|\begin{array}{llccc}X_{1} & X_{2} & X_{3} & \ldots & X_{n} \\ r_{12} \sigma_{1} \sigma_{2} & \sigma_{2}^{2} & r_{23} \sigma_{2} \sigma_{3} & \ldots & r_{2 n} \sigma_{2} \sigma_{n} \\ r_{13} \sigma_{1} \sigma_{3} & r_{23} \sigma_{2} \sigma_{3} & \sigma_{3}^{2} & \ldots & r_{3 n} \sigma_{3} \sigma_{n} \\ & & & & \\ & & & & \vdots \\ r_{1 n} \sigma_{1} \sigma_{n} & r_{2 n} \sigma_{2} \sigma_{n} & r_{3 n} \sigma_{3} \sigma_{n} & \ldots & \sigma_{n}^{2}\end{array}\right|=0$

Dividing $C_{1}, C_{2}, \ldots, C_{n}$ by $\sigma_{1}, \sigma_{2}, \ldots . \sigma_{n}$ respectively and $R_{2}, R_{3}, \ldots R_{n}$ by $\sigma_{2}, \sigma_{3}, \ldots, \sigma_{n}$ respectively, we. get

$$
\left|\begin{array}{ccccc}
\frac{X_{1}}{\sigma_{1}} & \frac{X_{2}}{\sigma_{2}} & \frac{X_{3}}{\sigma_{3}} & \ldots & \frac{X_{n}}{\sigma_{n}}  \tag{10.37}\\
r_{12} & 1 & r_{32} & \ldots & r_{2 n} \\
r_{13} & r_{23} & 1 & \ldots & r_{3 n} \\
& & & & \\
& & & & \\
r_{1 n} & r_{2 n} & r_{3 n} & & 1
\end{array}\right|=0
$$

If we write

$$
\omega=\left|\begin{array}{ccccc}
1 & r_{12} & r_{13} & \ldots & r_{1 n} \\
r_{21} & 1 & r_{23} & \ldots & r_{2 n} \\
r_{31} & r_{32} & 1 & \ldots & r_{3 n} \\
\vdots & \vdots & \vdots & & \vdots \\
& \vdots & \vdots & & \vdots \\
r_{n 1} & r_{n 2} & r_{n 3} & \ldots & 1
\end{array}\right|
$$

and $\omega_{i j}$ is the cofactor of the element in the $i$ th row and $j$ th column of $\omega$, we get from (10.37)

$$
\begin{equation*}
\frac{X_{1}}{\sigma_{1}} \cdot \omega_{11}+\frac{X_{2}}{\sigma_{2}} \omega_{12}+\frac{X_{3}}{\sigma_{3}} \omega_{13}+\ldots+\frac{X_{n}}{\sigma_{n}} \omega_{1 n}=0 \tag{10.39}
\end{equation*}
$$

as the required equation of the plane of regression of $X_{1}$ on $X_{2}, X_{3}, \ldots, X_{n}$.
Equation ( 10.39 ) can be re-written as

$$
X_{1}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}} X_{2}-\frac{\sigma_{1}}{\sigma_{3}} \cdot \frac{\omega_{13}}{\omega_{11}} X_{3}-\ldots-\frac{\sigma_{1}}{\sigma_{n}} \cdot \frac{\omega_{1 n}}{\omega_{11}} X_{n}
$$

Comparing (10.39a) with (10.35), we get

$$
\left.\begin{array}{rl}
b_{12 \cdot 34 \ldots n} & =-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{\underline{n}}}{\omega_{11}} \\
b_{13 \cdot 24 \ldots n} & =-\frac{\sigma_{1}}{\sigma_{3}} \cdot \frac{\omega_{\mathrm{B}}}{\omega_{11}} \\
\vdots  \tag{10-40}\\
b_{1 n \cdot 23 \ldots(n-1)} & =-\frac{\sigma_{1}}{\sigma_{n}} \cdot \frac{\omega_{1 n}}{\omega_{11}}
\end{array}\right\}
$$

Remarks 1. From the symmetry of the result obtained in (10.40), the equation of the plane of regression of $X_{i}$, (say), on the remaining variables $X_{j}$ $(j \neq i=1,2, \ldots, n)$, is given by

$$
\frac{X_{1}}{\sigma_{1}} \omega_{i 1}+\frac{X_{2}}{\sigma_{2}} \omega_{i 2}+\ldots+\frac{X_{i}}{\sigma_{i}} \omega_{i i}+\ldots+\frac{X_{n}}{\sigma_{n}} \omega_{i n}=0 ; i=1,2, n
$$

2. We have
and

$$
\begin{aligned}
& b_{1234 \ldots n}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}} \\
& b_{21 \cdot 34 \ldots n}=-\frac{\sigma_{2}}{\sigma_{1}} \frac{\omega_{21}}{\omega_{22}}
\end{aligned}
$$

Since each of $\sigma_{1}, \sigma_{2}, \omega_{11}$ and $\omega_{22}$ is non-negative and $\omega_{12}=\omega_{21}$, [c.f. Remarks 3 and 4 to $\S 10 \cdot 14$, page 10.113 ], the sign of each regression coefficient $b_{12,34 \ldots, n}$ and $b_{21,34 \ldots, n}$ depends on $\omega_{12}$.

### 10.13. Properties of residuals

Property 1. The sum of the product of any residual of order zero with any other residual of higher order is zero, provided the subscript of the former occurs amons the, secondary subscripts of the latter.

The normal equations for estimating $b$ 's in trivariate and $n$-variate distributions, as obtained in equations ( $10.30 a$ ) and ( $10.36 a$ ), are

$$
\begin{aligned}
\sum X_{2} X_{1 \cdot 23} & =0, \sum X_{3} X_{1 \cdot 23}=0 \\
\sum X_{i} X_{1.23 \ldots n} & =0 ; i=2,3, \ldots, n
\end{aligned}
$$

and
respectively. Here $X_{i},(i=1,2,3 ; \ldots, n)$ can be regarded as a residual of order zero. Hence the result.

Property 2. The sum of the product of any two residuals in which all the secondary subscripts of the first occur among the secondary subscripts of the second is unaltered if we omit any or all of the secondary subscripts of the first. Conversely, the product sum of any residual of order ' $p$ ' with a residual of order $p+q$, the ' $p$ ' subscripts being the same in each case is unaltered by adding to the secondary subscripts of the former any or all the ' $q$ ' additional subscripts of the latter.

Let us consider

$$
\begin{align*}
\sum X_{1.2} X_{1.23} & =\sum\left(X_{1}-b_{12} X_{2}\right) X_{1.23}=\sum X_{1} X_{1.23}-b_{12} \sum X_{2} X_{1.23} \\
& =\sum X_{1} X_{1.23} \text { (c.f. Prop } \tag{c.f.Property!}
\end{align*}
$$

Also $\sum X_{1.23^{2}}{ }^{2}=\sum X_{1.23} X_{1.23}=\sum\left(X_{1}-b_{12.3} X_{2}-b_{13.2} X_{3}\right) X_{1.23}$

$$
=\Sigma X_{1} X_{1.23}-b_{12.3} \Sigma X_{2} X_{1.23}-b_{13.2} \Sigma X_{3} X_{1.23}
$$

$$
\begin{equation*}
=\sum X_{1} X_{1.23} \tag{c.f.Property1}
\end{equation*}
$$

$\therefore \quad \sum X_{1.23}^{12}=\sum X_{1.2} X_{1.23}=\sum X_{1} X_{1.23}$
Again $\sum X_{1.34 \ldots . . n} X_{2.34 \ldots . . n}$
$=\Sigma\left[\left(X_{1}-b_{13 \cdot 4 \ldots . . n} X_{3}-b_{14.355_{1 . . . n}} X_{4}-\ldots-b_{1.34 \ldots(n-1)} X_{n}\right) X_{2 \cdot 344 \ldots . . n}\right]$
$=\sum X_{1} X_{2.34 \ldots \ldots}$
(c.f. Property 1)

Hence the property?
Property 3. The sum of the product of two residuals is zero if all the subscripts (primary as.well as secondary) of the one occur among the secondary subscripts of the other, e.g.,

$$
\begin{equation*}
=0 \tag{c.f.Property.1}
\end{equation*}
$$

Hence the property 3.

$$
\begin{aligned}
& \Sigma \dot{X}_{1.2} X_{3.12}=\Sigma\left(X_{1}-b_{12} X_{2}\right) X_{3.12}=\Sigma X_{1} X_{3.12}-b_{12} \Sigma X_{2} X_{3.12}=0 \\
& \text { (c.f. Property 1) } \\
& \sum X_{2.34 \ldots n} X_{1 \cdot 23 \ldots n} \\
& =\sum\left[\left(X_{2}-b_{234} \ldots n X_{3}-b_{24.35 \ldots . . n} X_{4}-\ldots-b_{2 n, 34 \ldots(n-1)} X_{n}\right) X_{1.23 \ldots . . n}\right] \\
& =\Sigma X_{2} X_{1 \cdot 23 \ldots n}-b_{23 \cdot 4 \ldots n} \Sigma X_{3} X_{1.23 \ldots n}-b_{24.35 \ldots,} \Sigma X_{4} X_{1 \cdot 23 \ldots . n} \\
& \ldots-b_{2 n \cdot 34 \ldots(n-1)} \sum X_{n} X_{1.23 \ldots n}
\end{aligned}
$$

10.13.1. Variance of the Residual, Let us consider the plane of regression of $X_{1}$ on $X_{2}, X_{3}, \ldots, X_{n}$ viz.,

$$
X_{1}=b_{12 \cdot 34 \ldots . . n} X_{2}+b_{13 \cdot 24 \ldots . . n} X_{3}+\ldots+b_{1 n \cdot 23 \ldots(n-1)} X_{n}
$$

Since all the $X_{i}$ 's are measured from their respective means, we have

$$
E\left(X_{i}\right)=0 ; i=1,2, \ldots, n \Rightarrow E\left(X_{1 \cdot 23} \ldots n\right)=0
$$

Hence the variance of the residual is given by

$$
\begin{aligned}
\sigma_{1.23 \ldots n}^{2} & =\frac{1}{N} \sum\left[X_{1 \cdot 23 \ldots n}^{\wedge}-E\left(X_{1 \cdot 23 \ldots n}\right)\right]^{2}=\frac{1}{N} \sum X_{1.23 \ldots n}^{2} \\
& =\frac{1}{N} \sum X_{1.23 \ldots n} X_{1 \cdot 23 \ldots n}=\frac{1}{N} \sum X_{1} X_{1.23 \ldots} \ldots
\end{aligned}
$$

$$
\text { (c.f. Property } 2 \text { § 10.13) }
$$

$$
=\frac{1}{N} \sum X_{1}\left(X_{1}-b_{12.34 \ldots . \ldots} X_{2}-b_{13 \cdot 24 \ldots . n} X_{3}-\ldots-b_{1 n \cdot 23 \ldots(n+1)} X_{n}\right)
$$

$$
=\sigma_{1}^{2}-b_{12 \cdot 34 \ldots n} r_{12} \sigma_{1} \sigma_{2}-b_{1324 \ldots n} r_{13} \sigma_{1} \sigma_{3}-\ldots-b_{1 n \cdot 23 \ldots(n-1)} r_{1 n} \sigma_{1} \sigma_{n}
$$

$$
\Rightarrow \quad \sigma_{1}^{2}-\sigma_{1.23 \ldots n}^{2}=b_{12.34 \ldots . . n} r_{12} \sigma_{1} \sigma_{2}-b_{13.24 \ldots n} r_{13} \sigma_{1}^{\prime} \sigma_{3}-\ldots
$$

$$
-b_{1 n: 23} \ldots(n-1) r_{1 n} \sigma_{1} \sigma_{n} \ldots(10-42)
$$

Eliminating the $b$ 's in equations (10.42) and ( $10.36 b$ ), we get

$$
\left|\begin{array}{cccc}
\sigma_{1}{ }^{2}-\sigma_{123}{ }_{123} \ldots n & r_{12} \sigma_{1} \sigma_{2} & \ldots & r_{1 n} \sigma_{1} \sigma_{n} \\
r_{12} \sigma_{1} \sigma_{2} & \sigma_{2}{ }^{2} & \ldots & r_{2 n} \sigma_{2} \sigma_{n} \\
\vdots & \vdots & & \\
\vdots & & & \\
r_{1 n} \sigma_{1} \sigma_{n} & r_{2 n} \sigma_{2} \sigma_{n} & \ldots & \sigma_{n}{ }^{2}
\end{array}\right|=0
$$

Dividing $R_{1}, R_{2}, \ldots, R_{n}$, by $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ respectively and also $C_{1}, C_{2}$, $\ldots, C_{n}$ by $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ respectively, we get

$$
\begin{aligned}
& \left|\begin{array}{cccc}
1-\frac{\sigma_{1.23 \ldots n}^{2}}{\sigma_{1}^{2}} & r_{12} & \ldots & r_{1 n} \\
r_{12} & 1 & \ldots & r_{2 n} \\
\vdots & \vdots & & \vdots \\
r_{1 n} & r_{2 n} & \ldots & 1
\end{array}\right|=0
\end{aligned}
$$

$$
\begin{align*}
& \left|\begin{array}{cccc}
1 & r_{12} & \ldots & r_{1 n} \\
r_{12} & 1 & \ldots & r_{2 n} \\
\vdots & \vdots & & \vdots \\
r_{1 n} & r_{2 n} & \ldots & 1
\end{array}\right|-\left|\begin{array}{cccc}
\frac{\sigma_{1.23, \ldots n}^{2}}{\sigma_{1}^{2}} & r_{12} & \ldots & r_{1 n} \\
0 & 1 & \ldots & r_{2 n} \\
\vdots & \vdots & & \vdots \\
0 & r_{2 n} & \ldots & 1
\end{array}\right|=0 \\
& \Rightarrow \quad \omega-\frac{\sigma_{1.23 \ldots n}^{2}}{\sigma_{1}^{2}} \omega_{11}=0 \\
& \therefore  \tag{10.43}\\
& \therefore \quad \sigma_{1.23 \ldots n}^{2}=\sigma_{1}^{2} \frac{\omega}{\omega 11}
\end{align*}
$$

Remark. In a tri-variate distribution,

$$
\sigma_{1 \cdot 23}^{2}=\sigma_{1}^{2} \frac{\omega}{\omega_{11}}
$$

where $\omega$ and $\omega_{11}$ are defined in (10.32).
10.14. Coefficient of Multiple Correlation. In a tri-variate distribution in which each of the variables $X_{1}, X_{2}$, and $X_{3}$ has $N$ observations, the multiple correlation coefficient of $X_{1}$ on $X_{2}$ and $X_{3}$, usually denoted by $R_{1 \cdot 23}$, is the simple correlation coefficient between $X_{1}$ and the joint effect of $X_{2}$ and $X_{3}$ on $X_{1}$. In other words $R_{1.23}$ is the correlation coefficient between $X_{1}$ and its estimated value as given by the plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ viz.,

$$
\begin{array}{ll} 
& e_{1 \cdot 23}=b_{12 \cdot 3} X_{2}+b_{13 \cdot 2} X_{3} \\
\text { We have } & X_{1.23}=X_{1}-b_{12.3} X_{2}-b_{13 \cdot 2} X_{3}=X_{1}-e_{1 \cdot 23} \\
\Rightarrow & e_{1 \cdot 23}=X_{1}-X_{1.23}
\end{array}
$$

Since $X_{i}$ 's are measured from their respective means, we have

$$
E\left(X_{1 \cdot 23}\right)=0 \text { and } \ddot{E}\left(e_{1 \cdot 23}\right)=0 \quad\left(\because E\left(X_{i}^{\prime}\right)=0 ; i=1,2,3\right)
$$

By def.,

$$
\begin{align*}
R_{1 \cdot 23} & =\frac{\operatorname{Cov}\left(X_{1}, e_{1 \cdot 23}\right)}{\sqrt{V\left(X_{1}\right) V\left(e_{1 \cdot 23}\right)}} .  \tag{10-44}\\
\operatorname{Cov}\left(X_{1}, e_{1 \cdot 23}\right) & =E\left[\left\{X_{1}-E\left(X_{1}\right)\right\}\left(e_{1 \cdot 23}-E\left(e_{1 \cdot 23}\right)\right]\right]=E\left(X_{1} e_{1 \cdot 23}\right) \\
& =\frac{1}{N} \sum X_{1} e_{1 \cdot 23}=\frac{1}{N} \sum X_{1}^{\prime}\left(X_{1}-X_{1 \cdot 23}\right) \\
& =\frac{1}{N} \sum X_{1}{ }^{2}-\frac{1}{N} \sum X_{1} X_{1 \cdot 23}=\frac{1}{N} \sum X_{1}{ }^{2}-\frac{1}{N} \sum X_{1 \cdot 23}^{2} \\
& =\sigma_{1}{ }^{2}-\sigma_{1 \cdot 23}{ }^{2} \quad \quad(c . f . \text { Property } 2, \S 10 \cdot 13) \\
\text { Also } \quad V\left(e_{123}\right) & =E\left(e_{1 \cdot 23}{ }^{2}\right)=\frac{1}{N} \sum e_{1 \cdot 23}{ }^{2}=\frac{1}{N} \sum\left(X_{1}-X_{1 \cdot 23}\right)^{2} \\
& =\frac{1}{N} \sum\left(X_{1}{ }^{2}+X_{1 \cdot 23}{ }^{2}-2 X_{1} X_{1 \cdot 23}\right) \\
& =\frac{1}{N} \sum X_{1}{ }^{2}+\frac{1}{N} \sum X_{1 \cdot 23}{ }^{2}-\frac{2}{N} \sum X_{1} X_{1 \cdot 23}
\end{align*}
$$

$$
\begin{aligned}
& =\frac{1}{N} \Sigma X_{1}{ }^{2}+\frac{1}{N} \Sigma X_{1.23}{ }^{2}-\frac{2}{N} \Sigma X_{1.23^{2}} \\
& =\sigma_{1}{ }^{2}-\sigma_{1.23}{ }^{2} \\
& \therefore \quad R_{1.23}=\frac{\sigma_{1}^{2}-\sigma_{1.23}{ }^{2}}{\sqrt{\sigma_{1}{ }^{2}\left(\sigma_{1}{ }^{2}-\sigma_{1.23}{ }^{2}\right)}} \\
& \Rightarrow \quad R^{2}{ }_{1.23}=\frac{\sigma_{1}{ }^{2}-\sigma_{1.23}{ }^{2}}{\sigma_{1}{ }^{2}}=1-\frac{\sigma_{1.23}{ }^{2}}{\sigma_{1}{ }^{2}} \\
& \Rightarrow \quad 1-R^{2}{ }_{1.23}=\frac{\sigma_{1.23}{ }^{2}}{\sigma_{1}^{2}}
\end{aligned}
$$

Using (10.43a), we get

$$
\begin{equation*}
1-R^{2}{ }_{1.23}=\frac{\omega}{\omega_{1!}} \tag{10.45}
\end{equation*}
$$

where
$\omega=\left|\begin{array}{ccc}1 & r_{12} & r_{13} \\ r_{21} & 1 & r_{23} \\ r_{31} & r_{32} & 1\end{array}\right|=1-r_{12}{ }^{2}-r_{13}{ }^{2}-r_{23}{ }^{2}+2 r_{12} r_{13} r_{23}$ (On simplification).
and

$$
\omega_{11}=\left|\begin{array}{cc}
1 & r_{23} \\
r_{32} & 1
\end{array}\right|=1-r_{23}^{2}
$$

Hence from (10-45), we get

$$
\begin{equation*}
R_{1.23}^{2}=1-\frac{\omega}{\omega_{11}}=\frac{r_{12}^{2}+r_{13}{ }^{2}-2 r_{12} r_{13} r_{23}}{1-r_{23}{ }^{2}} \tag{10-45a}
\end{equation*}
$$

This formula expresses the multiple correlation coefficient in terms of the total correlation coefficients between the pairs of variables.

Generalisation. In case of $n$-variate distribution, the multiple correlation coefficient of $X_{1}$ on $X_{2}, X_{3}, \ldots, X_{n}$, usually denoted by $R_{1 \cdot 23 \ldots n}$, is the correlation coefficient between $X_{1}$ and

$$
\begin{align*}
& e_{1 \cdot 23 \ldots n}=X_{1}-X_{1.23 \ldots n} \\
& \therefore \quad R_{1.23 \ldots n}=\frac{\operatorname{Cov}\left(X_{1}, e_{1.23 \ldots n}\right)}{\sqrt{V\left(X_{1}\right) V\left(e_{1.23 \ldots n}\right)}} \\
& \operatorname{Cov}\left(X_{1}, e_{1.23 \ldots n}\right)=\frac{1}{N} \sum X_{1} e_{1 \cdot 23 . . . n}=\frac{1}{N} \sum X_{1}\left(X_{1}-X_{1.23 \ldots n}\right) \\
& =\frac{1}{N} \sum X_{1}{ }^{2}-\frac{1}{N} \sum X_{1} X_{1 \cdot 23 \ldots n} \\
& =\frac{1}{N} \Sigma X_{1}{ }^{2}-\frac{1^{\prime}}{N}{ }^{\prime} X_{1.22 \ldots, n}{ }^{2}=\sigma_{1}{ }^{2}-\sigma_{1.23 \ldots, n}^{2},  \tag{*}\\
& V\left(e_{1 \cdot 23 \ldots . . n}\right)=\frac{1}{N} \Sigma e_{1 \cdot 23 \dot{3} . . n}=\frac{1}{N} \sum\left(X_{1}^{\prime}-X_{1 \cdot 23 \ldots . \ldots n}\right)^{2}
\end{align*}
$$

$$
\begin{align*}
& =\frac{1}{N} \sum\left(X_{1}^{2}+X_{1.23 \ldots n}^{2}-2 X_{1} X_{1-23 \ldots n}\right) \\
& =\frac{1}{N} \sum X_{1}{ }^{2}+\frac{1}{N} \sum X_{1-23 \ldots n}^{2}-2 \frac{1}{N} \sum X_{1} \dot{X}_{1.23 \ldots n} \\
& =\frac{1}{N} \sum X_{1}{ }^{2}+\frac{1}{N} \sum X_{1,23 \ldots n}^{2}-\frac{2}{N} \sum X_{1 ; 23 \ldots n} \\
& =\sigma_{1}^{2}-\sigma_{1.23 \ldots n} \\
& \therefore \quad R_{1.23 \ldots n}=\frac{\sigma_{1}^{2}-\sigma_{1.23 \ldots n}^{2}}{\sqrt{\dot{\sigma}_{1}{ }^{2}\left(\sigma_{1}{ }^{2}-\sigma_{1.23 \ldots n}{ }^{2}\right)}}=\left(\frac{\sigma_{1}{ }^{2}-\sigma^{2}{ }_{1.23 \ldots n}}{\sigma_{1}{ }^{2}}\right)^{1 / 2} \\
& R_{1 \cdot 23 \ldots . n}=1-\frac{\sigma_{1 \cdot 23}^{2} \ldots n}{\sigma_{1}{ }^{2}}=1-\frac{\omega}{\omega_{11}} \tag{10-45c}
\end{align*}
$$

where $\omega$ and $\omega_{11}$ are defined in (10.38).
Remarks 1. It may be pointed out here that multiple correlation coefficient can never be negative, because from (*) and (**), we get
$\operatorname{Cov}\left(X_{1}, e_{1.231 . . n}\right)=\sigma_{1}{ }^{2}-\sigma_{1.23 \ldots n}^{2}=\operatorname{Var}\left(e_{1.23 \ldots n}\right) \geq 0$
Sirice the sign of $R_{1.23 \ldots n}$ depends upon. the covariance. term $\operatorname{Cov}^{\prime}\left(X_{i}, e_{1.23 \ldots n}\right)$, we conclude that $R_{1.23 \ldots . . n} \geq 0$.
2. Since $R_{1-23 \ldots n}^{2} \geq 0$, we have :

$$
\begin{equation*}
1-\frac{\omega}{\omega_{11}} \geq 0 \quad \Rightarrow \quad \omega \leq \omega_{11} \tag{10-45d}
\end{equation*}
$$

3. Also, $R_{1.23 \ldots n}^{2} \leq 1 \quad \Rightarrow \quad 1-\frac{\omega}{\omega_{11}} \leq 1$

$$
\begin{equation*}
\Rightarrow \quad 0 \leq \frac{\omega}{\omega_{11}} \Rightarrow \quad \frac{\omega}{\omega_{11}} \geq 0 \Rightarrow \omega \geq 0 \tag{10.45e}
\end{equation*}
$$

From the above results, we get

$$
\begin{equation*}
\omega_{11} \geq \omega \geq 0 \tag{10-45f}
\end{equation*}
$$

In general, we have

$$
\omega_{i i} \geq .0 ; i=1, .2, \ldots, n
$$

4. Since $\omega$ is symmetric in $r_{i j}$ 's, we have

$$
\omega_{i j}=\omega_{j i} ; i, \neq j=1, r 2, \ldots, n
$$

### 10.14-1. Properties of Multiple Correlation Coefficient

1. Multiple correlation co-efficient measures the closeness of the association between the observed values and the expected values of a variable obtained from the multiple linear regression of that variable on other variables.
2. Multiple correlation coefficient between observed values and expected values, when the expected values are calculated from a linear relation of the variables determined by the method of least squares, is always greater than that where expected values are calculated from any other linear combination of the variables.
3. Since $R_{1.23}$ is the simple correlation between $X_{1}$ and $e_{1.23}$, it must lie between -1 and +1 . But as seen in Remark 1 above, $R_{1.23}$ is a non-negative quantity and we conclude that $0 \leq R_{1.23} \leq 1$.
4. If $R_{1.23}=1$, then association is perfect and all the regression residuals are zero, and as such $\sigma_{1.23}^{2}=0$. In ths case, siṇce $X_{1}=e_{1.23}$, the predicted value of $X_{1}$, the multiple linear regression equation of $X_{1}$ on $X_{2}$ and $X_{3}$ may be said to be a perfect prediction formula.
5. If $R_{1.23}=0$, then all total and partial correlations involving $X_{1}$ are zero. [See Example 10.37). So $X_{1}$ is completely uncorrelated with all the other variables in this case and the multiple regression equätion fails to throw any light on the value of $X_{1}$ when $X_{2}$ and $X_{3}$ are known.
6. $R_{1.23}$ is not less than any total correlation coefficiẹnt, i.e..

$$
R_{1.23} \geq r_{12}, r_{13}, r_{23}
$$

10.15. Coefficient of Partial Correlation. Sometimes the correlation between two variables $X_{1}$ and $X_{2}$ may be partly due to the correlation of a third variable, $X_{3}$ with both $X_{1}$ and $X_{2}$. In such a situation, one may want to know what the correlation between $X_{1}$ and $X_{2}$ would be if the effect of $X_{3}$ on each of $X_{1}$ and $X_{2}$ were eliminated. This correlation is called the partial correlation and the correlation coefficient between $X_{1}$ and $X_{2}$ after the linear effect of $X_{3}$ on each of them has been eliminated is called the partial correlation $\dot{j}$ coefficient.

The residual $X_{1.3}=X_{1}-b_{13} X_{3}$, may be regarded as that part of the variable $X_{1}$ which remains after the linear effect of $X_{3}$ has been eliminated. . Similarly, the residual $X_{2.3}$ may be interpreted as the part of the variable $X_{2}$ obtained after eliminating the linear effect of $X_{3}$. Thus the partial correlation coefficient between $X_{1}$ and $X_{2}$, usually denoted. by $r_{12.3}$, is given by

$$
r_{12.3}=\frac{\operatorname{Cov}\left(X_{1.3}, X_{2.3}\right)}{\sqrt{\operatorname{Var}\left(X_{1.3}\right) \operatorname{Var}\left(X_{2.3}\right)}}
$$

We have

$$
\begin{aligned}
\operatorname{Cov}\left(X_{1 \cdot 3}, X_{2 \cdot 3}\right) & =\frac{1}{N} \sum X_{1 \cdot 3} X_{2 \cdot 3}=\frac{1}{N} \sum X_{1} X_{2 \cdot 3} \\
& =\frac{1}{N} \sum X_{1}\left(X_{2}-b_{23} X_{3}\right)=\frac{1}{N} \sum X_{1} X_{2}-b_{23} \frac{1}{N} \sum X_{1} X_{3} \\
& =r_{12} ; \sigma_{1} \sigma_{2}-r_{23} \frac{\sigma_{2}}{\sigma_{3}} \cdot\left(r_{13} \sigma_{1} \sigma_{3}\right) \\
& =\sigma_{1} \sigma_{2}\left(r_{12}-r_{13} r_{23}\right) \\
\text { Also } \quad V\left(X_{1 \cdot 3}\right) & =\frac{1}{N} \sum X_{1 \cdot 3}^{2}=\frac{1}{N} \cdot \sum X_{1 \cdot 3} X_{13} \\
& =\frac{1}{N} \sum X_{1} X_{1 \cdot 3}=\frac{1}{N} \sum X_{1}\left(X_{1}-b_{13} X_{3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{N} \sum X_{1}^{2}-b_{13} \cdot \frac{1}{N} \sum X_{1} X_{3} \\
& =\sigma_{1}^{2}-r_{13} \frac{\sigma_{1}}{\sigma_{3}} r_{13} \sigma_{1} \sigma_{3} \\
& =\sigma_{1}^{2}\left(1-r_{13}^{2}\right)
\end{aligned}
$$

Similarly, we shall get

$$
V\left(X_{2 \cdot 3}\right)=\sigma_{2}^{2}\left(1-r_{23}^{2}\right)
$$

Hence

$$
\begin{equation*}
r_{12.3}=\frac{\sigma_{1} \sigma_{2}\left(r_{12}-r_{13} r_{23}\right)}{\sqrt{\sigma_{1}^{2}\left(1-r_{13}^{2}\right) \sigma_{2}^{2}\left(1-r_{23}^{2}\right)}}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}^{2}\right)}} \tag{10-46a}
\end{equation*}
$$

Aliter. We have

$$
\begin{aligned}
0 & =\sum X_{2.3} X_{1.23} \\
& =\sum X_{2.3}\left(X_{1}-\dot{b}_{12.3} X_{2}-b_{13.2} X_{3}\right) \\
& =\sum X_{1} X_{2.3}-b_{12.3} \sum X_{2.3} X_{2}-b_{13.2} \sum X_{2.3} X_{3} \\
& =\sum X_{1.3} X_{2.3}-b_{12.3} \sum X_{2.3} X_{2.3} \\
\therefore \quad & \quad b_{12.3}=\frac{\sum X_{1.3} X_{2.3}}{\sum X_{2.3}^{2}}
\end{aligned}
$$

From this it follows that $b_{12.3}$ is coefficient of regression of $X_{1: 3}$ on $X_{2.3}$.
こimilarly, $b_{21.3}$ is the coefficient of regression of $X_{2,3}$ on $X_{1.3 .}$.
Since correlation coefficient is the geometric mean between regression coefficients, we have

$$
r_{12.3}^{2}=b_{12.3} \times b_{21.3}
$$

But by def.,

$$
\begin{array}{cc} 
& b_{12 \cdot 3}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}} \text { and } b_{21 \cdot 3}=-\frac{\sigma_{2}}{\sigma_{1}} \cdot \frac{\omega_{21}}{\omega_{22}} \\
\therefore & r_{12 \cdot 3}^{2}=\left(-\frac{\sigma_{1}}{\sigma_{2}} \frac{\omega_{12}}{\omega_{11}}\right)\left(-\frac{\sigma_{2}}{\sigma_{1}} \cdot \frac{\omega_{21}}{\omega_{22}}\right)=\frac{\omega_{12}^{2}}{\omega_{11} \omega_{22}} \\
\Rightarrow \quad\left(\because \omega_{12}={ }^{\prime} \omega_{21}\right) \\
& \quad r_{12 \cdot 3}=-\frac{\omega_{12}}{\sqrt{\omega_{11} \omega_{22}}},
\end{array}
$$

the negative sign being taken since the sign of regression coefficients is the same as that of $\left(-\omega_{12}\right)$.

Substituting the values of $\omega_{12}, \omega_{11}$ and $\omega_{22}$ from (10.32), we get

$$
r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}^{\prime 2}\right)\left(1-r_{23}^{2}\right)}}
$$

Remarks 1. The expressions for $r_{13.2}$ and $r_{23.1}$ can be similarly obtained, to give

$$
r_{13.2}=\frac{r_{13}-r_{12} r_{32}}{\sqrt{\left(1-r_{12}^{2}\right)\left(1-r_{32}^{2}\right)}} \text { and } r_{23.1}=\frac{r_{23}-r_{21} r_{31}}{\sqrt{\left(1-r_{21}^{2}\right)\left(1-r_{31}^{2}\right)}}
$$

2. If $r_{12.3}=0$, we have then $r_{12}=r_{13} r_{23}$, it means that $r_{12}$ will not be zero if $X_{3}$ is correlated with both $X_{1}$ and $X_{2}$. Thus, although $X_{1}$ and $X_{2}$ may be uncorrelated when effect of $X_{3}$ is eliminated, yet $X_{1}$ and $X_{2}$ may appear to be correlated because they carry the effect of $X_{3}$ on them.
3. Partial correlation coefficient helps in deciding whether to include or not an additional independent variable in regression analysis.
4. We know that $\sigma_{1}{ }^{2}\left(1-r_{12}{ }^{2}\right)$ and $\sigma_{1}{ }^{2}\left(1-r_{13}{ }^{2}\right)$ are the residual variances if $X_{1}$ is estimated from $X_{2}$ and $X_{3}$ individually, while $\sigma_{1}{ }^{2}\left(1-R_{1.23}{ }^{2}\right)$ is the residual variance if $X_{1}$ is estimated from $X_{2}$ and $X_{3}$ taken together. So from the above remark and $R_{1.23}{ }^{2} \geq r_{12}{ }^{2}$ and $r_{13}{ }^{2}$, it follows that inclusion of an additional variable can only reduce the residual variance. Now inclusion of $X_{3}$ when $X_{2}$ has already been taken for predicting $X_{1}$, is worthwhile only when the resultant reduction in the residual variance is substantial. This will be the case when $r_{13.2}$ is sufficiently large. Thus in this respect partial correlation coefficient has its significance in regression analysis.

10-15.1. Generalisation. In the case of $n$ variables $X_{1}, X_{2} \ldots, X_{n}$ the partial correlation coefficient $r_{12.34 \ldots n}$ between $X_{1}$ and $X_{2}$ (after the linear effect of $X_{3}, X_{4}, \ldots, X_{n}$ on them has been eliminated), is given by

$$
r_{12.34 \ldots, \mathrm{n}}=b_{12.34 \ldots, \mathrm{n}} \times b_{21.34 \ldots, \ldots}
$$

But we have'
and

$$
\begin{gather*}
\left.\quad \begin{array}{c}
b_{12 \cdot 34 \ldots, n}=-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}} \\
\text { and } \quad b_{21 \cdot 34 \ldots, n}=-\frac{\sigma_{2}}{\sigma_{1}} \cdot \frac{\omega_{21}}{\omega_{22}}
\end{array}\right\} \text { [c,f. Equation (10,40)]. } \\
\therefore \quad r_{1234 \ldots, n}^{2}=\left(-\frac{\sigma_{1}}{\sigma_{2}} \cdot \frac{\omega_{12}}{\omega_{11}}\right)\left(-\frac{\sigma_{2}}{\sigma_{1}} \cdot \frac{\omega_{21}}{\omega_{22}}\right)=\frac{\omega_{12}{ }^{2}}{\omega_{11} \omega_{22}} \\
\Rightarrow \quad r_{12.34 \ldots, \ldots}=-\frac{\omega_{12}}{\sqrt{\omega_{11} \omega_{22}}} \tag{10.46b}
\end{gather*}
$$

negative sign being taken since the sign of the regression coefficient is same as that of $\left(-\omega_{12}\right)$.
10.16. Multiple Correlation in Terms of Total and Partial Correlations.

$$
\begin{equation*}
1-R_{1.23^{2}}^{2}=\left(1-r_{12}^{2}\right)\left(1-r_{13.2^{2}}^{2}\right) \tag{10-46c}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
1-R_{1.23}^{2} & =1-\frac{r_{12}^{2}+r_{13}^{2}-2 r_{12} r_{13} r_{23}}{1-r_{23}^{2}} \\
& =\frac{1-r_{23}^{2}-r_{12}^{2}-r_{13}^{2}+2 r_{12} r_{13} r_{23}}{1-r_{23}^{2}}
\end{aligned}
$$

Also

$$
1-r_{13 \cdot 2}{ }^{2}=1-\frac{\left(r_{13}-r_{12} r_{23}\right)^{2}}{\left(1-r_{12}{ }^{2}\right)\left(1-r_{23}{ }^{2}\right)}=\frac{1-r_{12}{ }^{2}-r_{23}{ }^{2}-r_{13}{ }^{2}+2 r_{12} r_{131}}{\left(1-r_{12}{ }^{2}\right)\left(1-r_{23}{ }^{2}\right)}
$$

Hence the result.
Theorem. Any standard deviation of order ' $p$ ' may be expressed in terms of a standard deviation of order $(p-1)$ and a partial correlation coefficient of order ( $p-1$ ).

Proof. Let us consider the sum :

$$
\begin{aligned}
& \sum X_{1.23 . n}=\sum X_{1.23 \ldots n} X_{1.23 \ldots n} \\
& =\Sigma\left[\begin{array}{ll}
X_{123} & (n-1)
\end{array} X_{1-23 \ldots n},\right. \\
& \text { (c.f. Property 2, § 10•13) } \\
& =\Sigma\left[X _ { \text { F-23... } n - 1 ) } \left(X_{i}-b_{12 \cdot 34 \ldots n} X_{2}-\ldots-b_{1(n-1), 23 .}{ }_{n} X_{n-1}\right.\right. \\
& \left.\left.-b_{(n \cdot 23 \ldots(n-1)} X_{n}\right)\right] \\
& =\sum X_{1 \cdot 23 .(n-1)} X_{1}-b_{1 n .23 .(n-1)} \sum X_{1 \cdot 23 \ldots(n-1)} X_{n} \\
& \text { (c.f. Property } 2 \text { § 10•13) } \\
& =\sum X_{1 \cdot 23 \ldots(n-1)}-b_{1 n 23 \ldots(n-1)} \Sigma X_{1 \cdot 23 \ldots(n-1)} X_{n \cdot 23 \ldots(n-1)}
\end{aligned}
$$

Dividing both sides by $N$ (total number of observations), we get $\sigma_{1 \cdot 23 . n}^{2}=\sigma_{123 \ldots(n-1)}^{2}-b_{1 n \cdot 23}{ }_{(n-1)} \operatorname{Cov}\left(X_{123 \ldots(n-1)}, X_{n \cdot 23 \ldots(n-1)}\right)$

The regression coefficient of $X_{n 23 \ldots(n-1)}$ on $X_{1 \cdot 23 \ldots(n-1)}$ is given by

$$
\begin{align*}
b_{n 1 \cdot 23} \ldots(n-1) & =\frac{\operatorname{Cov}\left(X_{1 \cdot 23 \ldots(n-1)}, X_{n \cdot 23 \ldots(n-1)}\right)}{\sigma_{1 \cdot 23 \ldots \cdot(n-1)}} \\
\therefore \quad \sigma_{1 \cdot 23 . . n}^{2} & =\sigma_{1 \cdot 23 \ldots(n-1)}^{2}\left[1-b_{1 n \cdot 23 \ldots(n-1)} \cdot b_{n 1 \cdot 23 \ldots(n-1)}\right] \\
& =\sigma_{1 \cdot 23 \ldots(n-1)}^{2}\left[1-r_{n 123 \ldots(n-1)]}^{2},\right.
\end{align*}
$$

a formula which expresses the standard deviation of order ( $n-1$ ) in terms of standard deviation of order ( $n-2$ ) and partial correlation coefficient of order $(n-2)$. If we take $p=(n-1)$, the theorem is established.

Cor. 1. From (10.47), we have

$$
\begin{equation*}
\sigma_{123 \ldots(n-1)}^{2}=\sigma_{1.23 \ldots(n-2)}^{2}\left(1-r_{1(n-1) \cdot 23 \ldots(n-2)}^{2}\right) \tag{10.47a}
\end{equation*}
$$

and so on. Thus the repeated application of (10.47) gives
$\sigma_{1 \cdot 23}^{2}=\sigma_{1}{ }^{2}\left(1-r_{12}{ }^{2}\right)\left(1-r_{13 \cdot 2}{ }^{2}\right)\left(1-r_{14: 32^{2}}{ }^{2}\right) \ldots\left(1-r_{1 n \cdot 23 \ldots(n-1)}\right)$

Since partial correlation coefficients cannot exceed unity numerically, we get from (10.47), (10.47a), and so on,

$$
\left.\begin{array}{ccc}
\sigma_{1.23 \ldots n}^{2} & \leq & \sigma^{2}{ }_{1 \cdot 23 \ldots(n-1)} \\
\sigma^{2}{ }_{1 \cdot 23 \ldots(n-1)} & \leq & \sigma^{2}{ }_{1 \cdot 23 \ldots(n-2)} \\
\mid & \leq & \sigma_{1.2}^{2} \\
\sigma_{1.23^{2}}^{2} & \sigma_{1}^{2} \\
\sigma_{1.2}^{2} & \leq & \\
\Rightarrow \quad \sigma_{1} \geq \sigma_{1.2} \geq \sigma_{1.23} \geq \ldots \geq \sigma_{1.23 \ldots n}
\end{array}\right\}
$$

Cor. 2. Also, we have

$$
\sigma_{1 \cdot 23 \ldots n}^{2}=\sigma_{1}^{2}\left(1-R_{1 \cdot 23 \ldots n}^{2}\right)
$$

On using ( $10.47 b$ ), we get
$1-R_{1 \cdot 23 \ldots . .}=\left(1-r_{12}{ }^{2}\right)\left(1-r_{13.2}{ }^{2}\right) \ldots\left(1-r_{1 n \cdot 3 \ldots(n-1)}\right)$
This is the generalisation of the result obtained in ( $10 \cdot 46 c$ ).
Since

$$
\left|r_{i j .(s)}\right| \leq 1 ; s=0,1,2, \ldots,(n-1)
$$

where $r_{i j .(s)}$ is a partial correlation coefficient of order $s$. we get from ( $10.47 d$ )

$$
\begin{aligned}
1-R_{1.23 \ldots . . n}^{2} & \leq 1-r_{12}^{2} \\
1-R_{1.23 \ldots . . n}^{2} & \leq 1-r_{13.2}^{2}
\end{aligned}
$$

and so on.
t.e.,

$$
\begin{equation*}
R_{1 \cdot 23 \ldots . . n} \geq r_{12}{ }^{2}, r^{2}{ }_{13 \cdot 2}, \ldots, r^{2}{ }_{1 \cdot n \cdot 23 \ldots(n-1)} \tag{10-47e}
\end{equation*}
$$

Since $R_{1-23 \ldots n}$ is symmetric in its secondary subscripts, we have

$$
\left.\begin{array}{r}
R_{1 \cdot 23 \ldots n}^{2} \geq r_{1 i}{ }^{2},(i=2,3, \ldots, n)  \tag{10.47f}\\
R_{1 \cdot 23 \ldots n}^{2} \geq r_{1 i . j}(i \neq j=2,3, \ldots, n)
\end{array}\right\}
$$

and so on
10-17. Expression for Regression Coefficients in Terms of Regression Coefficients of Lower Order. Consider-

$$
\begin{aligned}
\sum X_{1.34 \ldots .} X_{2.34 \ldots n} & =\sum X_{1.34 \ldots(n-1)} X_{2 \cdot 34 \ldots n} \\
& =\sum X_{1 \cdot 34 \ldots(n-1)}\left(X_{2}-b_{23 \cdot 4 \ldots . n} X_{3}-\ldots-b_{2 n \cdot 34 \ldots(n-1)} X_{n}\right) \\
& =\sum X_{1.34 \ldots(n-1)} X_{2}-b_{2 n \cdot 34 \ldots(n-1)} \sum X_{1 \cdot 34 \ldots(n-1)} X_{n} \\
& =\sum X_{1.34 \ldots(n-1)} X_{2 \cdot 34 \ldots(n-1)} \\
& -b_{2 n \cdot 34 \ldots(n-1)} \sum X_{1.34 \ldots(n-1)} X_{n \cdot 34 \ldots(n-1)}
\end{aligned}
$$

Dividing both sides by $N$, the total number of observations, we get

$$
\begin{aligned}
& \operatorname{Cov}\left(X_{1 \cdot 34 \ldots n} X_{2 \cdot 34 \ldots n}\right)=\operatorname{Cov}( \left.X_{1 \cdot 34 \ldots(n-1) .} X_{2 \cdot 34 \ldots(n-1)}\right) \\
& \quad-b_{2 n .34 \ldots(n-1)} \operatorname{Cov} \cdot\left(X_{1 \cdot 34 \ldots(n-1)}, X_{n \cdot 34 \ldots(n-1)}\right) \\
& b_{12.34 \ldots . n} \sigma_{2.34 \ldots . \ldots}^{2}=b_{12 \cdot 34 \ldots(n-1)} \sigma_{2 \cdot 34 \ldots(n-1)}^{2} \\
& \quad b_{2 n .34 \ldots(n-1)} b_{1 n \cdot 34 \ldots(n-1)} \sigma_{n \cdot 34 \ldots(n-1)}^{2}
\end{aligned}
$$

On using (10.47), we get

$$
\begin{align*}
& b_{12 \cdot 34 \ldots . .} \sigma^{2}{ }_{2 \cdot 34 \ldots(n-1)}\left\{1-r^{2}{ }_{2 n \cdot 34 \ldots(n-1)}\right\} \\
& =\sigma^{2}{ }_{2 \cdot 34 \ldots(n-1)}\left[b_{12 \cdot 34 \ldots(n-1)}-b_{2 n \cdot 34 \ldots(n-1)} b_{1 n \cdot 34 \ldots(n-1)}\right. \\
& \tag{}
\end{align*}
$$

In the case of two variables, we have

$$
\begin{aligned}
& b_{i j} \sigma_{j}^{2}=b_{j i} \sigma_{i}^{2}=\operatorname{Cov}\left(X_{i}, X_{j}\right) \Rightarrow b_{i j}=\frac{\sigma_{i}^{2}}{\sigma_{j}^{2}} b_{j i} \\
\therefore \quad & b_{2 n \cdot 34 \ldots(n-1)} \frac{\sigma^{2}{ }_{n \cdot 34 \ldots(n-1)}}{\sigma_{2 \cdot 34 \ldots(n-1)}}=b_{n 2 \cdot 34 \ldots(n-1)}
\end{aligned}
$$

Hence from (*), we get

$$
\begin{align*}
& b_{12 \cdot 34 \ldots . n} \sigma^{2} 2 \cdot 34 \ldots(n-1)\left(1-r^{2} 2 n \cdot 34 \ldots(n-1)\right\} \\
& \ldots=\sigma^{2} 2 \cdot 34 \ldots(n-1)\left[b_{12 \cdot 34 \ldots(n-1)}-b_{1 n \cdot 34 \ldots(n-1)} b_{n 2 \cdot 34 \ldots(n-1)}\right] \\
& \therefore \quad b_{12.34 \ldots . n}=\left[\frac{b_{12 \cdot 34 \ldots(n-1)}-b_{1 n \cdot 34 \ldots(n-1)} b_{n 2 \cdot 34 \ldots(n-1)}}{1-r^{2} 2 n \cdot 34 \ldots(n-1)}\right]  \tag{10-48}\\
& \Rightarrow \quad b_{12 \cdot 34 \ldots n}=\left[\frac{b_{12 \cdot 34 \ldots(n-1)}-b_{1 n \cdot 34 \ldots(n-1)} \cdot b_{n 2 \cdot 34 \ldots(n-1)}}{1-b_{2 n \cdot 34 \ldots(.)}}\right] \tag{10-48a}
\end{align*}
$$

10.18. Expression for Partial Correlation Coefficient in Terms of Correlation Coefficients of Lower Order. By definition, we have

$$
\begin{align*}
& b_{i j . l m \ldots s}=r_{i j . l m \ldots} \times \frac{\sigma_{i, l m \ldots,}}{\sigma_{j . l m \ldots s}}  \tag{}\\
\therefore \quad & b_{1 n \cdot 34 \ldots(n-1)} \cdot b_{n 2 \cdot 34 \ldots(n-1)} \\
& =r_{1 n \cdot 34 \ldots(n-1)} \frac{\sigma_{1 \cdot 34 \ldots(n-1)}}{\sigma_{n \cdot 34 \ldots(n-1)}} \times r_{n 2 \cdot 34 \ldots(n-1)} \frac{\sigma_{n \cdot 34 \ldots(n-1)}}{\sigma_{2 \cdot 34 \ldots(n-1)}} \\
& =r_{1 n \cdot 34 \ldots(n-1)} \cdot r_{n 2 \cdot 34 \ldots(n-1)} \cdot \frac{\sigma_{1.34 \ldots(n-1)}}{\sigma_{2 \cdot 34 \ldots(n-1)}} \tag{}
\end{align*}
$$

Hence from (10.48), on using (*) and (**), we get

$$
\begin{align*}
& r_{12.34 \ldots n} \times \frac{\sigma_{1.34 \ldots . n}}{\sigma_{2.34 \ldots n}} \\
& \quad=\left[\frac{\left(r_{12.34 \ldots(n-1)}-r_{1 n .34 \ldots(n-1)} r_{n 2.34 \ldots(n-1)}\right\}}{1-r^{2} 2 n \cdot 34 \ldots(n-1)} \frac{\sigma_{1.34 \ldots(n-1)}}{\sigma_{2.34 \ldots(n-1)}}\right] \tag{***}
\end{align*}
$$

Also on using (10.47), we get

$$
\frac{\sigma_{1 \cdot 34 \ldots n}}{\sigma_{2 \cdot 34 \ldots n}}=\frac{\sigma_{1 \cdot 34 \ldots(n-1)}}{\sigma_{2 \cdot 34 \ldots(n-1)}} \times\left[\frac{1-r^{2} 1 n: 34 \cdot i(n-1)}{1-r^{2} 2 n \cdot 34 \ldots(n-1)}\right]^{1 / 2}
$$

Hence from (***), we get

$$
\begin{align*}
& r_{12 \cdot 34 \ldots n}\left[\frac{1-r^{2}{ }_{1 n \cdot 34 \ldots(n-1)}}{1-r^{2}{ }_{2 n \cdot 34 \ldots(n-1)}}\right]^{\frac{1}{2}} \\
&=\left[\frac{r_{12 \cdot 34 \ldots(n-1)}-r_{1 n \cdot 34 \ldots(n-1)} r_{n 2 \cdot 34 \ldots(n-1)}}{1-r^{2}{ }_{2 n \cdot 34 \ldots(n-1)}}\right] \\
& \Rightarrow \quad \ldots \quad r_{12 \cdot 34 \ldots n}=\frac{r_{12 \cdot 34 \ldots(n-1)}-r_{1 n \cdot 34 \ldots(n-1)} r_{n 2 \cdot 34 \ldots(n-1)}}{\left(1-r^{2}{ }_{1 n \cdot 34 \ldots(n-1))^{1 / 2}\left(1-r^{2}\right.}^{n 2 \cdot 34 \ldots . .(n-1))^{1 / 2}}\right.} .
\end{align*}
$$

which is an expression for the correlation coefficient of order $p=(n-2)$ in :terms of the correlation coefficient of order $(p-1)=(n-3)$.

Example 10.33. From the data relating to the yield of dry bark $\left(X_{1}\right)$, height $\left(X_{2}\right)$ and girth $\mathrm{X}_{3}$ for 18 cinchona plants the following correlation coefficients were obtained :

$$
r_{12}=0.77, r_{13}=0.72 \text { and } r_{23}=.0 .52
$$

Find the the partial.correlation coefficient $r_{12.3}$ and multiple correlation coefficient $\boldsymbol{R}_{1.23}$.

## Solution.

$$
\begin{aligned}
& r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}{ }^{2}\right)\left(1-r_{23}^{2}\right)}}=\frac{0.77-0.72 \times 0.52}{\sqrt{\left[1-(0.72)^{2}\right]\left[1-(0.52)^{2}\right]}}=0.62 \\
& R_{1.23}{ }^{2}=\frac{r_{12}^{2}+r_{13}{ }^{2}-2 r_{12} r_{13} r_{23}}{1-r_{23}^{2}} \\
&=\frac{(0.77)^{2}+(0.72)^{2}-2 \times 0.77 \times 0.72 \times 0.52}{1-(0.52)^{2}}=0.7334 \\
& \therefore \quad R_{1.23}=+0.8564
\end{aligned}
$$

(since multiple correlation coefficient is non-negative).
Example 10-34. In a trivariate distribution:

$$
\sigma_{1}=2, \sigma_{2}=\sigma_{3}=3, \dot{r}_{12}=0.7, r_{23}=r_{31}=0.5
$$

Find (i) $r_{23.1}$, (ii) $R_{1.23}$, (iii) $b_{12.3}, b_{13.2}$ and (iv) $\sigma_{1.23}$.
Solution. We have
(i) $\quad r_{23.1}=\frac{r_{23}-r_{21} r_{31}}{\sqrt{\left(1-r_{21}^{2}\right)\left(1-r_{31}^{2}\right)}}=\frac{0.5-(0.7)(0.5)}{\sqrt{(1-0.49)(1-0.25)}}=0.2425$
(ii) $R_{1.23}^{2}=\frac{r_{12}^{2}+r_{13}^{2}-2 r_{12} r_{13} r_{23}}{1-r_{23}^{2}}$

$$
=\frac{0.49+0.25-2(0.7)(0.5)(0.5)}{1-0.25}=0.52
$$

$\therefore \quad R_{1.23}=+0.7211$
(iii) $b_{12.3}=r_{12.3} \frac{\sigma_{1.3}}{\sigma_{2.3}}$ and $b_{13.2}=r_{13.2} \frac{\sigma_{1.2}}{\sigma_{3.2}}$

$$
r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}^{2}\right)}}=0.6, r_{13.2}=\frac{r_{13}-r_{12} r_{32}}{\sqrt{\left(1-r_{12}^{2}\right)\left(1-r_{32}^{2}\right)}}=0.2425
$$

$$
\begin{aligned}
& \sigma_{1: 3}=\sigma_{1} \sqrt{\left(1-r_{13}{ }^{2}\right)}=2 \sqrt{(1-0.25)}=1.7320 \\
& \sigma_{2 \cdot 5}=\sigma_{2} \sqrt{\left(1-\dot{r}_{23}{ }^{2}\right)}=3 \sqrt{(1-0.25)}=2.5980 \\
& \sigma_{1 \cdot 2}=\sigma_{1} \sqrt{\left(1-r_{12}{ }^{2}\right)}=2 \sqrt{(1-0.49)}=1.4282 \\
& \sigma_{3.2}=\sigma_{3} \sqrt{\left(1-r_{32}{ }^{2}\right)}=3 \sqrt{(1-0.25)}=2.5980
\end{aligned}
$$

Hence $b_{12.3}=0.4$ and $b_{13.2}=0.1333$
(iv) $\quad \sigma_{1.23}=\sigma_{1} \sqrt{\frac{\omega}{\omega_{1!}}}$
where $\omega=\left|\begin{array}{ccc}1 & r_{12} & r_{13} \\ r_{21} & 1 & r_{23} \\ r_{31} & r_{32} & 1\end{array}\right|=1-r_{12}{ }^{2}-r_{13}{ }^{2}-r_{23}{ }^{2}+2 r_{12} r_{13} r_{23}=0.36$
and $\quad \omega_{11}=\left|\begin{array}{cc}1 & r_{23} \\ r_{32} & 1\end{array}\right|=1 \sim_{23}{ }^{2}=1-0.25=0.75$
$\therefore \quad \sigma_{1.23}=2 \times \sqrt{0.48}=2 \times 0.6928=1.3856$
Example 10.35. Find the regression equation of $X_{1}$ on $X_{2}$ and $X_{3}$ given the following resilts:-

| Trait | Mean | Standard deviation | $r_{2}$ | $r_{23}$ | $r_{31}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 28.02 | 4.42 | +0.80 | - | - |
| $X_{2}$ | 4.91 | 1.10 | - | -0.56 | - |
| $X_{3}$ | 594 | 85 | - | - | -0.40 |

where $\quad X_{1}=$ Seed per acre; $X_{2}=$ Rainfall in inclies $X_{3}=$ Accumulated temperature above $42^{\circ} F$.
Solution. Regression equation of $X_{1}$ on $X_{2}$ and $X_{3}$ is given by

$$
\left(X_{1}-\bar{X}_{1}\right) \frac{\omega_{11}}{\sigma_{1}}+\left(X_{2}-\bar{X}_{2}\right) \frac{\omega_{12}}{\sigma_{2}}+\left(X_{3}-\bar{X}_{3}\right) \frac{\omega_{13}}{\sigma_{3}}=0
$$

where

$$
\begin{aligned}
\omega & =\left|\begin{array}{ccc}
1 & r_{12} & r_{13} \\
r_{21} & 1 & r_{23} \\
r_{31} & r_{32} & 1
\end{array}\right| \\
\omega_{11} & =\left|\begin{array}{cc}
1 & r_{23} \\
r_{32} & 1
\end{array}\right|=1-r_{23}^{2}=1-(-0.56)^{2}=0.686 \\
\omega_{12} & =-\left|\begin{array}{cc}
r_{21} & r_{23} \\
r_{31} & 1
\end{array}\right|=r_{13} r_{23}-r_{21}=-0.576 \\
\omega_{13} & =r_{23} r_{12}-r_{13}=(-0.56)(0.80)-(-0.40)=-0.048
\end{aligned}
$$

$\therefore$ Required equation of plane of regression of $X_{1}$ on $X_{2}$ and $X_{3}$ is given by $\frac{0.686}{4.42}\left(X_{1}-.28 .02\right)+\frac{(-0.576)}{1.10}\left(X_{2}-.4 .91\right)+\frac{(-0.048)}{85.00}\left(X_{3}-594\right)=0$

Example 10.36. Five hundred students were examined in three subjects I, II and III; each subject carrying 100 marks. A student getting 120 or more but less than 150 marks was put in pass class. A student getting 150 or more but less than 180 marks was put in second class and a student getting 180 or more marks was put in the first class. The following marks were obtained :

| Mean : | 35.8 | 52.4 | 48.8 |
| :--- | :---: | :---: | :---: |
| S.D. : | 4.2 | 5.3 | 6.1 |
| Correlation : | $r_{12}=0.6$, | $r_{13}=0.7$ | $r_{23}=0.8$ |

(i) Find the number of students in each of the three classes.
(ii) Find the total number of students with total marks lying between 120 and 190.
(iii) Find the probability that a student gets more that 240 marks.
(iv) What should be the correlation between marks in subjects I and II among students who scored equal marks in subject III ?
(v) If $r_{23}$ was not known, obtain the limits within which it may lie from the values of $r_{12}$ and $r_{13}$ (ignoring sampling errors).

Solution. If $Z$ denotes the total marks of the students in the three subjects and $X_{1}, X_{2}, X_{3}$ the total, marks of the students in subjects I, II and III respectively, then

$$
\begin{aligned}
& Z=X_{1}+X_{2}+X_{3} \\
& \therefore \quad E(Z)=E\left(X_{1}\right)+E\left(X_{2}\right)+E\left(X_{3}\right)=35.8+52.4+48.8=137 \\
& V(Z)=V\left(X_{1}\right)+V\left(X_{2}\right)+V\left(X_{3}\right) \\
& +2\left[\operatorname{Cov}\left(X_{1}, X_{2}\right)+\operatorname{Cov}\left(X_{2}, X_{3}\right)+\operatorname{Cov}\left(X_{3} ; X_{1}\right)\right] \\
& =17.64+28.09+37.21+26.712+35.868+51.728 \\
& =197.248 \\
& \Rightarrow \quad \sigma_{Z}^{2}=197.248 \text { or } \sigma_{Z}=14.045 \\
& \text { Now } \quad \xi=\frac{Z-E(Z)}{\sigma_{Z}} \sim N(0,1)
\end{aligned}
$$

(i) The number of students in first, second and third class respectively are 355, 88 and 0 (approx.)
(ii) Total number of students with total marks between 120 and 190 is 443.
(iii) Probability that a student gets more than 240 marks is zero:
(iv) The correlation coefficient between marks in subjects I and.II of the students who secured equal marks in subject III is $r_{12.3}$ and is given by

$$
r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}{ }^{2}\right)}}=\frac{0.04}{\sqrt{(1-0.49)(1-0.64)}}=0.0934
$$

(v) We have.

$$
\begin{aligned}
& & r_{12.3}^{2}=\frac{\left(r_{12}-r_{13} r_{23}\right)^{2}}{\left(1-r_{13}{ }^{2}\right)\left(-1-r_{23}{ }^{2}\right)} & \leq 1 \\
\therefore & & \frac{(0.6-0.7 a)^{2}}{(1-0.49)\left(1-a^{2}\right)} & \leq 1, \text { where } a=r_{23} . \\
\Rightarrow & & 0.36+0.49 a^{2}-0.84 a & \leq 0.51\left(1-a^{2}\right) \\
\Rightarrow & & a^{2}-0.84 a-0.15 & \leq 0
\end{aligned}
$$

Thus ' $a$ '. lies between the roots of the equation :

$$
a^{2}-0.84 a-0.15=0
$$

which are 0.99 and -0.15 .
Hence $r_{23}$ should lie between -0.15 and 0.99 .
Example 10.37. Show that

$$
1-R_{1.23^{2}}=\left(1-r_{12}{ }^{2}\right)\left(1-r_{13 \cdot 2^{2}}\right)
$$

Deduce that

$$
\text { (i) } R_{1 \cdot 23} \geq r_{12} \text {, (ii) } R_{1 \cdot 23}{ }^{2}=r_{12}^{2}+r_{13}{ }^{2} \text {, if } r_{23}=0
$$

(iii) $1-R_{1.23}{ }^{2}=\frac{(1-\rho)(1+2 p)}{(1+\rho)}$, provided all the coefficients of zero order are equal to $\rho$.
(iv) If $R_{1.23}=0, X_{1}$ is uncorrelated with any of other variables, i.e., $r_{12}=r_{13}=0$.
[Delhi Univ. B.Sc. (Stat. Hone.), 1989]
Solution. (i) Since $\left|r_{13.2}\right| \leq 1$, we have from ( $10.46 c$ )

$$
1-R_{1.23}^{2} \leq 1-r_{12}^{2} \quad \Rightarrow \quad R_{1.23} \geq r_{12}
$$

(ii) We have

$$
r_{13 \cdot 2}=\frac{r_{13}-r_{12} r_{32}}{\sqrt{\left(1-r_{12}{ }^{2}\right)\left(1-r_{32}{ }^{2}\right)}}=\frac{r_{13}}{\sqrt{1-r_{12}{ }^{2}}} \quad \quad\left(\text { if } r_{23}=0\right)
$$

$\therefore$ From (1046c), we get

$$
1-R_{1 \cdot 23}^{2}=\left(1-r_{12}^{2}\right)\left[1-\frac{r_{13}^{2}}{1-r_{12}^{2}}\right]=1-r_{12}^{2}-r_{13}^{2}
$$

Hence

$$
R_{1 \cdot 23^{2}}=r_{12}^{2}+r_{13}{ }^{2}, \text { if } r_{23}=0 .
$$

(iii) Here, we are given that $r_{12}=r_{13}=r_{23}=p$

$$
\therefore \quad r_{13.2}=\frac{p-p^{2}}{\sqrt{\left(1-p^{2}\right)\left(1-\rho^{2}\right)}}=\frac{\rho(1-p)}{\left(1-\rho^{2}\right)}=\frac{p}{1+\rho}
$$

Hence from ( $10-46 c$ ), we have

$$
1-R_{1 \cdot 23^{2}}=\left(1 \div \rho^{2}\right)\left[1-\frac{\rho^{2}}{(1+\rho)_{2}^{2}}\right]=\frac{(1-\rho)(1+2 \rho)}{(1+\rho)}
$$

(iv) If $R_{1.23}=0,(10-46 c)$ gives

$$
\begin{equation*}
1=\left(1-r_{12}{ }^{2}\right)\left(1-r_{13 \cdot 2^{2}}\right) \tag{}
\end{equation*}
$$

Since $0 \leq r_{12}{ }^{2} \leq 1$ and $0 \leq r_{13.2}{ }^{2} \leq 1$, ( ${ }^{*}$ ) will hold if and only if

$$
r_{12}=0 \quad \text { and } \quad r_{13 \cdot 2}=0
$$

Now $\quad r_{13.2}=0 \Rightarrow \frac{r_{13}-r_{12} r_{32}}{\sqrt{\left(1-r_{12}{ }^{2}\right)\left(1-r_{32}{ }^{2}\right)}}=0$
$\Rightarrow \quad \frac{r_{13}}{\sqrt{1-r_{32}{ }^{2}}}=0$
$\Rightarrow \quad r_{13}=0$
Thus if $R_{1 \cdot 23}=0$, then $r_{13}=r_{12}=0$, i.e., $X_{1}$ is uncorrelated with $X_{2}$ and $X_{3}$.
Example 10.38. Show that the correlation coefficient between the residuals $X_{1.23}$ and $X_{2.13}$ is equal and opposite to that between $X_{1.3}$ and $X_{2.3}$.
[Poona Univ. B.Sc, 1991]
Solution. The correlation coefficient between $X_{1.23}$ and $X_{2.13}$ is given by

$$
\omega_{11}=\left|\begin{array}{cc}
1 & r_{23} \\
r_{32} & 1
\end{array}\right|=1-r_{23}{ }^{2} \text { and } \omega_{22}=\left|\begin{array}{cc}
1 & r_{13} \\
r_{31} & 1
\end{array}\right|=1-r_{13}{ }^{2}
$$

$$
\therefore r\left(X_{1.23 i} ; X_{2 \cdot 13}\right)=-b_{12 \cdot 3} \frac{\sigma_{2}}{\sigma_{1}} \cdot \sqrt{\frac{1-r_{23}{ }^{2}}{1-r_{13}{ }^{2}}}=-b_{12 \cdot 3} \frac{\sigma_{2.3}}{\sigma_{1 \cdot 3}}
$$

$$
\text { [isince } \sigma_{23}{ }^{2}=\sigma_{2}{ }^{2}\left(1-r_{23^{2}}{ }^{2}\right) \text { and } \sigma_{1 \cdot 3^{2}}=\sigma_{1}{ }^{2}\left(1-r_{13}{ }^{2}\right) \text { ] }
$$

$$
\therefore r\left(X_{1.23}, X_{2.13}\right)=-\frac{\operatorname{Cov}\left(X_{1.3}, X_{2.3}\right)}{\sigma_{2 \cdot 3}^{2}} \cdot \frac{\sigma_{2.3}}{\sigma_{1.3}}
$$

$$
=-\frac{\operatorname{Cov}\left(X_{1.3}, X_{2 \cdot 3}\right)}{\sigma_{2 \cdot 3} \sigma_{1 \cdot 3}}=-r\left(X_{1 \cdot 3}, X_{2.3}\right)
$$

Hence the result.
Example 10.39. Show that if $X_{3}=a X_{1}+b X_{2}$, the ithree partial correlations are numerically equal to unity, $r_{13 \cdot 2}$ havinis the sign of $a, r_{23 \cdot 1}$, the sign of $b$ and $r_{123,}$, the opposite sign of a/b.
[Kanpur Univ. M.Sc, 1992]

$$
\begin{aligned}
& \frac{\operatorname{Cov}\left(X_{1.23}, X_{2.13}\right)}{\sigma_{1.23} \sigma_{2.13}}=\frac{\sum X_{1.23} X_{2.13}}{N \sigma_{1.23} \sigma_{2.13}}=\frac{\frac{1}{N} \sum X_{2.13}\left(X_{1}-b_{12.3}^{\prime} X_{2}-b_{13.2} X_{3}\right)}{\sigma_{1.23} \sigma_{2.13}} \\
& =-b_{12.3} \frac{\sum X_{2.13} X_{2}}{N \sigma_{1.23} \sigma_{2.13}} \quad \text { (c.f. Property } 1, \S 10.13 \text { ) } \\
& =-b_{12.3} \frac{\sum X_{2.13} X_{2}}{N \sigma_{1.23} \sigma_{2.13}} \quad \text { (c.f. Property } 1, \S 10.13 \text { ) } \\
& =-b_{12 \cdot 3} \frac{\Sigma X_{2.13}{ }^{2}}{N \sigma_{1 \cdot 23 .} \sigma_{2 \cdot 13}} \\
& \text { (c.f. Property 2, § 10.13) } \\
& =-b_{12 \cdot 3} \frac{\sigma_{2.13}}{\sigma_{1 \cdot 23}}=-b_{12.3} \frac{\left(\sigma_{2} \sqrt{\omega / \omega_{22}}\right)}{\left(\sigma_{1} \sqrt{\omega / \omega_{11}}\right)} \\
& \text { where } \\
& \omega=\left|\begin{array}{ccc}
1 & r_{12} & r_{13} \\
r_{21} & 1 & r_{23} \\
r_{31} & r_{32} & 1
\end{array}\right| ;
\end{aligned}
$$

Solution. Here we may regard $X_{3}$ as dependent on $X_{1}$ and $X_{2}$ which may be taken as independent variables. Since $X_{1}$ and $X_{2}$ are independent, they are uncorrelated.

Thus

$$
\begin{aligned}
& r\left(X_{1}, X_{2}\right)=0 \quad \Rightarrow \quad \operatorname{Cov}\left(X_{1}, X_{2}\right)=0 \\
& V\left(X_{3}\right)=V\left(a X_{1}+b X_{2}\right)=a^{2} V\left(X_{1}\right)+b^{2} V\left(X_{2}\right)+2 a b \operatorname{Cov}\left(X_{1}, X_{2}\right) \\
&=a_{1}^{2} \sigma_{1}^{2}+b^{2} \sigma_{2}^{2}
\end{aligned}
$$

where

$$
V\left(X_{1}\right)=\sigma_{1}^{2}, V\left(X_{2}\right)=\sigma_{2}^{2}
$$

Also $X_{1} X_{3}=X_{1}\left(a X_{1}+b X_{2}\right)=a X_{1}^{2}+b X_{1} X_{2}$
Assuming that $X_{i}$ 's are measured from their meăns, on taking expectations of both sides, we get

$$
\begin{aligned}
\operatorname{Cov}\left(\dot{X}_{1}, X_{3}\right) & =a \sigma_{1}^{2}+b \operatorname{Cov}\left(X_{1}, X_{2}\right)=a \sigma_{1}^{2} \\
\therefore \quad r_{13} & =\frac{\operatorname{Cov}\left(X_{1}, X_{3}\right)}{\sqrt{V\left(X_{1}\right) V\left(X_{3}\right)}}=\frac{a \sigma_{1}^{2}}{\sqrt{\sigma_{1}^{2}\left(a^{2} \sigma_{1}^{2}+b^{2} \sigma_{2}^{2}\right)}}=\frac{a \sigma_{1}}{k} .
\end{aligned}
$$

where

$$
k^{2}=a^{2} \sigma_{1}^{2}+b^{2} \sigma_{2}^{2}
$$

Similarly, we will get

$$
r_{23}=\frac{\operatorname{Cov}\left(X_{2}, X_{3}\right)}{\sqrt{V\left(X_{2}\right) V\left(X_{3}\right)}}=\frac{b \sigma_{2}}{k}
$$

Hence
$r_{13.2}=\frac{r_{13}-r_{12} r_{32}}{\sqrt{\left(1-r_{12}^{2}\right)\left(1-r_{32}^{2}\right)}}=\frac{a \sigma_{1}}{k} \frac{k}{\sqrt{k^{2}-b^{2} \sigma_{2}^{2}}}=\frac{a \sigma_{1}}{\sqrt{a^{2} \sigma_{1}^{2}}}= \pm \frac{a \sigma_{1}}{a \sigma_{1}}= \pm 1$
according as ' $a$ ' is positive or negative, Hence $r_{13 \cdot 2}$ has the same sign as ' $a$ '.
Again
$r_{23 \cdot 1}=\frac{r_{23}-r_{21} r_{31}}{\sqrt{\left(1-r_{21}^{2}\right)\left(1-r_{31}^{2}\right)}}=\frac{b \sigma_{2}}{k} \frac{k}{\sqrt{k^{2}-a^{2} \sigma_{1}^{2}}}=\frac{b \sigma_{2}}{\sqrt{b^{2} \sigma_{2}^{2}}}=\cdot \pm 1$,
according as ' $b$ ' is positive or negative. Hence $r_{23 \cdot 1}$ has the same sign as ' $b$ '.
Now

$$
\begin{aligned}
r_{123} & =\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}^{2}\right)\left(1-r_{23}^{2}\right)}}=-\frac{a \sigma_{1}}{k} \cdot \frac{b \sigma_{2}}{k} \cdot \frac{k^{2}}{\sqrt{\left(k^{2}-a^{2} \sigma_{1}^{2}\right)\left(k^{2}-b^{2} \sigma_{2}^{2}\right)}} \\
& =-\frac{a b \sigma_{1} \sigma_{2}}{\sqrt{b^{2} \sigma_{2}^{2} \times a^{2} \sigma_{1}^{2}}}=-\frac{a b}{\sqrt{a^{2} b^{2}}}=-\frac{a / b}{\sqrt{a^{2} / b^{2}}}=\frac{-(a / b)}{ \pm(a / b)}=\mp 1,
\end{aligned}
$$

according as $(a / b)$ is positive or negative. Hence $r_{123}$ has the sign opposite to that of $(a / b)$.

Example 10.40. If all the correlation coefficients of zero order in a set of $p$-variates are equal to $p$, show that
(i) Every partial correlation of $s^{\prime}$ th order is $\frac{\rho}{1+s \rho}$
(ii) The coefficient of multiple correlation $R$ of $a$ variate with the othe, $(p-1)$ variates is given by

$$
1-R^{2}=(1-p)\left[\frac{1+(p-1) p}{1+(p-2) p}\right]
$$

[Delhi Univ. M.Sc. Matho'); 1990]

Solution. We are given that

$$
r_{m n} \leq \rho,(m, n=1,2, \ldots, p ; m \neq n)
$$

We have

$$
\begin{align*}
r_{i j \cdot k} & =\frac{r_{i j}-r_{i k} r_{i k}}{\sqrt{\left(1-r_{i k}^{2}\right)\left(1-r_{j k}^{2}\right)}},(i, j, k=1,2, \ldots, p ; i \neq j \neq k) \\
& =\frac{\rho-\rho \cdot \rho}{\sqrt{\left(1-\rho^{2}\right)\left(1-\rho^{2}\right)}}=\frac{\rho}{1+\rho} \tag{**}
\end{align*}
$$

Thus every partial correlation coefficient of first order is $\rho /(1+\rho)$.
$\Rightarrow$ (*) $^{*}$ is true for $s=1$.
The result will be established by the principle of mathematical induction. Let us suppose that every partial correlation coefficient of order $s$ is given by $\rho /(1+s \rho)$. Then the partial correlation coefficient of order $(s+1)$ is given by

$$
r_{i j \cdot k m \ldots, t}=\frac{r_{i \cdot(s)}-r_{i k+s} r_{i k \cdot(s)}}{\left.\sqrt{\left(1-r^{2} i k \cdot(s)\right.}\right)\left(1-r^{2} k \cdot(s)\right)}
$$

where $k, m, \ldots, t$ are $(s+1)$ secondary subscripts and $r_{i j(s),} r_{i k \cdot(s),} r_{j k \cdot(s)}$, are partial correlation coefficients of order $s$. Thus

$$
r_{i j k m \ldots t}=\frac{\frac{\rho}{1+s \rho}-\left(\frac{\rho}{1+s \rho}\right)^{2}}{1-\left(\frac{\rho}{1+s \rho}\right)^{2}}=\frac{\frac{\rho}{1+s \rho}\left(1-\frac{\rho}{1+s \rho}\right)}{\left.\left(1-\frac{\rho}{1+s \rho}\right)^{\left(1+\frac{\rho}{1+s \rho}\right.}\right)} \frac{\rho}{1+(s+1) \rho}
$$

Using (**) and (***), the required result follows by induction.
(ii) We have $1-R^{2}=\frac{\omega}{\omega_{11}}$
where $R$ is the multiple correlation coefficient of a variable with other ( $p-1$ ) variables and

$$
\begin{aligned}
\omega & =\left|\begin{array}{ccccc}
1 & \rho & \rho & \ldots & \rho \\
\rho & 1 & \rho & \ldots & \rho \\
\rho & \rho & 1 & \ldots & \rho \\
\vdots & \vdots & \vdots & & \vdots \\
\rho & \rho & \rho & \ldots & 1
\end{array}\right|, \text { a determinant of order ' } p \text { ' and } \\
\omega_{11} & =\left|\begin{array}{ccccc}
1 & \rho & \rho & \ldots & \rho \\
\rho & 1 & \rho & \ldots & \rho \\
\rho & \rho & 1 & \ldots & \rho \\
\vdots & 1 & \vdots & & \vdots \\
\rho & \rho & \rho & \ldots & 1
\end{array}\right| \text { a determinant of order }(p-1) .
\end{aligned}
$$

We have

[On operating $R_{i}-R_{1},(i=2,3, \ldots p)$ ].

$$
\therefore \quad \omega=[1+(p-1) \rho](1-\rho)^{p-1}
$$

$$
\begin{aligned}
& \text { Similarly, we will have } \\
& \omega_{11}=[1+(p-2) \rho](1-\rho)^{p-2 .} \\
& \therefore \quad 1-R^{2}=\frac{\omega}{\omega_{11}}=(1-\rho)\left[\frac{1+(p-1) \rho}{1+(p-2) \rho}\right]
\end{aligned}
$$

Example 10.41. In a p-variate distribution, all the total (order zero) correlation coefficients are equal to $\rho_{0} \neq 0$. Let $\rho_{k}$ denote the partial correlation coefficient of order $k$ and $R_{k}$ be the multiple correlation co:fficient of one variate on $k$ other variates. Prove that

$$
\text { (i) } \rho_{0} \geq-\frac{1}{(p-1)}, \text { (ii) } \rho_{k}-\rho_{k-1}=-\rho_{k} \rho_{k-1} \text {, and }
$$

(iii) $R_{k}^{2}=\frac{k \rho_{0}^{2},}{1+(k-1) \rho_{0}}$.
[Delhi Univ. M.Sc. (Stat.) 1987]
Solution. (i) We have proved in Example 10.40, that

$$
\rho_{k}=\frac{\rho_{0}}{1+k \rho_{0}}
$$

In the case of $p$-variate distribution, the partial correlation coefficient of the highest order is $\rho_{p-2}$ and is given by

$$
\rho_{p-2}=\frac{\rho_{0}}{1+(p-2) \rho_{0}}
$$

Since

$$
\left|\rho_{\rho-2}\right| \leq 1 \Rightarrow-1 \leq \rho_{p-2} \leq 1,
$$

we have (on considering the lower limit)

$$
\begin{array}{cc} 
& -1 \leq \frac{\rho_{0}}{1+(p-2) \rho_{0}} \text { or }-\left[1+(p-2) \rho_{0}\right] \leq \rho_{0} \\
\Rightarrow & \rho_{0} \geq-\frac{1}{(p-1)}
\end{array}
$$

(ii) L.H.S: $=\rho_{k}-\rho_{k-1}=\frac{\rho_{0}}{1+k \rho_{0}}-\frac{\rho_{0}}{1+(k-1) \rho_{0}}$

$$
\begin{aligned}
& =\rho_{Q}\left[\frac{-\rho_{0}}{\left(1+k \rho_{0}\right)\left[1+(k-1) \rho_{0}\right]}\right] \\
& =-\left(\frac{\rho_{0}}{1+k \rho_{0}}\right)\left(\frac{\rho_{0}}{1+(k-1) \rho_{0}}\right)=-\rho_{k} \rho_{k-1}
\end{aligned}
$$

(iii) Taking $\rho=\rho_{0}$ and $k=p-1$ in part (ii) Example 10-40, we get

$$
\begin{gathered}
1-R_{k}^{2}=\left(1-\rho_{0}\right)\left[\frac{1+k \rho_{0}}{1+(k-1) \rho_{0}}\right] \\
\therefore \quad R_{k}^{2}=1-\frac{\left(1-\rho_{0}\right)\left(1+k \rho_{0}\right)}{1+(k-1) \rho_{0}}=\frac{k \rho_{0}^{2}}{1+(k-1) \rho_{0}}(\text { On simplification }) .
\end{gathered}
$$

Example 10.42. If $r_{12}$ and $r_{13}$ are given, show that $r_{23}$ must lie in the range: $\quad r_{12} r_{13} \pm\left(1-r_{12}^{2}-r_{13}^{2}+r_{12}{ }^{2} r_{13}{ }^{2}\right)^{1 / 2}$

If $r_{12}=k$ and $r_{13}=-k$, show that $r_{23}$ will lie between -1 and $1-2 k^{2}$.
[Sandar Patel Univ. B.Sc. Oct, 1992; Madras Univ. B.Sc. (Sitat, Main) 1991]
Solution. We have

$$
\begin{array}{lc} 
& r_{123} 3^{2}=\left[\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}{ }^{2}\right)\left(1-r_{23}{ }^{2}\right)}}\right]^{2} \leq 1 \\
\therefore & \left(r_{12}-r_{13} r_{23}\right)^{2} \leq\left(1-r_{13}{ }^{2}\right)\left(1-r_{23}^{2}\right) \\
\Rightarrow & r_{12}^{2}+r_{13}^{2} r_{23}^{2}-2 r_{12} r_{13} r_{23} \leq 1-r_{13}^{2}-r_{23}^{2}+r_{13}^{2} r_{23}{ }^{2} \\
\Rightarrow & r_{12}^{2}+r_{13}^{2}+r_{23}^{2}-2 r_{12} r_{13} r_{23} \leq 1 \tag{*}
\end{array}
$$

This condition holds for consistent values of $r_{12}, r_{13}$ and $r_{23}$. (*) may be rewritten as :

$$
r_{23}^{2}-\left(2 r_{12} r_{13}\right) r_{23}+\left(r_{12}^{2}+r_{13}^{2}-1\right) \leq 0 .
$$

Hence, for given values of $r_{12}$ and $r_{13}, r_{23}$ must lie between the roots of the quadratic (in $r_{23}$ ) equation

$$
r_{23}^{2}-\left(2 r_{12} r_{13}\right) r_{23}+\left(r_{12}^{2}+r_{13}^{2}-1\right)=0
$$

which are given by :

$$
r_{23}=r_{12} r_{13} \pm \sqrt{r_{12}^{\prime} \dot{r}_{13}^{2}-\left(r_{12}^{2}+r_{13}^{2}-1\right)}
$$

Hence

$$
\begin{align*}
r_{12} r_{13}-\sqrt{1-r_{19}^{2}-r_{13}^{2}+r_{12}^{2} r_{13}^{2}} & \leq r_{23} \leq r_{1.2} r_{13} \\
& +\sqrt{\left(1-r_{12}^{2}:-r_{13}^{2}+r_{12}^{2} r_{13}{ }^{2}\right)} \tag{}
\end{align*}
$$

In other words, $r_{23}$ must lie in the range

$$
r_{12} r_{13} \pm \sqrt{\left(1-r_{12}^{2}-r_{13}^{2}+r_{12}^{2} r_{13}^{2}\right)}
$$

In particular, if $r_{12}=k$ and $r_{13}=-k$, we get from (**)

$$
-k^{2}-\sqrt{\left(1-k^{2}-k^{2}+k^{4}\right)} \leq r_{23} \dot{\leq}-k^{2}+\sqrt{\left(1-k^{2}-k^{2}+k^{4}\right)}
$$

$$
\begin{aligned}
\Rightarrow & -k^{2}-\left(1-k^{2}\right) & \leq r_{23} \leq-k^{2}+\left(1-k^{2}\right) \\
\therefore & -1 & \leq r_{23} \leq 1-2 k^{2}
\end{aligned}
$$

## EXERCISE 10(g)

1. (a) Explain partial correlation and multiple correlation.
(b) Explain the concepts of multiple and partial correlation coefficients.

Show that the multiple correlation coefficient $\boldsymbol{R}_{1.23}$, is, in the usual notations given by :

$$
R_{1.23^{2}}=1-\frac{\omega}{\omega_{11}}
$$

2 (a) In the usual notations, prove that

$$
R_{1 \cdot 23^{2}}^{2}=\frac{r_{12}^{2}+r_{13}^{2}-2 r_{12} r_{23} r_{31}}{1-r_{23}^{2}} \leq r_{12}^{2}
$$

(b) If $\boldsymbol{R}_{1.23}=1$, prove that $\boldsymbol{r}_{2.13}$ is alṣo equal to 1 . If $\boldsymbol{R}_{1.23}=0$, does it necessarily mean that $\boldsymbol{R}_{2.13}$ is also zero?
3. (a) Obtain an expression for the variance of the residual $X_{1.23}$ in terms of the correlations $r_{12}, r_{23}$ and $r_{31}$ and deduce that $R_{1(23)} \geq r_{12}$ and $r_{13}$.
(b) Show that the standard deviation of order $p$ may be expressed in terms of standard deviation of order $(p-1)$ and a correlation coefficient of order $(p-1)$. Hence deduce that:
(i) $\sigma_{1} \geq \sigma_{1.2} \geq \sigma_{1.23} \geq \ldots \geq \sigma_{1.23 \ldots n}$
(ii) $1-R_{1 \cdot 23 \ldots . . n}^{2}=\left(1-r_{12}^{2}\right)\left(1-r_{13 \cdot 2}^{2}\right) \ldots\left(1-r_{1 n \cdot 23 \ldots(n-1)}^{2}\right)$
[Delhi Univ. M.Sc. (Stat.) 1987]
4. (a) In a p-variate distribution all the toal (zero order) correlation coefficients are equal to $\rho_{0} \neq 0$. If $\rho_{k}$ denotes the partial.correlation coefficient of order $k$, find $\rho_{k}$. Hence deduce that:
(i) $\rho_{k}-\rho_{k-1}=-\rho_{k} \rho_{k-1}$
(i) $\rho_{0} \geq-1 /(p-1)$;
[Delhi Univ. M.Sc. (Stat.), 1989] •
(b) Show that the-multiple correlation coefficient: $R_{1.23 \ldots j}$ between $X_{1}$ and $\left(\dot{X}_{2}, X_{3}, \ldots, X_{j}\right), j=2,3, \ldots, p$ satisfies thè inequalities :

$$
\rightarrow R_{1.2} \leq R_{1 \cdot 23} \leq \ldots \leq R_{1.23 \ldots p}
$$

[Delhi Univ. M.Sc. (Mathe.), 1989]
5. (a) $X_{0}, X_{1}, \ldots, X_{n}$ are $(n+1)$ variates. Obtain a linear function of $X_{1}$, $X_{2}, \ldots, X_{n}$ which will have a maximum correlation with $X_{0}$. Show that the correlation $R$ of $X_{0}$ with the linear function is given by .

$$
R=\left(1-\frac{\omega}{\omega_{000}^{\prime h}}\right)^{\frac{1}{2}}
$$

where

$$
\omega=\left|\begin{array}{cccc}
1 & r_{01} & r_{02} \ldots \ldots r_{0 n} \\
r_{10} & 1 & r_{12} \ldots \ldots & r_{1 n} \\
\ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
r_{n 0} & r_{n 1} & r_{n 2} \ldots \ldots .1
\end{array}\right|
$$

and $\omega_{00}$ is the determinant obtained by deleting the first row and the first column of $\omega$.
(b) With the usual notations, prove that

$$
\sigma_{1 \cdot 234 \ldots, n}^{2}=\frac{\omega}{\omega_{11}} \sigma_{1}{ }^{2}=\sigma_{1}^{2}\left(1-r_{12}{ }^{2}\right)\left(1-r_{13 \cdot 2}{ }^{2}\right) \ldots\left(1-r_{1 n \cdot 23 \ldots n-1}^{2}\right)
$$

(c) For a trivariate distribution, prove that

$$
r_{12.3}=\frac{r_{12}-r_{13} r_{23}}{\sqrt{\left(1-r_{13}{ }^{2}\right)\left(1-r_{23}{ }^{2}\right)}}
$$

6. (a) The simple correlation coefficients between temperature ( $X_{1}$ ), com yield $\left(X_{2}\right)$ and rainfall $\left(X_{3}\right)$ are, $r_{12}=0.59, r_{13}=0.46$ and $r_{23}=0.77$.

Calculate the partial correlation coefficients $r_{12 \cdot 3}, r_{23 \cdot 1}$ and $r_{31 \cdot 2}$. Also calculate $R_{1.23}$.
(b) If $r_{12}=0.80, r_{13}=-0.40$ and $r_{23}=-0.56$, find the values of $r_{12 \cdot 3,} r_{13 \cdot 2}$ and $r_{23: 1}$. Calculate further $R_{1(23)}, R_{2(13)}$ and $R_{3(12)}$.
7. (a) In certain investigation, the following values were obtained :

$$
r_{12}=0.6, r_{13}=-0.4 \text { and } r_{23}=0.7
$$

Are the values consistent ?
(b) Comment on the consistency of

$$
r_{12}=\frac{3}{5}, r_{23}=\frac{4}{5}, r_{31}=-\frac{1}{2} .
$$

(c) Suppose a computer has found, for a given set of values of $X_{1}, X_{2}$ and $X_{3}$,

$$
r_{12}=0.91, \quad r_{13}=0.33 \text { and } r_{32}=0.81
$$

Examine whether the computations may be said to be free from error.
8. (a) Show that if $r_{12}=r_{13}=0$, then $R_{1(23)}=0$. What is the significance of this result in regard to the multiple regression equation of $X_{1}$ on $X_{2}$ and $X_{3}$ ?
(b) For what value of $R_{1.23}$ will $X_{2}$ and $X_{3}$ be uncorrelated?
(c) Given the data : $r_{12}=0.6, r_{13}=0.4$, find the value of $r_{23}$.so that $R_{1.23}$, the multiple correlation coefficient of $X_{1}$ on $X_{2}$ and $X_{3}$ should be unity.
9. From the heights $\left(X_{1}\right)$, weights $\left(X_{2}\right)$ and ages $\left(X_{3}\right)$ of a group of students the following, standard deviations and correlation coefficients were obtained : $\sigma_{1}=2.8$ inches, $\sigma_{2}=12 \mathrm{lbs}$, and $\sigma_{3}=1.5$ years, $r_{12}=0.75, r_{23}=0.54$, and $r_{31}=0.43$. Calculate (i) partial regression coefficients and (ii) partial correlation coefficients.
10. For a trivariate distribution :

| $\bar{X}_{1}=40$ | $\bar{X}_{2}=70$ | $\bar{X}_{3}=0.0$ |
| :--- | :--- | :--- |
| $\sigma_{1}=3$ | $\sigma_{2}=6$ | $\sigma_{3}=7$ |
| $r_{12}=0.4$ | $r_{23}=0.5$ | $r_{13}=0.6$ |

Find
(i) $R_{1.23}$, (ii) $r_{23.1}$, (iii) the value of $X_{3}$ when $X_{1}=30$ and $X_{2}=45$.
11. (a) In a study of a random sample of 120 students, the following results are obtained:

$$
\begin{aligned}
& \bar{X}_{1}=68, \quad \bar{X}_{2}=70, \quad \bar{X}_{3}=74 \\
& S_{1}^{2}=100, \quad S_{2}^{2}=25, \quad S_{3}^{2}=81, \\
& r_{12}=0.60, \quad r_{13}=0.70, \quad r_{23}=0.65
\end{aligned}
$$

[ $S_{i}^{2}=\operatorname{Var}\left(X_{i}\right)$ ], where $X_{1}, X_{2}, X_{3}$ denote percentage of marks obtained by a student in I test, II test and the final examination respectively.
(i) Obtain the least square regression equation of $X_{3}$ on $X_{1}$ and $X_{2}$.
(ii) Compute $r_{12.3}$ and $\boldsymbol{R}_{3.12}$.
(iii) Estimate the percentage marks of a student in the final examination if ne gets $60 \%$ and $67 \%$ in I and II tests respectively.
(b) $X_{1}$ is the consumption of milk per head, $X_{2}$ the mean price of milk, and $X_{3}$, the per capita income. Time series of the three variables are rendered trend free and the standard deviations and correlation coefficients calculated:

$$
\begin{array}{ll}
s_{1}=7.22, & s_{2}=5.47, \\
r_{12}=-0.83, & s_{13}=0.87 \\
r_{13}=0.92, & r_{23}=-0.61
\end{array}
$$

Calculate the regression equation of $X_{1}$ on $X_{2}$ and $X_{3}$ and interpret the regression as a demand equation.
12. (a) Five thousand candidates were examined in the subjects (a), (b); (c); each of these subjects carrying 100 marks. The following constants relate to these data:

Subjects
Mean
Standard deviation

## (a)

(b)
(c)
$52.31 \quad 45.26$
9.4

$$
r_{b c}=0.47 \quad r_{c a}=0.38 \quad r_{a b}=0.29
$$

Assuming normally correlated population, find the number of candidates who will pass if minimum pass marks are an aggregate of 150 marks for the three subjects together.
(b) Establish the equation of plane of regression for variates $X_{1}, X_{2}, X_{3}$ in the determinant form

$$
\left|\begin{array}{ccc}
X_{1} / \sigma_{1} & X_{2} / \sigma_{2} & X_{3} / \sigma_{3} \\
r_{12} & 1 & r_{23} \\
r_{13} & r_{23} & 1
\end{array}\right|=0
$$

[Delhi Univ. B.Sc. (Maths. Hons.), 1986] ,
13. (a) Prove the identity

$$
b_{12.3} b_{23.1} b_{31.2}=r_{12.3} r_{23.1} r_{31.2}
$$

(b) Prove that

$$
R_{1.23}^{2}=b_{12.3} r_{12} \frac{\sigma_{2}}{\sigma_{1}}+b_{13.2} r_{13} \frac{\sigma_{3}}{\sigma_{1}}
$$

[Sardar Patel Univ. B.Sc, 1991]
14. (a) If $X_{3}=a X_{1}+b X_{2}$ for all sets of values of $X_{1}, X_{2}$, and $X_{3}$, find the value of $r_{23 \cdot 1}$.
(b) If the relation $a X_{1}+b X_{2}+c X_{3}=0$ holds for all sets of values $X_{1}, X_{2}$ and $X_{3}$, what must be the partial correlation coefficients?
15. (a) If $r_{12}=r_{23}=r_{31}=\rho \neq 1$, then

$$
r_{12 \cdot 3}=r_{23 \cdot 1}=r_{31 \cdot 2}=\frac{\rho}{1+\rho} \text { and } R_{1(23)}=R_{2(13)}=R_{3(12)}=\frac{\rho \sqrt{2}}{\sqrt{(1+\rho)}}
$$

(b) $Y_{1}, Y_{2}, Y_{3}$ are uncorrelated standard variates. $X_{1}=Y_{2}+Y_{3}$, $X_{2}=Y_{3}+Y_{1}$, and $X_{3}=Y_{1}+Y_{2}$. Find the multiple correlation coèfficient between $X_{3}$ and ( $X_{1}$ and $X_{2}$ ).
16. $X, Y, Z$ are independent random variables with the same variance. If

$$
X_{1}=\frac{1}{\sqrt{2}}(X-Z), X_{2}=\frac{1}{\sqrt{3}}(X+Y+Z), X_{3}=\frac{1}{\sqrt{6}}(X+2 Y+Z),
$$

show that $X_{1}, X_{2}, X_{3}$ have equal variances. Calculate $r_{12.3}$ and $R_{1(23)}$.
17. (a) If $X_{1}, X_{2}$ and $X_{3}$ are three variables measured from their respective means as origin and if $e_{1}$ is the expected value of $X_{1}$ for given values of $X_{2}$ and $X_{3}$ from the linear regression of $X_{1}$ on $X_{2}$ and $X_{3}$, prove that

$$
\operatorname{Cov}\left(X_{1}, e_{1}\right)=\operatorname{Var}\left(e_{1}\right)=\operatorname{Var}\left(X_{1}\right)-\operatorname{Var}\left(X_{1}-e_{1}\right)
$$

(b) If $r_{12}=k$ and $r_{23}=-k$, show that $r_{13}$ will lie between -1 and $1-2 k^{2}$.
18. (a) For three variables $X, Y$ and $Z$, prove that

$$
\begin{equation*}
r_{X Y}+r_{Y Z}+r_{Z X} \geq-\frac{3}{2} \tag{}
\end{equation*}
$$

Hint. Let us transform $X, Y, Z$ to their standard variables $U, V$ and $W$. (say), respectively, where

$$
U=\frac{X-E(X)}{\sigma_{X}}, V=\frac{Y-E(Y)}{\sigma_{Y}}, W=\frac{Z-E(Z)}{\sigma_{Z}}
$$

so that

$$
\left.\begin{array}{l}
E(U)=E(V)=E(W)=0 \\
\sigma_{U}^{2}=\sigma_{V^{2}}=\sigma_{W^{2}}=1 \Rightarrow E\left(U^{2}\right)=E\left(V^{2}\right)=E\left(W^{2}\right)=1
\end{array}\right\} .
$$

and
Since correlation coefficient is independent of change of origin and scale. proving ( ${ }^{*}$ ) is equivalent to proving

$$
\begin{equation*}
r_{U V}+r_{V W}+r_{U W} \geq-3 / 2 \tag{}
\end{equation*}
$$

To establish (****) let us consider the $E(U+V+W)^{2}$, which is always non-negative i.e., $E(U+V+W)^{2} \geq 0$, and use (**) and (***).
(b) $X, Y, Z$ are : three reduced (standard) variates and $E(Y Z)=E(Z X)=-1 / 2$. find the limits between which the coefficient of correlation $r(X, Y)$ is necessarily placed.

Hint. Consider $E(X+Y+Z)^{2} \geq 0 \Rightarrow r \geq-\frac{1}{2}$.
(c) If $r_{12}, r_{23}$ and $r_{31}$ are correlation coefficients of any three random variables $X_{1}, X_{2}$ and $X_{3}$ taken in pairs $\left(X_{1}, X_{2}\right),\left(X_{2}, X_{3}\right)$ and $\left(X_{3}, X_{1}\right)$ respectively, show that $\quad 1+2 r_{12} r_{23} r_{31} \geq r_{12}^{2}+r_{13}{ }^{2}+r_{23}{ }^{2}$
19. (a) If the relation $a X_{1}+b X_{2}+c X_{3}=0$, holds for all sets of values of $X_{1}, X_{2}$ and $X_{3}$, where $X_{1}, X_{2}$ and $X_{3}$ are three standardised variables, find the three total correlation coefficients $r_{12}, r_{23}$ and $r_{13}$ in terms of $a, b$ and $c$. What are the values of partial correlation coefficients if $a, b$ and $c$ are positive?
(b) Suppose $X_{1}, X_{2}$ and $X_{3}$ satisfy the relation $a_{1} X_{1}+a_{2} X_{2}+a_{3} X_{3}=k$.
(i) Determine the three total correlation coefficients in terms of standard deviations and the constants $a_{1}, a_{2}$ and $a_{3}$.
(ii) State what the partial correlation coefficients would be.
20. (a) Show that the multiple correlation between $Y$ and $X_{1}, X_{2}, \ldots, X_{p}$ is the maximum correlation between $Y$ and any linear function of $X_{1}, X_{2}, \ldots, X_{p}$.
(b) Show that for $p$ variates there are ${ }^{P} C_{2}$ correlation coefficients of order zero and ${ }^{\grave{p}-2} C_{s} .{ }^{P} C_{2}$ of order $s$. Show further that there are $P C_{2} .2^{p-2}$ corrclation coefficients altogether and $P C_{2} \cdot 2^{p-1}$ regression coefficients.

## ADDITIONAL EXERCISES ON CHAPTER X

1. Find the correlation coefficient between
(i) $a X+b$ and $Y$, (ii) $l x+m Y$ and $X+Y$, when correlation coefficient between $X$ and $Y$ is $\rho$.
2. If $X_{1}$ and $X_{2}$ are independent normal variates and $U$ and $V$ are defined by

$$
U=X_{1} \cos \alpha+X_{2} \sin \alpha, V=X_{2} \cos \alpha-X_{1} \sin \alpha
$$

show that the correlation coefficient $\rho$ between $U$ and $V$ is given by

$$
\rho^{2}=1-\frac{4 \sigma_{1}^{2} \sigma_{2}^{2}}{4 \sigma_{1}^{2} \sigma_{2}^{2}+\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) \sin ^{2} 2 \alpha}
$$

where $\sigma_{1}{ }^{2}$ and $\sigma_{2}^{2}$ are variances of $X_{1}$ and $X_{2}$ respectively.
3. The variables $X$ and $Y$ are normally correlated, and $\xi, \eta$ are defined by

$$
\xi=X \cos \theta+Y \sin \theta, \eta=Y \cos \theta-X \sin \theta
$$

Obtain $\theta$ so that the distributions of $\xi$ and $\eta$ are independent.
4. A set of $n$ observations of simultaneous values of $X$ and $Y$ are made by an observer and the standard deviations and product moment coefficient about the mean are found to be $\sigma_{X}, \sigma_{Y}$ and $\rho_{X Y}$. A second observer repeating the same observations made a constant error $e$ in observing each $X$ and a constant error $E$ in observing each $Y$. The two sets of observations are combined into a single set and coefficient of correlation calculated from it. Show that its value is

$$
\left(\rho_{X Y}+\frac{1}{4} e E\right)+\sqrt{\left(\sigma_{X}^{2}+\frac{1}{4} e^{2}\right)\left(\sigma_{Y}^{2}+\frac{1}{4} E^{2}\right)}
$$

Hint. here we have two sets of observations:
1 st Set: $\left(x, y_{i}^{\prime}\right), i=1,2, \ldots, n ;$ Mean $=\bar{x}$, s.d. $=\sigma_{x}$.
Product moment coefficient $\rho_{x y}=r_{x y} \sigma_{x} \sigma_{y}$
2nd Set: $\left(x_{i}+e, y_{i}+E\right), i=1,2, \ldots, n$

$$
\begin{aligned}
\text { Mean }\left(\bar{x}^{\prime}\right)^{\prime} & =\frac{1}{N} \sum\left(x_{i}+e\right)=\bar{x}+e \\
\text { Variance } & =\sigma_{x}^{2^{\prime}}=\frac{1}{n} \sum\left[\left(x_{i}+e\right)-(\bar{x}+e)\right]^{\prime}=\frac{1}{n} \sum\left(x_{i}-\bar{x}\right)^{2}=\sigma_{x}^{2}
\end{aligned}
$$

$\operatorname{Mean}\left(\bar{y}^{\prime}\right)=\bar{y}+E, \sigma_{y}{ }^{2 \prime}=\sigma_{y}{ }^{2}$.
Product moment coefficient :

$$
\rho_{x y}^{\prime}=\frac{1}{n} \Sigma\left[\left(x_{i}+e\right)-(\bar{x}+e)\right]\left[\left(y_{i}+E\right)-(\bar{y}+\bar{E})\right]=\rho_{x y}
$$

To obtain the correlation coefficient for the combined set of $2 n$ observations use Formula (10.5); Example 10.11(a) page 10.15.
5. Each of $\boldsymbol{n}$ independent trials can materialise in exactly one of the results $A_{1}, A_{2}, \ldots, A_{k}$. If the probability of $A_{i}$ is $p_{i}$ in every trial $\left(\sum_{i=1} p_{i}=1\right)$, find the probability of obtaining the frequencies $r_{1}, r_{2}, \ldots, r_{k}$ for $A_{1}, A_{2}, \ldots, A_{k}$ respectively in these trials. Also find $E\left(r_{j}\right), \operatorname{Var}\left(r_{j}\right)$ and show that the correlation coefficient between $r_{i}$ and $r_{j}$ is independent of $n$.
6. In a sample of size $n$ from a multiniomial population $n_{1}, n_{2}, \ldots, n_{k}$ are of type $1,2, \ldots, k$ with $\sum p_{i_{j}}=1$, where $p_{i}$ is the probability of type $i(i=1,2, \ldots$, $k$ ). Show that the expected value of $n_{2}$ when $n_{1}$ is given is $\left(n-n_{1}\right) p_{2}\left(1-p_{1}\right)$ and hence or otherwise show that the coefficient of correlation between $n_{i}$ and $n_{j}$ is

$$
-\left[\frac{p_{i} p_{i}}{\left(1-p_{i}\right)\left(1-p_{j}\right)}\right]^{\frac{1}{2}}
$$

7. A ball is drawn at random from an urn containing 3 white balls numbered $0,1,2 ; 2$ red balls numbered 0,1 and 1 black ball numbered 0 . If the colours white; red and black are again numbered 0.1 and 2 respectively, show that the correlation coefficient between the variables: $X$, the colour number and $Y$, the number of the ball is $-\frac{1}{2}$.
8. If $\dot{X}_{1}$ and $X_{2}$ are two independent normal variates with a common mean zero and variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively, show that the variates defined by

$$
U_{1}=X_{1}+X_{2} \text { and } U_{2}=-\frac{\sigma_{2}}{\sigma_{1}} X_{1}+\frac{\sigma_{1}}{\sigma_{2}} X_{2}
$$

are independent and that each is normally distributed with mean zero and common variance ( $\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}$ ).
9. If $X_{1}, X_{2}$ and $X_{3}$ are uncorrelated variables with equal mean $M$ and variances $V_{1}{ }^{2}, V_{2}{ }^{2}$ and $V_{3}{ }^{2}$ respectively, prove that correlation coefficient $\rho$ between $\quad Z_{1}=\frac{X_{1}}{X_{3}}$ and $Z_{2}=\frac{X_{2}}{X_{3}}$ is given by

$$
\rho=\frac{V_{3}^{2}}{\sqrt{\left[\left(V_{1}^{2}+V_{3}^{2}\right)\left(V_{2}^{2}+V_{3}^{2}\right)\right.}}
$$

Hint. Neglecting the cubes and higher powers of $\frac{x_{i}}{M}, x_{i}$ being the deviation of $X_{i}$ from $M$ and leuting the means and s.d.'s of $Z_{1}$ and $Z_{2}$ to be $I_{1}, I_{2}$ and $s_{1}, s_{2}$ respectively, we get

$$
\begin{aligned}
I_{1} & =\frac{1}{N} \sum \frac{X_{1}}{X_{3}}=\frac{1}{N} \sum_{i}\left(x_{1 i}+M\right)\left(x_{3 i}+M\right)^{-1} \\
& =\frac{1}{N} \sum\left(1+\frac{x_{1 i}}{M}\right)\left(1+\frac{x_{3 i}}{M}\right)^{-1} \\
& =\frac{1}{N} \sum\left[\left(1-\frac{x_{3 i}}{M}+\frac{x_{3 i}^{2}}{M^{2}}-\ldots\right)+\frac{x_{1 i}}{M}-\frac{x_{1 i} x_{3 i}}{M^{2}}+\ldots\right] \\
& =1+\frac{V_{3}^{2}}{M^{2}}
\end{aligned}
$$

Similarly $\quad I_{2}=1+\frac{V_{3}{ }^{2}}{M^{2}}$

$$
\therefore \quad I_{1}=I_{2}
$$

Now

$$
s_{1}^{2}=\frac{1}{N} \sum\left(\frac{X_{1}}{X_{3}}\right)^{2}-I_{1}^{2}
$$

or $s_{1}{ }^{2}+\dot{I}_{1}{ }^{2}=1+\frac{3 V_{3}{ }^{2}}{M^{2}}+\frac{V_{1}{ }^{2}}{M^{2}}$, and so we have $s_{1}{ }^{2}=\frac{V_{3}{ }^{2}}{M^{2}}+\frac{V_{1}{ }^{2}}{M^{2}}$.
Similarly $s_{2}{ }^{2}=\frac{V_{3}{ }^{2}}{M^{2}}+\frac{V_{2}{ }^{2}}{M^{2}}$
Now $N \rho s_{1} s_{2}=\sum\left(\frac{X_{1}}{X_{3}}-I_{1}\right)\left(\frac{X_{2}}{X_{3}}-I_{2}\right)=\frac{V_{3}^{2}}{M^{2}} \quad$ (On simplification)
Hence

$$
\rho=\frac{N \rho s_{1} s_{2}}{s_{1} s_{2}}=\frac{V_{3}^{2}}{\sqrt{\left(V_{3}^{2}+V_{1}^{2)}\right.} \sqrt{\left(V_{3}^{2}+V_{2}^{2}\right)}}
$$

10. (Weldon's Dice Problem). $n$ white dice and $m$ rea dice are shaken logether and thrown on a table. The sum of the dots on the upper faces are noted. The red dice are.then picked up and thrown again among the white dice left on the table. The sum of the dice on the upper faces is again noted. What is the correlation coefficient between the first and the second sums?

Ans. $n /(n+m)$
11. Random variables $\dot{X}$ and $Y$ have zero means and non-zero variances $\sigma_{X}{ }^{2}$ and $\sigma_{Y}{ }^{2}$. If $Z=Y-X$, then find $\sigma_{Z}{ }^{2}$ and the correlation coefficient $\rho(X, Z)$ of $X$ and $Z$ in terms of $\sigma_{X}, \sigma_{Y}$ and the correlation coefficient $r(X, Y)$ of $X$ and $Y$.

For certain data $Y=1.2 X$ and $X=0.6 Y$, are the regression lines. Compute $r(X, Y)$ and $\sigma_{X} / \sigma_{Y}$. Also compute $\rho(X, Z)$, if $Z=Y-X$.
[Calcutta Univ. B.Sc: (Maths. Hons.), 198\#]
12. An item (say, a pen) from a production line can be acceptable, repairable or useless. Suppose a production is stable and let $p, q, r(p+q+r=$ 1), denote the probabilities for three possible conditions of an item. If the items are put into lots of 100 :
(i) Derive an expression for the probability function of $(X, Y)$ where $X$ and $Y$ are the number of items in the lots that are respectively in the first two conditions.
(ii) Derive the moment generating function of $X$ and $Y$.
(iii) Find the marginal distribution $X$.
(iv) Find the conditional distribution of $Y$ given $X=90$.
(v) Obtain the regression function of $Y$ on $X$.
[Delhi Univ. MA. (Eco.), 1985]
13. If the regression of $X_{1}$ on $X_{2}, \ldots, X_{p}$ is given by:

$$
E\left(X_{1} \mid X_{2}, \ldots, X_{p}\right)=\alpha+\beta_{2} X_{2}+\beta_{3} X_{3}+\ldots+\beta_{p} X_{p}
$$

$$
\left|\begin{array}{cccc}
\sigma_{22} & \sigma_{23} & \ldots & \sigma_{2 p} \\
\sigma_{32} & \sigma_{33} & \ldots & \sigma_{3 p} \\
\vdots & \vdots & & \vdots \\
\sigma_{p 2} & \sigma_{p 3} & \ldots & \sigma_{p p}
\end{array}\right|>0,\binom{\sigma_{i i}=\text { variances }}{\sigma_{i j}=\text { covariances }}
$$

then the constants $\quad \alpha, \beta_{2}, \ldots, \beta_{p}$ are given by

$$
\alpha=\mu_{1}+\frac{R_{12}}{R_{11}} \cdot \frac{\sigma_{1}}{\sigma_{2}} \cdot \mu_{2}+\frac{R_{13}}{R_{11}} \cdot \frac{\sigma_{1}}{\sigma_{3}} \cdot \mu_{3}+\ldots+\frac{R_{1} p}{R_{11}} \cdot \frac{\sigma_{1}}{\sigma_{p}} \cdot \mu_{p}
$$

and

$$
\beta_{j}=-\frac{R_{1 i}}{R_{11}} \cdot \frac{\sigma_{1}}{\sigma_{j}},(j=1,2, \ldots, p)
$$

where $R_{i j}$ is the cofactor of $\rho_{i j}$ in the determinant $(R)$ of the correlation matrix

$$
R=\left|\begin{array}{cccc}
\rho_{11} & \rho_{12} & \ldots & \rho_{1 p} \\
\rho_{21} & \rho_{22} & \ldots & \rho_{2 p} \\
\vdots & \vdots & & \vdots \\
\rho_{p 1} & \rho_{p 2} & \ldots & \rho_{p p}
\end{array}\right|
$$

[Delhi Univ. MASc. (Stat), igor].
14. Let $X_{1}$ and $X_{2}$ be random variables with means 0 and variances 1 and correlation coefficient $\rho$. Show that :

$$
E\left[\max \left(\dot{X}_{1}^{2}, X_{2}^{2}\right)\right] \leq 1+\sqrt{1-\rho^{2}}
$$

Using the above inequality, show that for random variables $X_{1}$ and $X_{2}$ with means $\mu_{1}$ and $\mu_{2}$, variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ and correlation coefficient. $\rho$ and for any $k>0$,

$$
P\left[\left|X_{1}-\mu_{1}\right| \geq k \sigma_{1} \text { or }\left|X_{2}-\mu_{2}\right| \geq k \sigma_{2}\right] \leq \frac{1}{k^{2}}\left[1+\sqrt{1-\rho^{2}} ;\right]
$$

15. Let the maximum correlation between $X_{0}$ and any linear function $\bar{o} f$ $X_{1}, X_{2}, \ldots, X_{n}$ be $R$ and if $r_{01}=r_{02}=\ldots=r_{0 n}=r$ and all other correlation coefficients are equal to $s$, then show that :

$$
R=r\left[\frac{n}{1+(n-1) s}\right]^{1 / 2}
$$

16. If $f=f(x, y)$ is the p.d.f. of $B V N(0,0,1,1, \rho)$ distribution, verify that :

$$
\frac{\partial f}{\partial \rho}=\frac{\partial^{2} f}{\partial x \partial y}
$$

Further, if two new random variables $U$ and $V$ are defined by the relation

$$
U=P(Z \leq x) \text { and } V=P(Z \leq y) \text { where } Z \sim N(0,1)
$$

prove the marginal distributions of both $U$ and $V$ are uniform in the interval $\left(-\frac{1}{2}, \frac{1}{2}\right)$ and their common variance is $\frac{1}{12}$.

Hence prove that $R=$ Corr. $(U, V)$, satisfies the relation : $\rho=2 \sin (\pi R / 6)$. [Delhi Univ. B.A. (Stat. Hons. SpL Course), 1988] $\mid$
17. If $(X, Y) \sim B V N\left(\mu_{x}, \mu_{y}, \sigma_{x}^{2}, \sigma_{y}^{2}, \rho\right)$, then prove that $a+b X+c Y$, $(b \neq 0, c \neq 0)$ is distributed as $N\left(a+b \mu_{x}+c \mu_{y}, b^{2} \sigma_{x}{ }^{2}+c^{2} \sigma_{y}{ }^{2}+2 b c \rho \sigma_{x} \sigma_{y}\right)$.
\& [Delhi Univ. M.Sc. (Stat.), 1989]
18. Let $X_{1}, X_{2}, X_{3}$ be a random sample of size $n=3$ from $N(0,1)$ distribution.
(a) Show that $Y_{1}=X_{1}+\delta X_{3}, Y_{2}=X_{2}+\delta X_{3}$ has a bivariate normal distribution.
(b) Find the value of $\delta$ so that $\rho\left(Y_{1}, Y_{2}\right)=\frac{1}{2}$.
(c) What additional transformation involving $Y_{1}$ and $Y_{2}$ would produce a bivariate normal distribution with means $\mu_{1}$ and $\mu_{2}$, variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$, and the same correlation coefficient $\rho$ ?

Ans. (b) -1 or 1 . (c) $Z_{1}=\sigma_{1} Y_{1}+\mu_{1}, Z_{2}=\sigma_{2} Y_{2}+\mu_{2}$.
19. If $(X, Y) \sim B V N(0,0,1,1, \rho)$, prove that :

$$
E[\max (X, Y)]=[(1-\rho) / \pi]^{1 / 2} \text { and } E[m \ln (X, Y)]=-[(1-\rho) / \pi]^{1 / 2}
$$

20. If $(X, Y) \sim B V N\left(0,0, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$, show that $r$ th cumulant of $X Y$ is given by :

$$
\kappa_{r}=\frac{1}{2}(r-1)!\sigma_{1}^{r} \sigma_{2}^{r}\left[(\rho+1)^{r}+(\rho-1)^{r}\right] .
$$

Deduce that $E\left(X^{2} Y^{2}\right)=\sigma_{1}^{2} \sigma_{2}^{2}\left(1+2 p^{2}\right)$.
21. Let $f$ and $g$ be the p.d.f.'s of $X$ and $Y$ with corresponding distribution functions $F$ and $G$. Also let

$$
h(x, y)=f(x) g(y)[1+\alpha(2 f(x)-1)(2 G(x)-1)] ;|\alpha| \leq 1
$$

Show that $h(x, y)$ is a joint p.d.f. with marginal p.d.f.'s $f$ and $g$. Further, let $f$ and $g$ be $N(0,1)$ p.d.f.'s. Show that $Z=X+Y$, is not normally distributed, except in the trivial case $\alpha=0$.

Hint. Find $M_{Z}(t)=E\left(e^{I Z}\right)$ and use $\operatorname{Cov}(X, Y)=\alpha / \pi$.
22. State p.d.f. of bivariate normal distribution. Let $X$ and $Y$ have joint p.d.f. of the form :

$$
\begin{array}{r}
f(x, y)=k e^{-\frac{1}{2}\left[a_{11}\left(x-b_{1}\right)^{2}+2 a_{12}\left(x-b_{1}\right)\left(y-b_{2}\right)+a_{22}\left(y-b_{2}\right)^{2}\right]} \\
-\infty \leq(x, y)<
\end{array}
$$

Find (i) $k$, (ii) the correlation coefficient between $X$ and $Y$.
23. Write down, but do not derive, the moment generating function for a pair of random variables which have a bivariate normal distribution with both means equal to zero.

The independent random variables $X, Y, Z$, are each normally distributed with mean 0 and variance 1. If $U=X+Y+Z$ and $V=X-Y+2 Z$, show that $U$ and $V$ have bivariate normal distribution. Find the correlation of $U$ with $V$ and the expectation of $U$ when $V$ is equal to 1.
24. Let $X_{1}$ and $X_{2}$ have a joint m.g.f.

$$
M\left(t_{1}, t_{2}\right)=\left[a\left(e^{t_{1}+t_{2}}+1\right)+b\left(e^{t_{1}}+e^{t_{2}}\right)\right]^{2}
$$

in which $a$ and $b$ are positive constants such that $2 a+2 b=1$.
Find $E\left(X_{1}\right), E\left(X_{2}\right), \operatorname{Var}\left(X_{1}\right), \operatorname{Var}\left(X_{2}\right), \operatorname{Cov}\left(X_{1}, X_{2}\right)$.
Ans. Means $=1$, Variances $=\frac{1}{2}$, Covariance $=2 a-\frac{1}{2}$ :
25. $X_{1}, X_{2}, X_{3}$ have joint distribution as a multinomial distribution with parameters $N, p_{1}, p_{2}, p_{3}$. If $r_{i j}$ is the correlation coefficient between $X_{i}$ and $X_{j}$, find the expression for $r_{12}, r_{23}$ and $r_{31}$ and hence deduce the expression for the partial correlation coefficient $r_{1-23}$.
26. ( $i$ ) If all the infer-correlations between $(p+1)$ variates $X_{0}, X_{1}, X_{2} \ldots$, $X_{p}$ are equal to $r$, show that each of the partial correlation co-efficients of order $p-1$ is equal to $r /[1+(p-1) r]$ and that the multiple correlation of $X_{0}$ on $X_{1}$, $X_{2}, \ldots, X_{p}$ is given by

$$
\begin{gathered}
1-R_{\alpha(12 . . p)}^{2}=\frac{(1-r)(1-p r)}{1+(p-1) r} \\
r_{12}=\left(r_{12.3}-r_{13.2} r_{23.1}\right) /\left[\left(1-r_{13-2}^{2}\right)^{1 / 2}\left(1-r_{22-1}^{2}\right)^{1 / 2}\right]
\end{gathered}
$$

(ii)

- 27. If $R$ denotes the multiple correlation co-efficient of $X_{1}$ on $X_{2}, X_{3}, \ldots$ $X_{p_{1}}$ in $p$-variate distribution, prove that
(i) $R^{2} \geq R_{0}{ }^{2}$, where $R_{0}$ is the correlation of $X_{1}$ with any arbitrary linear function of $X_{2}, X_{3}, \ldots, X_{p}$.
(ii) $R^{2} \geq R_{1}{ }^{2}$, where $R_{1}$ is the multide correlation coefficient of $X_{1}$ with $X_{2}, X_{3}, \ldots, X_{k}, k<p$

$$
\begin{equation*}
1-R^{2}=\prod_{j=2}^{p}\left(1-r^{2}{ }_{j \cdot 23 . .(j-1)}\right) \tag{iii}
\end{equation*}
$$

## Theory of Attributes

11.1. Introduction. Literally, an attribute means a quality or characteristic. Theory of atributes deals with qualitative characteristics which are not amenable to quantitative measurements and hence need slightly different statistical treatment from that of the variables. Examples of attributes are drinking, smoking, blindness, health, honesty, etc. An attribute may be marked by its presence (possession) or absence (dispossession) in a member of given population. It may be pointed out that the method of statistical analysis applicable to the study of variables can also be used to a great extent in the theory of atribites and vice-versa. For example, the presence or absence of an attribute may be regarded as changes in the values of a variable which can possess only two values viz. 0 and 1 . For the sake of clarity and simplicity, the theory of attributes has been developed independently.

11-2. Notations. Suppose the population is divided into two classes, according to the presence or absence of a single attribute. The positive class, which denotes the presence of the attribute is generally written in capital Roman letters such as $A, B, C, D$ etc. and the negative class, denoting the absence of the attribute is written in corresponding small Greek letters such as $\alpha, \beta, \gamma, \delta$, etc. For example if $A$ represents the attribute sickness and $B$ represents blindness, than $\alpha$ and $\beta$ represent the attributes non-sickness (health) and sight respectively. The two classes viz., $A$ (possession of the attribute) and $\alpha$ (dispossession of the attribute) are said to be complementary classes and the attribute $\alpha$ used in the sense of not-A is often called the complementary attribute of $A$. Similarly $\beta, \gamma, \delta$ are the complementary attributes of $B, C, D$ respectively.

The combinations of attributes are denoted by grouping together the letters concerned e.g. $A B$ is the combination of the attributes $A$ and $B$ : Thus for the atributes $A$ (sickness) and $B$ (smoking), $A B$ would mean the simultaneous possessioh of sickness and smoking. Similarly $\mathbf{A} \beta$ will represent sickness and non-smoking, $\alpha B$ non-sickness (health) and smoking, and $\alpha \beta$ non-sickness and nqn-smoking.

If a third attribute be included to represent, say male, then $A B C$ will stand for sick males who are smòkers. Similar interpretations can be given to $A B \gamma$, $A \beta C, A \beta \gamma$.etc.
11.3. Dichotomy. If the universe (population) is divided into two subclasses or complementary classes and no more, with respect to each of the attributes $A, B, C$ etc., the division or classification is said to be 'dichotomous classification". The classification is termed manifold if each class is further subdivided.
11.4. Classes and Class Frequencies. Different attributes in themselves are called different classes and the number of observations assigned to
them are called class frequencies which are denoted by bracketing the classsymbols. Thus ( $A$ ) stands for the frequency of $A$ and $(A B)$ for the number of objects possessing the attribute $A B$.

Remark. Class frequencies of the type $(A),(A B),(A B C)$ etc. are known as positive frequencies; $(\alpha),(\alpha \beta),(\alpha \beta \gamma)$ etc. are known as negative frequencies and $(\alpha B),(A \beta C),(\alpha \beta C)$ etc. are called the contrary frequencies.
11.4.1. Order of Classes and Class frequencies. A class represented by $n$ attributes is called a class of $n$th order and the corresponding frequency as the frequency of the $n \mathrm{th}$ order. Thus $(A)$ is a class frequency of order 1; $(A B)_{i}(A C),(\beta \gamma)$ etc. are class frequencies of second order; $(A B C),(A \beta \gamma)$ ( $\alpha \beta C$ ) etc. are frequencies of third order and so on. $N$, the total number of members of the population, without any specification of attributes, is reckoned as a frequency of zero-order.

Thus in a dichotomous classification with respect to $n$ attributes, the number of class frequencies of order ' $r$ ' is $\binom{n}{r} \cdot 2^{r}$, since $r$ attributes out of $n$ can be selected in $\binom{n}{r}$ ways and each of the $r$ attributes contributes two symbols, one representing the positive part (e.g., $A$ ) and the other the negative' part (e.g., $\alpha$ ). Thus the total number of class frequencies of all orders, for $n$ attributes is :
$\sum_{r=0}^{n}\binom{n}{r} 2^{r}=1+\binom{n}{1} 2+\binom{n \cdot}{2} 2^{2}+\ldots+\binom{n}{n} 2^{n}=(1+2)^{n}=3^{n}$
Remarks 1. In particular, for $n$ attributes, the total number of class frequencies of different orders are given as follows :

| Order | 0 | 1 | 2 | $\cdots$ | $r$ | $\cdots$ | $n$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of frequencies | 1 | $2 n$ | $\binom{n}{2} 2^{2}$ | $\cdots$ | $\binom{n}{r} 2^{r}$ | $\ldots$ | $2^{n}$ |

2. Since in the case of $n$ attributes, the positive class frequency of order $r$ has $\binom{n}{r}$ elements, their total number is :

$$
\sum_{r=0}^{n}\binom{n}{r}=\binom{n}{0}+\binom{n}{1}+\ldots+\binom{n}{n}=(1+1)^{n}=2^{n}
$$

3. In case of 3 attributes $A, B$ and $C$, the total number of class frequencies is $3^{3}=27$, as given below :

| Order |  |
| :---: | :---: | :---: |
| 0 | Frequencies |
| 1 | $\left\{\begin{array}{llll}(A) & (B) & (C) \\ (\alpha) & (\beta) & (\gamma)\end{array}\right.$ |
| 2 | $\left\{\begin{array}{llll}(A B) & (A \beta) & (\alpha B) & (\alpha \beta) \\ (A C) & (A \gamma) & (\alpha C) & (\alpha \gamma) \\ (B C) & (B \gamma) & (\beta C) & (\beta \gamma)\end{array}\right.$ |
| 3 | $\left\{\begin{array}{llll}(A B C) & (A B \gamma) & (A \beta C) & (A \beta \gamma) \\ (\alpha B C) & (\alpha B \gamma) & (\alpha \beta C) & (\alpha \beta \gamma)\end{array}\right.$ |

11.4.2. Relation Between Class Frequencies. All the class frequencies of various orders are not independent of each other and any class frequency can always be expressed in terms of class frequencies of hir . -der. Thus

$$
N=(A)+(\alpha)=(B)+(\beta)=(C)+(\gamma), \text { etc. }
$$

Also, since each of these $A$ 's or $\alpha$ 's can either be $B$ 's or $\beta$ 's, we have

|  |  | (AB) $+(A \beta)$ | and | $(\alpha)=(\alpha B)+(\alpha \beta)$ |
| :---: | :---: | :---: | :---: | :---: |
| Similarly | (B) | $=(A B)+(\alpha B)$ | and | $(\beta)=(A \beta)+(\alpha \beta)$ |
|  | ( $A B)$ | $=(A B C)+(A B)$ |  | $(A \beta)=(A \beta C)+(A \beta \gamma)$ |
|  | ( $\alpha B$ ) | $=(\alpha B C)+(0$ |  | $(\alpha \beta)=(\alpha \beta C)+(\alpha \beta \gamma)$ |

and so on. Thus

$$
\begin{aligned}
& (A)=(A B)+(A \beta)=(A B C)+(A B \gamma)+(A \beta C)+(A \beta \gamma) \\
& (\beta)=(A \beta)+(\alpha \beta)=(A \beta C)+(A \beta \gamma)+(\alpha \beta C)+(\alpha \beta \gamma), \text { etc. }
\end{aligned}
$$

The classes of highest order are called the ultimate classes and their frequencies, the ultimate class frequencies. Thus in case of $n$ attributes, the ultimate class frequencies will be the frequencies of $n$th order. For example, the class frequencies $(A B C),(A B \gamma),(A \beta C),(A \beta \gamma),(\alpha B C),(\alpha B \gamma),(\alpha \beta C),(a \beta \gamma)$ are the ultimate frequencies for three attributes $A, B$ and $C$.

Remarks 1. In case of $n$ attributes, the ultimate class frequencies each contain $\bar{h}$ symbols and since each symbol may be written in two wáys, viz., positive part and negative part, e.g., $A$ or $\alpha, B$ or $\beta$, etc., the total number of ultimate class frequencies is $2^{n}$.
2. By expressing any class'frequency in terms of the class frequency of higher order, we can express it ultimately as the sum of some of the $2^{n}$ ultimate class frequencies.
3. The total number of ultimate class frequencies specify the data completely.
4. The set of ultimate class frequencies is not the only set which specify the data completely. In fact any set of class frequencies which are (i) $2^{n}$ in number and (ii) which are algebraically independent of each other, will specify the data completely. Such a set is called the Fundamental Set. For example, the positive class frequencies form such a set. Thus for $n=2$, the set of positive class frequencies $2^{2}=4$ (c.f. 11-2), is $N,(A),(B),(A B)$. If we are given these
frequencies, then it is obvious from the table that the remaining frequencies, viz., $(A \beta),(\alpha \beta)(\alpha B),(\alpha)$ and $(\beta)$ can be obtained by subtraction, e.g., given :

|  | $A$ |  | $\alpha$ |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | $(A B)$ | - | $(B)$ |  |  |
| $\beta$ | - | - | $(\beta)$ |  |  |
| Total | $(A)$ | $(\alpha)$ | $N$ |  |  |

$$
\begin{aligned}
& (\alpha)=N-(A),(\beta)=N-(B) \\
& (A \beta)=(A)-(A B),(\alpha B)=(B)-(A B) \\
& (\alpha \beta)=(\alpha)-(\alpha B)=N-(A)-(B)+(A B)
\end{aligned}
$$

11.5. Class Symbols as Operators. Let us write symbolically

$$
\begin{equation*}
A . N=(A) \tag{11.3}
\end{equation*}
$$

which means that the operation of dichotomising $N$ according to $A$ gives the class frequency equal to $(A)$. Similarly, we write

$$
\alpha . N=(\alpha)
$$

Adding, we get

$$
\begin{array}{ll} 
& A \cdot N+\alpha \cdot N=(A)+(\alpha) \\
\Rightarrow & (A+\alpha) \cdot N=(A)+(\alpha) \\
\Rightarrow \quad & (A+\alpha) \cdot N=N \\
\Rightarrow \quad & A+\alpha=1
\end{array}
$$

Thus in symbolic expression we can replace $A$ by $(1-\alpha)$ and $\alpha$ by (1-A). Similarly, $B$ can be replaced by $(1-\beta)$ and $\beta$ by ( $1-B$ ), and so on.

Dichotomising $(B)$ according to $A$, let us write

$$
\text { A. }(B)=(A B)
$$

Similarly,
B. $(A)=(B A)$

$$
\text { A. }(B)=B .(A)=(A B)=A B \cdot N \text {, }
$$

which amounts to dichotomising $N$ according to $A B$.
For example :

$$
\begin{aligned}
(\alpha \beta) & =\alpha \beta \cdot N=(1-A)(1-B) \cdot N=N-A \cdot N-B \cdot N+A B \cdot N \\
& =N-[(A)+(B)]+(A B) \\
(\alpha \beta \gamma) & =\alpha \beta \gamma \cdot N=(1-A)(1-B)(1-C) \cdot N \\
& =N-A \cdot N-B \cdot N-C \cdot N+A B \cdot N+A C \cdot N+B C \cdot N-A B C \cdot N \\
& =N-[(A)+(B)+(C)]+[(A B)+(A C)+(B C)]-(A B C) \\
(A B \gamma) & =A B \gamma \cdot N=A B(1-C) \cdot N=A B \cdot N-A B C \cdot N \\
& =(A B)-(A B C) \\
(\alpha \beta C) & =(1-A)(1-B) C \cdot N=(C-A C-B C+A B C) \cdot N \\
& =(C)-(A C)-(B C)+(A B C)
\end{aligned}
$$

and so on.

Example 11.1. An investigation of 23,713 households" was made in an urban and rural mixed locality. Of these 1,618 were farmers, 2,015 well-to-do and 770 families were having at least one graduäte. Of these graduate families 335 were those of farmers and 428 were well-to-do, also 587 well-to-do families were those of farmers and out of them only 156 were having at least one of their family member as graduate. Obtain all the ultimate class frequencies.

Solution. Let the attribute 'farming' be denoted by $A$, the attribute 'well-to-do' by $B$ and 'having at least one graduate' by $C$. Then in the usual notations, we are given

$$
\begin{aligned}
& N=23713, \quad(A)=1618, \quad(B)=2015,(C)=770,(A B)=587, \\
& (B C)=428, \quad(A C)=335 \text { and }(A B C)=156 .
\end{aligned}
$$

For three attributes $A, B, C$.the number of ultimate class frequencies is $2^{3}=8$, one of them being $(A B C)=156$. The remaining frequencies are obtained below :

$$
\begin{aligned}
(A B \gamma) & =(A B)-(A B C)=587-156=431 \\
(A \beta C) & =(A C)-(A B C)=335-156=179 \\
(A \beta \gamma) & =(A)-(A B)-(A C)+(A B C) \\
& =1618-587-335+156=852 \\
(\alpha B C) & =(B C)-(A B C)=428-156=272 \\
(\alpha B \gamma) & =(B)-(A B)-(B C)+(A B C) \\
& =2015-587-428+156=1156 \\
(\alpha \beta C) & =(C)-(A C)-(B C)+(A B C)=770-335-428+156=163 \\
(\alpha \beta \gamma) & =N-(A)-(B)-(C)+(A B)+(A C)+(B C)-(A B C) \\
& =23713-1618-2015-770+587+335+428-156=20504
\end{aligned}
$$

Example 11-2. (a) Given the following ultimate class frequencies, find the frequencies of positive class,

$$
\begin{array}{llll}
(A B C)=149, & (A B \gamma)=738, & (A \beta C)=225, & (A \beta \gamma)=1,196 \\
(\alpha B C)=204, & (\alpha B \gamma)=1,762, & (\alpha \beta C)=171 & \text { and }(\alpha \beta \gamma)=21,842
\end{array}
$$

(b) Find the remaining class frequencies, given the following data:
$N=23,713$,
$(A)=1618$,
$(B)=2015$,
$(C)=770$
$(A B)=587$,
$(A C)=428$,
$(B C)=335$,
$(A B C)=156$

Solution. (a) $(A)=(A B C)+(A B \gamma)+(A \beta C)+(A \beta \gamma)=2,308$
(B) $=(A B C)+(A B \gamma)+(\alpha B C)+(\alpha B \gamma)=2,853$
$(C)=(A B C)+(A \beta C)+(\alpha B C)+(\alpha \beta C)=749$
$(A B)=(A B C)+(A B \gamma)=887$
$(A C)=(A B C)+(A \beta C)=374$
$(B C)=(A B C)+(\alpha B C)=353$
and

$$
N=[(A B C)+(A B \gamma)+(A \beta C)+(A \beta \gamma)+(\alpha B C)+(\alpha B \gamma)
$$

$$
+(\alpha \beta C)+(\alpha \beta \gamma)]=26,287
$$

(b) For three attributes, there are $3^{3}=27$, class frequencies in all. Thus we have to determine the remaining 19 class frequencies:

Order 1 :

$$
(\alpha)=N-(A)=22,095 ;(\beta)=N-(B)=21,698
$$

$$
(\gamma)=N-(C)=22,943
$$

Order 2 :

| $(A \beta)=(A)-(A B)=1,031$ | $(A B \gamma)=(A B)-(A B C)=431$ |
| :--- | :--- |
| $(\alpha B)=(B)-(A B)=1,428$ | $(A \beta C)=(A C)-(A B C)=272$ |
| $(\alpha \beta)=(\alpha)-(\alpha B)=20,667$ | $(A \beta \gamma)=(A B)-(A \beta C)=759$ |
| $(A \gamma)=(A)-(A C)=1,190$ | $(\alpha B C)=(B C)-(A B C)=179$ |
| $(\alpha C)=(C)-(A C)=342$ | $(\alpha B \gamma)=(\alpha B)-(\alpha B C)=1249$ |
| $(\alpha \gamma)=(\alpha)-(\alpha C)=21,753$ | $(\alpha \beta C)=(\beta C)-(A \beta C)=163$ |
| $(B \gamma)=(B)-(B C)=1,680$ | $(\alpha \beta \gamma)=(\alpha \beta)-(\alpha \beta C)=20,504$ |
| $(\beta C)=(C)-(B C)=435$ |  |
| $(\beta \gamma)=(\beta)-(\beta C)=21,263$ |  |

Example 11.3. Show that for $n$ attributes $A_{1}, A_{2}, A_{3}, \ldots, A_{n}$ $\left(A_{1} A_{2} A_{3} \ldots A_{n}\right) \geq\left(A_{1}\right)+\left(A_{2}\right)+\left(A_{3}\right)+\ldots+\left(A_{n}\right)-(n-1) N$
where $N$ is the total number of observations.
Solution. We have

$$
\left(\alpha_{1} \alpha_{2}\right)=\alpha_{1} \alpha_{2} \cdot N=\left(1-A_{1}\right)\left(1-A_{2}\right) \cdot N=N-\left(A_{1}\right)-\left(A_{2}\right)+\left(A_{1} A_{2}\right)
$$

Since class frequency is always non-negative, we have

$$
\begin{equation*}
\left(\alpha_{1} \alpha_{2}\right) \geq 0 \Rightarrow\left(A_{1} A_{2}\right) \geq\left(A_{1}\right)+\left(A_{2}\right)-N \tag{*}
\end{equation*}
$$

It follows that (11.4) is true for 2 attributes.
Let us now suppose that (11.4) is true for $r$ attributes $A_{1}, A_{2}, \ldots, A_{r}$ so that

$$
\left(A_{1} A_{2} A_{3} \ldots A_{r}\right) \geq\left(A_{1}\right)+\left(A_{2}\right)+\left(A_{3}\right)+\ldots+\left(A_{r}\right)-(r-1) N
$$

Replacing the attribute $A_{r}$ by another compound attribute $A_{r} A_{r+1}$, we get

$$
\begin{aligned}
\left(A_{1} A_{2} A_{3} \ldots A_{r} A_{r+1}\right) & \geq\left(A_{1}\right)+\left(A_{2}\right)+\left(A_{3}\right)+\ldots+\left(A_{r} A_{r+1}\right)-(r-1) N \\
& \geq\left(A_{1}\right)+\left(A_{2}\right)+\left(A_{3}\right)+\ldots+\left(\left(A_{r}\right)+\left(A_{r+1}\right)-N\right]-(r-1) N
\end{aligned}
$$

[From (*)]

$$
=\left(A_{1}\right)+\left(A_{2}\right)+\ldots+\left(A_{r}\right)+\left(A_{r+1}\right)-r N
$$

This implies that if (11-4) is true for $n=r$, it is also true for $n=r+1$ atributes. But we have seen in ( ${ }^{*}$ ) that ( 11.4 ) is true for $n=2$. Hence by mathematical induction, the result is true for all positive integral values of $n$.

Example 11.4. Show that if $A$ occurs in a larger proportion of the cases where $B$ is than where $B$ is not, then $B$ will occur in a larger proportion of cases where $A$ is than where $A$ is not.

Solution. The problems can be restated as follows :
Given
$\frac{(A B)}{(B)}>\frac{(A B)}{(\beta)}$, prove that $\frac{(A B)}{(A)}>\frac{(\alpha B)}{(\alpha)}$
Now

$$
\frac{(A B)}{(B)}>\frac{(A B)}{(\beta)} \Rightarrow \frac{(\hat{\beta})}{(B)}>\frac{(A B)}{(A B)}
$$

$$
\Rightarrow \quad 1+\frac{(\beta)}{(B)}>1+\frac{(A \beta)}{(A B)} .
$$

$$
\begin{array}{lr}
\Rightarrow & \frac{N}{(B)}>\frac{(A)}{(A B)} \\
\Rightarrow & \frac{N}{(A)}>\frac{(B)}{(A B)} \\
\Rightarrow & \frac{(A)+(\alpha)}{(A)}>\frac{(A B)+(\alpha B)}{(A B)} \\
\Rightarrow & 1+\frac{(\alpha)}{(A)}>1+\frac{(\alpha B)}{(A B)} \\
\Rightarrow & \frac{(\alpha)}{(A)}>\frac{(\alpha B)}{(A B)} \\
\Rightarrow & \frac{(A B)}{(A)}>\frac{(\alpha B)}{(\alpha)}, \text { as required. }
\end{array}
$$

## EXERCISE 11 (a)

1. (a) Explain the following : (i) Order of a class, (ii) Ultimate classes and, (iii) Fundamental set of class frequencies.
(b) What is meant by a class-frequency of (i) first order, (ii) third order ? How would you express a class frequency of first order in terms of class frequencies of third order?
2. What is dichotomy ? Show that the continued dichotomy according to $n$ attributes gives rise to $3^{n}$ classes.
3. (a) Given that $(A B)=150,(A \beta)=23 \dot{O},(\alpha B)=260,(\alpha \dot{\beta})=2,340$; find the other frequencies and the value of $N$.
(b) Given the following frequencies of the positive classes, find the frequencies of the rest of the classes:
$(A)=977,(A B)=453,(A B C)=127,(B)=1,185,(A C)=284$, $N=12 ; 000,(C)=596$, and $(B C)=250$.

Ans. $(A \beta)=524,(\alpha B)=732,(\alpha \beta)=10,291,(\beta \gamma)=935,(\beta C)=346$, $(\beta \gamma)=10,469,(A \gamma)=693,(\alpha C)=312,(A B \gamma)=326,(\alpha B C)=123$,

$$
(\alpha B \gamma)=609,(A \beta C)=157,(A \beta \gamma)=367,(\alpha \beta C)=189,(\alpha \beta \gamma)=10,192
$$

4. Given the following data, find frequencies of $(i)$ the remaining positive classes; and (ii) the ultimate classes ;
$N=1,800,(A)=850,(B)=780,(C)=326,(A B \gamma)=200,(A \beta C)=94$, $(\alpha B C)=72$, and $(A B C)=50$.
5. (a) Measurements are made on a thousand husbands and a thousand wives. If the measurements of the husbands exceed the measurements of the wives in 800 cases for one measurement, in 700 cases for another and in 660 cases for both measurements, in how many cases will both measurements on the wife-exceed the measurements on the husband ?

Ans. 160
(b) An unofficial political study was made about the recent changes in Indian political scene and it was found that 919 Indira Gandhi Congress supporters and 1,268 Organisation Congress supporters wanted socialistic economy, whereas 310 Indira Gandhi Congress supporters and 503 supporters of
the Organisation Congress wanted capitalistic economy in the country. Find out the total number of Indira Gandhi's and that of the Organisation's supporters, giving the number of capitalistic economy's and of the socialistic economy's votaries, out of the individuals, who were surveyed.
6. At a competitive examination at which 600 graduates appeared, boys outnumbered girls by 96 . Those qualifying for interviev: exceeded in number those failing to qualify by 310 . The number of Science graduate boys interviewed was 300 while among the Arts graduate girls there were 25 who failed to qualify for intervew. Altogether there were only 135 Arts graduates and 33 among them failed to qualify. Boys who failed to qualify numbered 18.

Find (i) the number of boys who qualified for interview,
(ii) the total number of Science graduate boys appearing, and
(iii) the number of Science graduate girls who qualified.

Ans. (i) 330, (ii) 310, and (iii) 53.
7. 100 children took three examinations $A, B$ and $C ; 40$ passed the first, 39 . passed the second and 48 passed the third, 10 passed all the.three, 21 failed all three, 9 passed the first two and failed the third, 19 failed the first two and passed the third. Find how many children passed at least two examinations. Show that for the question asked certain of the given frequencies are not necessary. Which are they?

Ans. 38. Only frequencies required are ( $C$ ), ( $\alpha \beta C$ ), ( $A B \gamma$ ).
8. In a university examination, which was indeed very tough, $50 \%$ at least failed in "Statistics", $75 \%$ at least in Topology, $82 \%$ at least in "Functional Analysis" and 96\% at least in "Applied Mathematics". How many at least failed in all the four? (Ans. 3\%)

## Hint. Use the result in Example 11.3. Page 11.6.

9. If a collection contains $N$ items, each of which is characterized by one or more of the atuributes $A, B, C$ and $D$, show that with the usual notations
(i) $(A B C D) \geq(A)+(B)+(C)+(D)-3 N$, and
(ii) $(A B C D)=(A B D)+(A C D)-(A D)+(A D \beta \gamma)$.
where $\beta$ and $\gamma$ represent the characteristics of the absence of $B$ and $C$ respectively.
10. Given $(A)=(\alpha)=(B)=(\beta)=\frac{1}{2} N$; show that $(A B)=(\alpha \beta),(A \beta)=(\alpha B)$.
11. Given that $(A)=(\alpha)=(B)=(\beta)=(C)=(\gamma)=\frac{1}{2} N$
and also that $(A B C)=(\alpha \beta \gamma)$, show that $2(A B C)=(A B)+(A C)+(B C)-\frac{1}{2} N$.
11.6. Consistency of Data. Any class frequencies which have been or might have been observed within one and the same population are said to be consistent if they conform with one another and do not in any way conflict. For example; the figures $(A)=20,(A B)=25$ are inconsiseient as $(A B)$ cannot be greater than $(A)$, if they are observed from the same population.
'Consistency' of a set of class frequencies may be defined as the property that none of them is negative, otherwise, the data for class frequencies are said to be 'inconsistent'.

Since any class frequency can be expressed as the sum of some of the ultimate class frequencies, it is necessarily non-negative if all the ultimate class frequencies are non-negative. This provides a criterion for testing the consistency of the data. In fact, we have the following theorem.

Theorem 11.1. "The necessary and sufficient condition for the consistency of a set of independent class frequencies is that no ultimate class frequency is negative."

Remark. We can test the consistency of a set of $2^{n}$ algebraically independent class frequencies by calculating the ultimate class frequencies. If any one of them is negative, the given data are inconsistent.
11.6.1. Conditions for consistency of Data. Criteria for consistency of class frequencies are obtained by using theorem 11-1. For a single attribute $A$ we have conditions of consistency as follows :
(i)
(ii)
$(A) \geq 0$
(a) $\geq 0 \Rightarrow(A) \leq N)\}$

For two attributes $A$ and $B$, the conditions of consistency are :
$\left.\begin{array}{rl}\text { (i) } & (A B) \geq 0 \\ \text { (ii) } & (A \beta) \geq 0 \Rightarrow(A B) \leq(A) \\ \text { (iiii) } & (\alpha B) \geq 0 \Rightarrow(A B) \leq(B) \\ \text { (iv) } & (\alpha \beta) \geq 0 \Rightarrow(A B) \geq(A)+(B)-N)\end{array}\right\}$

Conditions of consistency for three attributes $A, B$ and $C$ are
(i) $(A B C) \geq 0$
(ii) $(A B \gamma) \geq 0 \Rightarrow(A B C) \leq(A B)$
(iii) $(A B C) \geq 0 \Rightarrow(A B C) \leq(A C)$
(iv) $(\alpha B C) \geq 0 \Rightarrow(A B C) \leq(B C)$
(v) $(A \beta \gamma) \geq 0 \Rightarrow(A B C) \geq(A B)+(A C)-(A)$
(vi) $\quad(\alpha B \gamma) \geq 0 \Rightarrow(A B C) \geq(A B)+(B C)-(B)$
(vii) $\quad(\alpha \beta C) \geq 0 \Rightarrow(A B C) \geq(A C)+(B C)-(C)$
(viii) $(\alpha \beta \gamma) \geq 0 \Rightarrow(A B C) \leq(A B)+(B C)+(A C)-(A)-(B)-(C)+N$
(i) and (viii) in (11.7) give :

$$
(A B)+(B C)+(A C) \geq(A)+(B)+(C)-(N)
$$

Similarly
(ii) and (vii) $\Rightarrow(A C)^{\circ}+(B C)-(A B) \leq(C)$
(iii) and (vi) $\Rightarrow$. $(A B)+(B C)-(A C) \leq(B)$
(iv) and $(v) \Rightarrow(A B)+(A C)-(B C) \leq(A)$

Remark. As already pointed out [c.f. Remarks (3) and (4), § 11-4-2)], $2^{n}$ algebraically independent class frequencies are necessary to specify the data completely, one such set being the set of ultimate class frequencies and the other being the set of positive class frequencies. If the data supplied are incomplete so that it is not possible to determine all the ciass frequencies, then the conditions (11.5), (11.6) and (11.8) for one, two and three attributes respectively, enable us to assign the limits within which an unknown class frequency can lie.

Example 11.5. Examine the consistency of the following data :
$N=1,000,(A)=600,(B)=500,(A B)=50$, the symbols having their usual meaning.

Solution. We have

$$
(\alpha \beta)=N-(A)-(B)+(A B)=1000-600-500+50=-50 .
$$

Since $(\alpha \beta)<0$, the data are inconsistent.
Example 11.6. Among the adult population of a certain town 50 per cent are males, 60 per cent are wage earners and 50 per cent are 45 years of age or over, 10 per cent of the males are not wage-earners and 40 per cent of the males are under 45. Make the best possible inference about the limits within which the percentage of persons (male or female) of 45 years or over are wageearners.

Solution. Let $N=100$. Then denoting males by $A$, wage-earners by $B$ and 45 years of age or over by $C$, we are given :

$$
\begin{aligned}
N & =100,(A)=50,(B)=60,(C)=50 \\
(A B) & =\frac{10}{100} \times 50=5,(A \gamma)=\frac{40}{100} \times 50=20 \\
\therefore \quad(A B) & =(A)-(A B)=45,(A C)=(A)-(A \gamma)=30
\end{aligned}
$$

We are required to find the limits for $(B C)$.

## Conditions of consistency ( 11.8 ) give

$$
\begin{align*}
& (A B)+(B C)+(A C) \geq(A)+(B)+(C)-N  \tag{i}\\
& \Rightarrow \quad(B C) \geq 50+60+50-100-45-30=-15 \\
& \text { (ii) }(A B)+(A C)-(B C) \leq A \\
& \Rightarrow \quad(B C) \geq(A B)+(A C)-(A)=45+30-50=25 \\
& \text { (iii) }(A B)+(B C)-(A C) \leq(B) \\
& \Rightarrow \quad(B C) \leq(B)+(A C)-(A B)=60+30-45=45 \\
& \text { (iv) }(A C)+(B C)-(A B) \leq(C) \\
& (B C) \leq(C)+(A B)-(A C)=50+45-30=65 \\
& \text { (i) to (iv) } \Rightarrow \quad 25 \leq(B C) \leq 45
\end{align*}
$$

Hence the percentage of wage-earning population of 45 years or over must lie between 25 and 45.

Example 11.7. In a series of houses actually invaded by smallpox, 70\% of the inhabitants are autacked and $85 \%$ have been vaccinated. What is the lowest percentage of the vaccinated that must have been attacked?

Solution. Let $A$ and $B$ denote the atributes of the inhabitants being attacked and vaccinated respectively. Then we are given :

$$
N=100,(A)=70 \text { and }(B)=85
$$

Consistency condition gives:

$$
(A B) \geq(A)+(B)-N \Rightarrow(A B) \geq 55
$$

Hence the lowest percentage of inhabitants vaccinated, who have been auacked is

$$
\frac{(A B)}{(B)} \times 100=\frac{55}{85} \times 100=64.7 \%
$$

Example 11.8. Show that if
and

$$
\begin{aligned}
\frac{(A)}{N} & =x, \frac{(B)}{N}=2 x, \frac{(C)}{N}=3 x \\
\frac{(A B)}{N} & =\frac{(B C)}{N}=\frac{(C A)}{N}=y,
\end{aligned}
$$

then the value of neither $x$ nor $y$ can exceed $1 / 4$.
Solution. Conditions of consistency give :
Also

$$
\begin{equation*}
(A B) \leq(A) \Rightarrow N y \leq N x \Rightarrow y \leq x \tag{i}
\end{equation*}
$$

$$
(B C) \geq(B)+(C)-N
$$

$\Rightarrow \quad \frac{(B C)}{N} \geq \frac{(B)}{N}+\frac{(C)}{N}-1$
$\Rightarrow \quad y \geq 2 x+3 x-1$
$\Rightarrow \quad 5 x-1 \leq \cdot y$
(i) and (ii) give

$$
5 x-1 \leq x \Rightarrow 4 x \leq 1 \Rightarrow x \leq \frac{1}{4}
$$

Thus from (i) and (iii) we have $y \leq x \leq \frac{1}{4}$, which establishes the result.
Example 11.9. Show that (i) If all $A$ 's are $B^{\prime} s$ and all $B$ 's are C's then all $A$ 's are $C$ 's, (ii) If all $A$ 's are Bs and no $B$ 's are $C$ 's then no $A$ 's are $C$ 's.

Solution'.
$\left.\begin{array}{l}\text { (i) All } A \text { 's are } B^{\prime} \text { 's } \Rightarrow(A B)=(A) \\ \text { and all } B \text { 's are } C \text { 's } \Rightarrow(B C)=(B)\end{array}\right\}$
To.prove

$$
\begin{equation*}
(A C)=(A) \tag{*}
\end{equation*}
$$

We have

$$
(A B)+(B C)-(A C) \leq(B)
$$

$$
\Rightarrow \quad(A)+(B)-(A C) \leq(B)
$$

[Using (*)]

$$
\Rightarrow \quad(A) \leq(A C) \Rightarrow(A C) \geq(A)
$$

But since $(A C) \ngtr(A)$, we have $(A C)=(A)$, as desired.
(ii) We are given $(A B)=(A)$ and $(B C)=0$ and we want to prove $(A C)=0$.

We have

$$
\begin{aligned}
& & (A B)+(A C)-(B C) & \leq(A) \\
\Rightarrow & & (A)+(A C)-0 & \leq(A) \\
\Rightarrow & & (A C) & \leq 0
\end{aligned}
$$

And since $(A C) \geq 0$, wè must have $(A C)=0$.

## EXERCISE 11(b)

1. What do you understand by consistency of given data? How do you check it?
2. (a) If a report gives the following frequencies as actually observed, show that there must be a misprint or mistake of some sort, and that possibly the misprint consists in the dropping of 1 before 85 given as the frequency $(B C)$ :

$$
N=1000,(A)=510,(B)=490 ;(C) \doteq 427,(A B)=189,(A C)=140,(B C)=85 .
$$

(b) A student reported the results of a survey in the following manner, in terms of the usual notations :

$$
\begin{aligned}
& N=1000,(A)=525,(B)=312,(C)=470,(A B)=42,(B C)=86, \\
& (A C)=147, \text { and }(A B C)=25 .
\end{aligned}
$$

Examine the consistency of the above data.
(c) Examine the consistency and adequacy of the following data to determine. the frequencies of the remaining positive and ultimate classes.

$$
\begin{aligned}
& N=10,000,(A)=1087,(B)=286,(C)=877, \\
& (C A \beta)=281,(C \alpha \beta)=86,(\gamma A B)=78,(A B C)=57
\end{aligned}
$$

3. Given that $(A)=(B)=(C)=\frac{1}{2} N$ and 80 per cent of $A$ 's are $B$ 's, 75 per cent of $A$ 's are $C$ 's, find the limits to the percentage of $B$ 's that are $C$ 's.

Ans. 55\% and $95 \%$.
4. If $(A)=50,(B)=60,(C)=50,(A \beta)=5,(A \gamma)=20, N=100$, find the greatest and the least possible values of $(B C)$ so that the data may be consistent.

Ans. $25 \leq(B C) \leq 45$
5. If $1,000=N=1 \frac{5}{3}(A)=2(B)=2 \frac{5}{2}(C)=5(A B)$, and $(A C)=(B C)$, what should be the minimum value of $(B C)$ ?

Ans. 150
6. Given that $(A)=(B)=(C)=\frac{1}{2} N=50$ and $(A B)=30,(A C)=25$, find the limits within which $(B C C)$ will lie.
7. In a university examination $65 \%$ of the candidate passed in English, $90 \%$ passed in the second language and $60 \%$ passed in the optional subjects. Find how many at least should have passed the whole examination.

Ans: 15\%. Hint. Use Example 11.3.
8. A market investigator returns the following data. Of 1,000 people consulted 811 liked chocolates, 752 liked toffees and 418 liked boiled sweets, 570 liked both chocolates and toffees; 356 liked chocolates and boiled sweets and 348 liked toffees and boiled sweets, 297 liked all three. Show that this information as it stands must be incorrect.
9. (a) In a school, 50 per cent of the students are boys, 60 per cent are Hindus and 50 per cent are 10 years of age or over. Twenty per cent of the boys are not Hindus and 40 per cent of the boys are under 10. What conclusions can you draw in regard to percentage of Hindu students of 10 years or over?
(b) In a college. 50 per cent of the students are boys, 60 per cent of the student are above 18 years and 80 per cent receive scholarships. 35 per cent of the students are brys above 18 years of age, 45 . per cent are boys receiving scholarships, and 42 per cent are above 18 years and receive scholarships. Determine the limits to the proportion of boys above 18 years who are in receipt of scholarships:

Ans. Between 30 and 32.
10. The following summary appears in a report on a survey covering 1,000 fieldš. Scrutinise the numbers and point out if there is any mistake or misprint in them.
Manured fields ..... 510
Irrigated fields ..... 490
Fields growing improved varieties ..... 427
Fields both irrigated and manured ..... 189
Fields both manured and growing improved varieties ..... 140
Fields both irrigated and growing improved varieties ..... 85Hint. Let $A$ : manured fields,
$B$ : Irrigated fields

$$
C: \text { Growing improved varieties; then }(\alpha \beta \gamma)<0 .
$$

11. A social survey in a village revealed that there were more uneducated employed males than educated ones; there were more educated employed males than uneducated unemployed males. There were more educated unemployed under 35 years of age than employed uneducated males over 35 years of age. Show that there are more uneducated employed males under' 35 years of age than educated unemployed males over 35 years of age.
12. In a war between White and Red forces, there are more-Red soldiers than White, there are more armed Whites than unarmed Reds, there are fewer armed Reds with ammunition than unarmed Whites without ammunition. Show that there are more armed Reds without ammunition than unarmed Whites with ammunition.
13. Given that $(A)=(B)=(C)=\frac{N}{2}, \frac{(A B)}{N}=\frac{(A C)}{N}=p$, find what must be the greatest and least values of $p$ in order that we may infer that $(B C) / N$, exceeds any given value, say $q$.

Ans. $\frac{1}{4}(1-2 q) \leq p \leq \frac{1}{4}(1+2 q)$.
11.7. Independence of Attributes. Two attributes $A$ and $B$ are said to be independent if there exists no relationship of any kind between them. If $A$ and $B$ are independent, we would expect ( $i$ ) the same proportion of $A$ 's amongst $B$ 's as amongst $\beta$ 's, (ii) the proportion of $B$ 's amongst $A$ 's is same as that amongst the $\alpha$ 's. For example, if insanity and deafness are independent, the proportion of the insane people among deafs and non-deafs must be same.
11.7.1. Criterion of Independence. If $A$ and $B$ are independent, then (i) in § 11.7 gives

$$
\begin{array}{rlrl} 
& & \frac{(A B)}{(B)} & =\frac{(A \beta)}{(\beta)} \\
\Rightarrow & 1-\frac{(A B)}{(B)} & =1-\frac{(A B)}{(\beta)} \\
\Rightarrow & & \frac{(\alpha B)}{(B)} & =\frac{(\alpha \beta)}{(\beta)} \tag{11-9a}
\end{array}
$$

Similarly, (ii) in § 11.7 gives

$$
\begin{align*}
& \ddots \frac{(A B)}{(A)} & =\frac{(\alpha B)}{(\alpha)} \\
\Rightarrow & 1-\frac{(A B)}{(A)} & =1-\frac{(\alpha B)}{(\alpha)}
\end{align*}
$$

$$
\begin{equation*}
\Rightarrow \quad \frac{(A B)}{(A)}=\frac{(\alpha \beta)}{(\alpha)} \tag{11-10a}
\end{equation*}
$$

In fact $(11.9) \Rightarrow(11 \cdot 10)$ and vice-versa.
For example, (11.9) gives

$$
\begin{array}{ll}
\frac{(A B)}{(B)}=\frac{(A B)}{(\beta)}=\frac{(A B)+(A \beta)}{(B)+(\beta)}=\frac{(A)}{(N)} \\
\Rightarrow \quad & \frac{(A B)}{(A)}=\frac{(B)}{N}=\frac{(B)-(A B)}{N-(A)}=\frac{(\alpha B)}{(\alpha)},
\end{array}
$$

which is ( 11.10 ). Similarly, starting from ( 11.10 ), we would arrive at (11.9).
It becomes easier to grasp the nature of the above relations if the frequencies are supposed to be grouped into a table with two rows and two columns as follows:

| Attributes | $A$ | $\alpha$ | Total |
| :---: | :---: | :---: | :---: |
| $B$ | $(A B)$ | $(\alpha B)$ | $(B)$ |
| $\beta$ | $(A \beta)$ | $(\alpha \beta)$ | $(\beta)$ |
| Total | $(A)$ | $(\alpha)$ | $N$ |

Second criterion of independence may' be obtained in tèrms"of thè class frequencies of first order. ( $11 \cdot 10 b$ ) gives

$$
\begin{align*}
&(A B)=\frac{(A)(B)}{N} \\
& \Rightarrow \quad \frac{(A B)}{N}  \tag{11-11a}\\
&=\frac{(A)}{N} \cdot \frac{(B)}{N}
\end{align*}
$$

which leads to the following important fundamental rule :
"If the attributes $A$ and $B$ are independent, the proportion of $A B$ 's in the population is equal to the product of the proportions of $A^{\prime}$ 's and $B$ 's in the population."

We may obtain a third criterion of independence in terms of second order class frequencies, as follows.

$$
\left.\begin{array}{c}
(A B) \cdot(\alpha \beta)=\frac{(A)(B)}{N} \cdot \frac{(\alpha)(\beta)}{N}=\frac{(A)(\beta)}{N} \cdot \frac{(\alpha)(B)}{N} \\
(A B) \cdot(\alpha \beta)=(A \beta) \cdot(\alpha B)  \tag{11-12}\\
\frac{(A B)}{(\alpha B)}=\frac{(A B)}{(\alpha \beta)}
\end{array}\right\}
$$

Aliter. (11.12) may also be obtained from(11.9) and (11.9a) as explained celow:

$$
(11.9) \text { and }(11.9 a) \quad \Rightarrow \quad \frac{(A B)}{(A B)}=\frac{(B)}{(\beta)}=\frac{(\alpha B)}{(\alpha \beta)}
$$

$$
\Rightarrow \quad(A B)(\alpha \beta)=(A \beta) \cdot(\alpha \beta)
$$

Similarly, $(11 \cdot 10)$ and ( $11 \cdot 10 a$ ) give the same result.
11-7.2. Symbols (AB) $)_{0}$ and $\delta$. Let us write

$$
(A B)_{0}=\frac{(A)(B)}{N}
$$

which is the value of $(A B)$ under the hypothesis that the attributes $A$ and $B$ are independent.

Let

$$
\delta=(A B)-(A B)_{0}
$$

denote the excess of $(A B)$ over $(A B)_{0}$. Then

$$
\begin{align*}
\delta & =(A B)-\frac{(A)(B)}{N}=\frac{1}{N}[N(A B)-(A)(B)] \\
& =\frac{1}{N}[\{(A B)+(A \beta)+(\alpha B)+(\alpha \beta)\}(A B)) \\
& -\{(A B)+(A \dot{\beta})\}\{(A B)+(\alpha B)\}] \\
& =\frac{1}{N}[(A B)(\alpha \beta)-(A \beta)(\alpha B)] \quad \text { [On simplification] }
\end{align*}
$$

$(11 \cdot 12) \Rightarrow \delta=0$, if $A$ and $B$ are independent.
Example 11-10. If $\delta=(A B)-(A B)_{0}$, then with usual notations, prove that
(i) $[(A)-(\alpha)][(B)-(\beta)]+2 N \delta=(A B)^{2}+(\alpha \beta)^{2}-(A \beta)^{2}-(\alpha B)^{2}$
(ii) $\delta=\frac{(B)(\beta)}{N}\left\{\frac{(A B)}{(B)}-\frac{(A \beta)}{(\beta)}\right\}=\frac{(A)(\alpha)}{N}\left\{\frac{(A B)}{(A)}-\frac{(\alpha B)}{(\alpha)}\right\}$

Solution. (i) We have $\delta=(A B)-(A B)_{0}=(A B)-\frac{(A)(B)}{N}$
L.H.S. $=[(A)-(\alpha)][(B)-(\beta)]+2 N \delta$

$$
=[(A B)+(A \beta)-(\alpha B)-(\alpha \beta)][(A B)+(\alpha B)-(A \beta)-(\alpha \beta)]
$$

$$
+2 N\left[(A B)-\frac{(A)\left(B^{\prime}\right)}{N}\right]
$$

$$
\begin{aligned}
&=[\{(A B)-(\alpha \beta)\}+\{(A \beta)-(\alpha B)\}][\{(A B)-(\alpha \beta)\}-\{(A \beta)-(\alpha B)\}] \\
&+2[N(A B)-(A)(B)]
\end{aligned}
$$

$$
=[(A B)-(\alpha \beta)]^{2}-[(A \beta)-(\alpha B)]^{2}
$$

$$
+2[(A B)\{(A B)+(A \beta)+(\alpha B)+(\alpha \beta)\}-\{(A B)+(A \beta)\}\{(A B)+(\alpha B)\}]
$$

$$
=\left[(A B)^{2}+(\alpha \beta)^{2}-2(A B)(\alpha \beta)\right]
$$

$$
-\left[(A \beta)^{2}+(\alpha B)^{2}-2(A \beta)(\alpha B)\right]+2[(A B)(\alpha \beta)-(A \beta)(\alpha B)]
$$

(Ön simplification)
$=(A B)^{2}+(\alpha \beta)^{2}-(A \beta)^{2}-(\alpha B)^{2}=$ R.H.S.
(ii) $\frac{(B)(\beta)}{N}\left[\frac{(A B)}{(B)}-\frac{(A \beta)}{(\beta)}\right]=\frac{1}{N}[(\beta)(A B)-(B)(A \beta)]$

$$
\begin{aligned}
& =\frac{1}{N}[(A B)\{N-(B)\}-(B)\{(A)-(A B)\}] \\
& =\frac{1}{N}[N:(A B)-(\dot{A})(B)]=(A B)-\frac{(A) \cdot(B)}{N}=\delta
\end{aligned}
$$

Since $\delta$ is symmetric in $A$ and $B$, by interchanging $A$ and $B$, we will obtain the second result.
11.8. Association of ${ }^{7}$ Attributes. Two attributes $A$ and $B$ are said to be associated if they are not independent but are related in some way or the other. They are said to be
$\left.\begin{array}{rl}\text { positively associated if }(A B) & >\frac{(A)(B)}{N} \\ \text { and } \quad \text { negativel associated if }(A B) & <\frac{(A)(B)}{N}\end{array}\right\}$
In other words, two attributes $A$ and $B$ are positively associated if $\delta>0$, negatively associated if $\delta<0$ or and are independent if $\delta=0$ (c.f. § 11.7.2).

Remarks 1. Two attributes $A$ and $B$ are said to be completely associated if $A$ cannot occur without $B$, though $B$ may occur without $A$ and vice-versa. In other words, for complete association either all $A$ 's are $B$ 's $i . e .,(A B)=(A)$ or all $B$ 's are $A$ 's i.e., $(A B)=(B)$ according as either $A$ 's or $B$ 's are in a minority. Similarly, complete dissociation means that no A's are B's i.e., $(A B)=0$ or no $\alpha$ 's are $\beta$ 's i.e., $(\alpha \beta)=0$ or more generally when either of these statements is true.
2. It should be carefully noted that the word 'association' used in Statistics is technically different from the general notion of association as used in day-today life. Ordinarily, two attributes are said to be associated if they occur together in a number of cases. But statistically two attributes are said to be associated if they occur together in a large number of cases than expected if. they were independent, i.e., if $\delta=(A B)-(A)(B) / N>0$. In Statistics, the statement that "some $A$ 's are $B$ 's", however great the proportion, does' not necessarily imply association between them. Thus to find out if two attributes are associated, we must know $(A),(B),(A B)$ and $N$. Incomplete information will not enable us to conclude anything about association between them. For example, consider the following statement:
" 90 per cent of the people who drink alcohol die before reaching the age of 75 years. Hence drinking is bad for longevity of life."

The inference drawn is not correct, since the given information is not complete for drawing any valid conclusions about association. It might happen that $95 \%$ of the people who do not drink, die before reaching 75 years of age. In that case drinking might be found good for longevity of life.
3. Sampling fluctuations. If $\delta \neq 0$ and its value is fairly small, then it is possible that this association is just by chance (or commonly termed as "due to fluctuations of sampling) and not really significant of any real association between the attributes. We should not, therefore, draw hasty conclusions about association or dissociation unless $\delta$, the difference between (AB).and its expected value (under the hypothesis of independence) $(A)(B) / N$, is significant. The
problem : 'how much difference is to be regarded as significant' will be discussed in detail in Chapters 12 (Large sample test for attributes) and 13 (Chi-square test of goodness of fit). This point has been raised here only as a precautionary measure to wam the reader against drawing hasty inferences.
11.8.1. Yule's Coefficient of Association. As a measure of the intensity of association between two attributes $A$ and $B$, G. Udny Yule gave the coefficient of association $Q$, defined as follows :

$$
\begin{equation*}
Q=\frac{(A B)(\alpha \beta)-(A \beta)(\alpha B)}{(A B)(\alpha \beta)+(A \beta)(\alpha B)}=\frac{N \delta}{(a B)(\alpha \beta)+(A \beta)(\alpha B)} \tag{11-17}
\end{equation*}
$$

If $A$ and $B$ are independent, $\delta=0 \Rightarrow Q=0$.
If $A$ and $B$ are completely associated, then
either

$$
(A B)=(A) \Rightarrow(A B)=0
$$

or

$$
(A B)=(B) \Rightarrow \quad(\alpha B)=0
$$

and in each case $Q=+1$.
If $A$ and $B$ are in complete dissociation then either $(A B)=0$ or $(\alpha \beta)=0$ and we get $Q=-1$.

Hence $\quad-1 \leq Q \leq 1$
Remark. An important property of $Q$ is that it is independent of the relative proportion of $A$ 's or $\alpha$ 's in the data. Thus if all the terms containing $A$ in $Q$ are multiplied by a constant, $k^{\prime}$ (say), its value remains unaltered. Similarly for $B, \beta$ and $\alpha$. This property renders it specially useful to situations where the proportions are arbitrary, e.g., experiments.
11.8.2. Coefficient of Colligation. Another coefficient with the same properties as $Q$, is the coefficient of colligation $Y$, given by

$$
\begin{equation*}
Y=\left\{1-\sqrt{\frac{(A \beta)(\alpha B)}{(A B)(\alpha \beta)}}\right\} /\left\{1+\sqrt{\frac{(A \beta)(\alpha B)}{(A B)(\alpha \beta)}}\right\} \tag{11-19}
\end{equation*}
$$

Remarks.1. Obviously $Q=0 \Rightarrow Y=\frac{1-1}{1+1}=0$.

$$
Q=-1 \Rightarrow Y=-1 \text { and } Q=1 \Rightarrow Y=1 \text { and conversely. }
$$

2. If we let $\frac{(A \beta)(\alpha B)}{(A B)(\alpha \beta)}=k$, so that

$$
\begin{aligned}
Y & =\frac{1-\sqrt{k}}{1+\sqrt{k}} \Rightarrow Y^{2}=\frac{1+k-2 \sqrt{k}}{1+k+2 \sqrt{k}} \\
\Rightarrow \quad 1+Y^{2} & =\frac{2(1+k)}{1+k+2 \sqrt{k}}=\frac{2(1+k)}{(1+\sqrt{k})^{2}} \\
\therefore \quad \frac{2 Y}{1+Y^{2}} & =\frac{2(1-\sqrt{k})(1+\sqrt{k})}{2(1+k)}=\frac{1-k}{1+k} \\
& =\frac{1-\frac{(A \beta)(\alpha B)}{(A B)(\alpha \beta)}}{1+\frac{(A B)(\alpha B)}{(A B)(\alpha \beta)}}=\frac{(A B)(\alpha \beta)-(A B)(\alpha B)}{(A B)(\alpha \beta)+(A \beta)(\alpha B)}
\end{aligned}
$$

$$
\Rightarrow \quad Q \doteq \frac{2 Y}{1+Y^{2}}
$$

Example 11-11. Find if $A$ and $B$ are independent, positively associated or negatively associated, in each of the following cases :
(i) $N=1000,(A)=470,(B)=620$, and $(A B)=320$.
(ii) $(A)=490,(A \dot{B})=294,(\alpha)=570$, and $(\alpha B)=380$.
(iii) $(A B)=256,(\alpha B)=768,(A \beta)=48$, and $(\alpha \beta)=144$.

Solution.

$$
\text { (i) } \begin{aligned}
\delta & =(A B)-\frac{(A)(B)}{N} \\
& =320-\frac{470 \times 620}{1000}=320-291.4=28.6
\end{aligned}
$$

Since $\delta>0, A$ and $B$ are positivèly associated.
(ii) We have $N=(A)+(\alpha)=490+570=1060$

$$
(B)=(A B)+(\alpha B)=294+380=674
$$

$$
\therefore \quad \delta=(A B)-\frac{(A)(B)}{N}=294-\frac{490 \times 674}{1060}=294-311.6<0
$$

Hence $A$ and $B$ are negatively associated.

$$
\begin{align*}
(A) & =(A B)+(A \beta)=256+48=304  \tag{iii}\\
(B) & =(A B)+(\alpha B)=256+768=1024 \\
N & =(A B)+(A \beta)+(\alpha B)+(\alpha \beta)=256+48+768+144
\end{align*}
$$

1216

$$
\therefore \quad \delta=(A B)-\frac{(A)(B)}{N}=256-\frac{304 \times 1024}{1216}=0
$$

$\cdot$ Hence $A$ and $B$ are independent.
Aliter. Since all the four frequencies of order 2 are given, using (11-15), we have

$$
\begin{aligned}
\delta & =\frac{1}{N}[(A B)(\alpha \beta)-(A \beta)(\alpha B)]=\frac{1}{N}[256 \times 144-48 \times 768] \\
& =\frac{256}{N}[144-48 \times 3]=0
\end{aligned}
$$

$\Rightarrow \quad A$ and $B$ are independent.
Example 11-12. Investigate the association between darkness of eyecolour in father and son from the following data :

Fathers with dark eyes and sons with dark eyes : 50
Father's with dark eyes and sons with not dark eyes : 79
Fathers with not dark eyes and sons with dark eyes : 89
Fathers with not dark eyes and sons with not dark eyes: 782
Also tabiulate for comparison the frequencies that would have been observed had therp been no heredity.

Solution. Let $A$ : Dark eye-colour of father and

$$
B: \text { Dark eye-colour of son. }
$$

Then we are given $(A B)=50,(A \beta)=79 ;(\alpha B)=89,(\alpha \beta)=.782$

$$
\therefore \quad Q=\frac{50 \times 7.82-79 \times 89}{50 \times 782+79 \times 89}=\frac{32069}{46131}=+0.69
$$

Hence there is a fairly high degree of positive association between the eye colour of fathers and sons.

We have

$$
\begin{aligned}
(A) & =(A B)+(A \beta)=50+79 \\
(B) & =(A B)+(\alpha B)=50+89 \\
(\alpha) & =(\alpha B)+(\alpha \beta)=89+782=871 \\
(\beta) & =(A \beta)+(\alpha \beta)=79+782=861 \\
N & =(A)+(\alpha)=129+871
\end{aligned}
$$

Under the condition of no heredity, i.e., independence of attributes $A$ and $B$, we have

$$
\begin{aligned}
& (A B)_{0}=\frac{(A)(B)}{N}=\frac{129 \times 139}{1000}=18 ;(A \beta)_{0}=\frac{(A)(\beta)}{N}=\frac{129 \times 861}{1000}=111 \\
& (\alpha B)_{0}=\frac{(\alpha)(B)}{N}=\frac{871 \times 139}{1000}=121 ;(\alpha \beta)_{0}=\frac{(\alpha)(\beta)}{N}=\frac{871 \times 861}{1000}=750
\end{aligned}
$$

Example 11-13. Can vaccination be regarded as a preventive measure for small pox from the data give below ?
'Of 1482 persons in a locality exposed to small-pox, 368 in all were attacked.'
'Of 1482 persons; 343 had been vaccinated and of these only 35 were attacked.'

Solution. Let $A$ denote the attribute of vaccination and $B$ that of attack by small-pox. Then the given data are :

$$
\begin{gathered}
N=1482,(A)=368,(B)=343 \text { and }(A B)=35 \\
(\alpha \beta)=N-(A)-(B)+(A B)=1482-368-343+35=806 \\
(A \beta)=(A)-(A B)=368-35=333 \\
(\alpha B)=(B)-(A B)=343-35=308 \\
\therefore \quad Q=\frac{(A B)(\alpha \beta)-(A B)(\alpha B)}{(A B)(\alpha \beta)+(a \beta)(\alpha B)}=\frac{35 \times 806-333 \times 308}{35 \times 806+333 \times 308}=-0.57
\end{gathered}
$$

Thus, there is negative association between $A$ and $B$ i.e., between 'attacked' and 'vaccinated'. In other words, there is positive association between not attacked and vaccinated. Hence vaccination can be regarded as a prẹventive measure for smallpox.

## EXERCISE 11(c)

1. (a) What do you mean by independence of attributes? Give a critérion of independence for attributes $A$ and $B$.
(b) What are the various methods of finding whether two attributes are associated, dissociated or independent ? Deduce any one such measure of association.
(c) When are two attributes said to be positively associated and negatively associated? Also define complete association and dissociation of two attributes.
(d) Derive an expression for a measure of association between two attributes.
(e) What is association of attributes? Write a note on the strength of association and how it is measured?
(f) Find whether the attributes $\alpha$ and $\beta$ are positively associated, negatively associated or independent. Given $(A B)=500,(\alpha)=800,(B)=600, N=1500$.
2. (a) Define Yule's coefficient of association and the coefficient of Colligation. Establish the following relation between coefficient of association $Q$ and coefficient of colligation $Y$ :

$$
Q=\frac{2 Y}{1+Y^{2}}
$$

(b) For the following table, give Yule's coefficient of association $(Q)$ and coefficient of Colligation ( $Y$ ). Examine the cases (i) $b c \doteq 0$, (ii) $a d=0$, and (iii) $a d=b c$.

|  | $B$ | not $B$ |
| :---: | :---: | :---: |
| $A$ | $a$ | $b$ |
| not $A$ | $c$ | $d$ |

Ans. $Q=1=Y$ if $b c=0$ and $Q=-1=Y$ if $a d=0$ and $Q=0$ if $a d=b c$.
(c) Prove that in the usual notations $Q=2 Y /\left(1+Y^{2}\right)$. What is the range of values for $Q$ ?
(d) If an attribute $A$ is known to be completely associated with an attribute $B$, (i) what can you infer about the association between $\alpha$ and $\beta$ ? ( $\alpha$ and $\beta$ are equivalent to 'not $A$ ' and 'not $B$ ' respectively), (ii) $\alpha$ and $B$ ?
3. (a) The following table is reproduced from a memoir written by Karl Pearson:

|  | Eye colour in son |  |  |
| ---: | :--- | :---: | :---: |
|  | Not light | Light |  |
| Eye côlour | Not light | 230 | 148 |
| in father $\}$ | Light | 151 | 471 |

Discuss if the colour of son's eyes is associated with that of father.
Ans. Yes. Positively associated, $Q=0.66$.
(b) The following table shows the result of inocculation against cholera.

|  | Not attacked | Attacked |
| :--- | :---: | :---: |
| Inocculated | 431 | 5 |
| Not-inocculated | 291 | 9 |

Examine the effect of inocculation in controlling susceptibility to cholera.
Ans. ${ }^{\text {I }}$ Inocculation is effective in controlling cholera.
4. (a) find the association between proficiency in English and in Hindi among candidates at a certain test if $\mathbf{2 4 5}$ of them passed in Hindi, 285 failed in Hindi, 190 failed in Hindi but passed in English and 147 passed in.both.
(b) The male population of a state is 250 lakhs. The number of literate. males is 20 lakhs and total number of male criminals is 26 thousand. The number of literate male criminals is 2 thousand. Do you find any association between literacy and criminality?

Ans. Literacy and criminality are positively associated.
(c) From the following particulars find whether blindness and baldness are associated :

| Total population | $1,62,64,000$ |
| :--- | ---: |
| Number of baldheaded | 24,441 |
| Number of blind | 7,263 |
| Number of baldheaded blind | 221 |

5. In a certain investigation carried on with regard to 500 graduates and 1500 non-graduates, it was found that the number of employed graduates was 450 while the number of unemployed non-graduates was 300 . In the second investigation 5000 cases were examined. The number of non-graduates was 3000 and the number of employed non-graduates was 2500 . The number of graduates who were found to be employed was 1600 :

Calculate the coefficient of association between graduation and employment in both the investigations.

Can any definite conclusion be drawn from the coefficients?
Ans. $\boldsymbol{Q}$ (1st Investigation) $=+0.38, \boldsymbol{Q}$ (Seciónd Invēstigation) $=\mathbf{- 0 . 1 1}$
6. (a) Three aptitude tests $A, B, C$ were given to 200 apprentice trainees. From amongst them 80 passed test $A, 78$ passed test $B$ and 96 passed the third test. While 20 passed all the three tests, 42 failed all the three, 18 passed $A$ and $B$ but failed $C$ and 38 failed $A$ and $B$ but passed the third. Determine ( $i$ ) how many trainees passed at least two of the three tests and (ii) whether the performances in tests $A$ and $B$ are associated. Ans. (i) 76, (ii) $Q=0.3$
(b) In a survey of a population of 12000 , information is gathered regarding three attributè $A, B$ and $C$. In the usual notations,

$$
\begin{aligned}
& (A)=980 ;(A B)=450,(A B C)=130 \\
& (B)=1190,(A C)=280,(C)=600 \text { and }(B C)=250 .
\end{aligned}
$$

## Find: ( $i$ ) $(\alpha \beta \gamma)(i i) Q_{A B}=$ Coefficient of Association between $A$ and $E$

Comment on your findings.
7. A group of 1000 fathers was studied and it was found that $12.9 \%$ had dark eyes. Among them the ratio of those having sons with dark eyes to those having sons with not dark eyes was $1: 1.58$. The number of cases where fathers and sons both did not have dark eyes was 782. Calculate coefficient of association between darkness of eye colour in father and son. Give the frequencies that would have been observed had there been completely no heredity.

Hint. $(A B)=50,(A \beta)=79,(\alpha B)=89$ and $(\alpha \beta)=782$.
8. A census revealed the following figures of the blind and the insane in two age-groups in a certain population :

|  | Age-Group <br> $15-25$ <br> years | Age-Group <br> over 25 <br> years' |
| :--- | :---: | :---: |
| Total population | $2,70,000$ | $1,60,200$ |
| Number of blind | $-1,000$ | 2,000 |
| Number of insane | 6,000 | 1,000 |
| Number of insane among the blind | 19 | 9 |

(i) Obtain a measure of association between blindness and insanity for each age-group.
(ii) Which group shows more association or dis-association (if any)?
9. Show that if $(A B)_{1},(\alpha B)_{1},(A \beta)_{1},(\alpha \beta)_{1}$ and $(A B)_{2},(\alpha B)_{2},(A \beta)_{2}$ and $(\alpha \beta)_{2}$ be two aggregates corresponding to the same values of $(A),(B),(\alpha)$ and ( $B$ ), then

$$
(A B)_{1}-(A B)_{2}=(\alpha B)_{2}-(\alpha B)_{1}=(A \beta)_{2}-(A \beta)_{1}=(\alpha \beta)_{1}-(\alpha \beta)_{2}
$$

10. Show that if $\delta=(A B)-\frac{(A)(B)}{N}$, then

$$
\delta=\frac{1}{N}[(A B)(\alpha \beta)-(A \beta)(\alpha B)]
$$

## ÓBJECTIVE TYPE QUESTIONS

1. State, giving reasons, whether each of the following statements is true or false :
(i) There is no difference between correlation and association.
(ii) All the class frequencies of various orders are independent of each other.
(iii) If the attributes $A$ and $B$ are positively associated, then; $\alpha$ and $B$ are also positively associated.
(iv) Square of Yule's coefficient of association cannot exceed 1.
(v) Yule's coefficient of association cannot be negative.
(vi) For two attributes $A$ and $B$, the coefficient of association $Q$ is 0.36 . If each ultimate class frequency is doubled then $Q$ is $0: 72$.
(vii) If $(A B)=10,(\alpha \dot{B})=15,(A \beta)=20$ and $(\alpha \beta)=30$, then $A$ and $B$ are associated.
(viii) If every item which possesses an attribute $A$ possesses the attribute $B$ as well, then the coefficient of association between $A$ and $B$ is 1 .
II. Indicate the correct answer :
(i) In case of two attributes $A$ and $B$, the ultimate class frequencies $\dot{s}$ are :

$$
(a):(A),(b):(A B),(c):(\alpha),{ }^{\prime}(d):(B) .
$$

(ii) The condition for the consistency of a set of independent class frequencies is that no ultimate class frequency is (a) zero, (b) positive, (c) negative.
(iii) Attributes $A$ and $B$ are said to be independent if
(a) $(A B)>\frac{(A) \times(B)}{N}$,
(b) $(A B)=\frac{(A) \times(B)}{N}$.
(c) $(A B)<\frac{(A) \times(B)}{N}$
(iv) Atuributes $A$ and $B$ are said to be positively associated if
(a) $\frac{(A B)}{(B)}<\frac{(A B)}{(\beta)}$, (b) $\frac{(A B)}{(B)}=\frac{(A B)}{(\beta)},(c) \frac{(A B)}{(B)}>\frac{(A B)}{(\beta)}$, (d) $\frac{(A B)}{(A)}<\frac{(A B)}{(\beta)}$
(v) If $N=50,(A)=35,(B)=25,(A B)=15$, then the attributes $A$ and $B$ are said to be :
(a) correlated, (b) independent, (c) negatively associated, (d) pọsitively associated
( $v i$ ) When there is a perfect positive association between two attributes, $Q$ would be (a) zero, (b) $-0.9,(c)-1,(d)+1$.

## Sampling and Large Sample Tests

12.1. Sampling-Introduction. Before giving the notion of sampling we will first define population. In a statistical investigation the interest usually lies in the assessment of the general magnitude and the study of variation with respect to one or more characteristics relating to individuals belonging to a group. This group of individuals under study is called population or universe. Thus in statistics, population is an aggregate of objects, animate or inanimate, under study. The population may be finite or infinite.

It is obvious that for any statistical investigation complete enumeration of the population is rather impracticable. For example, if we want to have an idea. of the average per capita (monthly) income of tue people in India, we will have to enumerate all the earning individuals in the country; which is rather a very. difficult task.

If the population is infinite, complete enumeration is not possible. Also if the units are destroyed in the course of inspection. (e.g., inspection of crackers, explosive materials, etc.), $100 \%$ inspection, though possible, is not at all desirable. But even if the population is finite or the inspection is not destructive, $100 \%$ inspection is not taken recourse to because of multiplicity of causes, viz., administrative and financial implications, time factor, etc., and we take the help of sampling.

A finite súbset of statistical individuals in a population is called a sample and the number of individuals in a sample is called the sample size.

For the purpose of determining population characteristics, instead of enumerating the entire population, the individuals in the sample only are observed. Then the sample characteristics are utilised to approximately determine or estimate the population. For example, on examining, the sample of a particular stuff we arrive at a decision of purchasing or rejecting that stuff. The error involved in such approximation is known as sampling error and is inherent and unavoidable in any and every sampling sccheme. But sampling results in considerable gains, especially in time and cost not only in respect of making observations of characteristics but also in the subsequent handling of the data.

Sampling is quite often used in our day-to-day practical life. For example, in a shop we assess the quality of sugar, wheat or any other commodity by taking a haridful of it from the bag and then decide to purchase it or not. A housewife normally tests the cooked products to find if they are properly cooked and contain the proper quantity of salt.
12.2. Types of Sampling. Some of the commonly known and frequently used types of sampling are :
(i) Purposive sampling, (ii) Random sampling, (iii) Stratified sampling, (iv) Systematic Sampling.

Below we will precisely explain these terms, without entering into detailed discussion.
12.2.1. Purpọsive Sampling. Purposive sampling is one in which the sample units are selected with definite purpose in view. For example, if we want to give the picture that the standard of living has increased in the city of New Delhi, we may take individuals in the sample from rich and posh localities like Defence Colony, South Extension, Golf Links, Jor Bagh, Chanakyapuri, Greater Kailash etc. and ignore the localities where low income group and the middle class families live. This sampling suffers from the drawback of favouritism and nepotism and does not give a representative sample of the population.
12.2.2 Random Sampling. In this case the sample units are selected at random and the drawback of purposive sampling, viz., favouritism or subjective element, is completely overcome. A random sample is one in which each unit of population has an equal chance of being included in it.

Suppose we take a sample of size $n$ from a finite population of size $N$. Then there are ${ }^{N} C_{n}$ possible samples. A sampling technique in which each of the ${ }^{N} C_{n}$ samples has an equal chance of being selected is known as random sampling and the sample obtained by this technique is termed as a random sample.

Proper care has to be taken to ensure that the selected samplè is random. Human bias, which varies from individual to individual, is inherent in any sampling scheme administered by human beings. Fairly good random samples can be obtained by the use of Tippet's random number tables or by throwing of a dice, draw of a lottery, etc.

The simplest method, which is normally used, is the lottery system which is illustrated below by means of an example.

Suppose we want to select ' $r$ ' candidates out of $n$. We assign the numbers one to $n$, one number to each candidate and write these numbers ( 1 to $n$ ) on $n$ slips which are made as homogeneous as possible in shape, size, etc. These slips are then put in a bag and thoroughly shuffled and then ' $r$ ' slips are drawn one by one. The ' $r$ ' candidates corresponding to the numbers on the slips drawn, will constitute the random sample.

Remark. Tippet's Random Numbers. L.H.C. Tippet's random numbers tables consist of 10400 four-digited numbers, giving in all $10400 \times 4$, i.e., 41600 digits, taken from the British census reports. These tables have proved to be fairly random in character. Any page of the table is selected at random and the number in any row or column or diagonat selected at random may be taken to constitute the sample.
12.2.3. Simple Sampling. Simple sampling is random sampling in which each unit of the population has an equal chance, say $p$, of being included in the sample and that this probability is independent of the previous drawings. Thus a simple sample of size $n$ from a population may. be identified with a series of $n$ independent trials with constant probability ' $p$ ' of success for each trial.

Remark. It may be pointed out that random sampling does not necessarily imply simple sampling though, obviously, the converse is true. For example, if
an urn contains ' $a$ ' white balls and ' $b$ ' black balls, the probability of drawing a white ball at the first draw is $[a /(a+b)]=p_{1}$, (say) and if this ball is not replaced the probability of getting a white ball in the second draw is [( $a-1)(a+b-1)]$ $=p_{2} \neq p_{1}$, the sampling is not simple. But since in the first draw each white ball has the same chance, viz., $a /(a+b)$, of being drawn and in the second draw again each white ball has the same chance, viz., $(a-1) /(a+b-1)$, of being drawn, the sampling is random. Hence in this case, the sampling, though random, is not simple. To ensure that sampling is simple, it must be done with replacement, if population is finite. However, in case of infinite population no replacement is necessary.
12.2.4. Stratified Sampling. Here the entire heterogeneous population is divided into a number of homogeneous groups, usually termed as strata, which differ from one another but each of these groups is homogeous within itself. Then units are sampled at random from each of these stratum, the sample size in each stratum varies according to the relative importance of the stratum in the population. The sample, which is the aggregate of the sampled units of each of the stratum, is termed as stratified sample and the technique of drawing this sample is known as stratified sampling. Such a sample is by far the best and can safely be considered as representative of the population from which it has been drawn.
12.3. Parameter and Statistic. In order to avoid verbal confusion with the statistical constants of the population, viz., mean ( $\mu$ ), variance $\sigma^{2}$, etc., which are usually referred to as parameters, statistical measures computed from the sample observations alone, e.g., mean ( $\bar{x}$ ), variance ( $s^{2}$ ), etc., have been termed by Professor R.A. Fisher as statistics.

In practice, parameter values are not known and the estimates based on the sample values are generally used. Thus statistic which may be regarded as an estimate of parameter, obtained from the sample, is a function of the sample values only. It may be pointed out that a statistic, as it is based on sample values and as there are multiple choices of the samples that can be drawn from a population, varies from sample to sample. The determination or the characterisaton of the variation (in the values of the statistic obtained from different samples) that may be attributed to chance or fluctuations of sampling is one of the fundamental problems of the sampling theory.

Remarks 1. Now onwards, $\mu$ and $\sigma^{2}$ will refer to the population mean and variance respectively while the sample mean and variance will be denoted by $\bar{x}$ and $s^{2}$ respectively.
2. Unbiased Estimate. A statistic $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, a function of the sample values $x_{1}, x_{2}, \ldots, x_{n}$ is an unbiased estimate of population parameter $\theta$, if $E(t)=\theta$. In other words, if

$$
\begin{equation*}
E(\text { Statistic })=\text { Parameter, } \tag{12.1}
\end{equation*}
$$

then statistic is said to be an unbiased estimate of the parameter.
12.3.1. Sampling Distribution of a Statistic. If we draw a sample of size $n$ from a given finite population of size $N$, then the total number of possible samples is :

$$
{ }^{N} C_{n}=\frac{N!}{n!(N-n)!}=k \text {, (say). }
$$

For each of these $k$ samples we càn compüte some statistic $t=t\left(x_{1} ; x_{2}, \ldots\right.$, $x_{n}$ ), in particular the mean $\bar{x}$, the variance $s^{2}$, etc., as given below :

| Sample Number | Statistics |  |  |
| :---: | :---: | :---: | :---: |
|  | $t$ | $\bar{x}$ | $s^{2}$ |
| 1 | $t_{1}$ | $\bar{x}_{1}$ | $s_{1}{ }^{2}$ |
| 2 | $t_{2}$ | $\bar{x}_{2}$ | $s_{2}{ }^{2}$ |
| 3 | $t_{3}$ | $\bar{x}_{3}$ | $s_{3}{ }^{2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $k$ | $t_{k}$ | $\bar{x}_{k}$ | $s_{k}{ }^{2}$ |

The set of the values of the statistic so obtained, oṇe for each sample, constitutes what is called the sampling. distribution of the statistic. For example, the values $t_{1}, t_{2}, t_{3}, \ldots, t_{k}$ determine the sampling distribution of the statistic $t$. In other words, statistic $t$ may be regarded as a random variable which can take the values $t_{1}, t_{2}, t_{3}, \ldots, t_{k}$ and we can compute the various statistical constants like mean, variance, skewness, kurtosis etc., for its distribution. For example, the mean and variance of the sampling distribution of the statistic $t$ are given by :

$$
\begin{aligned}
\bar{t} & =\frac{1}{k}\left(t_{1}+t_{2}+\ldots+t_{k}\right)=\frac{1}{k} \sum_{i=l}^{k} t_{i} \\
\operatorname{Var}(t) & =\frac{1}{k}\left[\left(t_{1}-\bar{t}\right)^{2}+\left(t_{2}-\bar{t}\right)^{2}+\ldots+\left(t_{k}-\bar{t}\right)^{2}\right] \\
& =\frac{1}{k} \sum_{i=1}^{k}\left(t_{i}-\bar{t}\right)^{2}
\end{aligned}
$$

12.3.2. Standard Error. The standard deviation of the sampling distribution of a statistic is known as its Standard Error, abbreviated as S.E. The standard errors of some of the well known statistics, for large samples, are given below, where $n$ is the sample size, $\sigma^{2}$ the population variance, and $P$ the population proportion, and $Q=1-P, n_{1}$ and $n_{2}$ represent the sizes of two independent random samples respectively drawn from the given population(s).

| S.No. | Statistic | Standard Error |
| ---: | :--- | :---: |
| 1. | Sample mean : $\bar{x}$ | $\sigma / \sqrt{n}$ |
| 2. | Observed sample proportion ' $p$ ' | $\sqrt{P Q / n}$ |
| 3. | Sample s.d. : $s$ | $\sqrt{\sigma^{2} / 2 n}$ |
| 4. | Sample variance : $s^{2}$ | $\sigma^{2} \sqrt{2 / n}$ |
| 5. | Sámple quartiles | $1.36263 \sigma / \sqrt{n}$ |
| 6. | Sámple median | $1.25331 \sigma / \sqrt{n}$ |

7. Sample correlation coefficient ( $r$ )
8. Sample moment $\mu_{3}$
9. 
10. 
11. 
12. 
13. 

$$
\left\{\begin{array}{c}
\left(1-\rho^{2}\right) / \sqrt{n}, \\
\text { correlation coefficient } \\
\\
\sigma^{3} \sqrt{96 / n} \\
\frac{\sigma^{4} \sqrt{96 / n}}{\sqrt{2 n}} \sqrt{1+\frac{2 \nu^{3}}{10^{4}}} \sim \frac{\nu}{\sqrt{2 n}} \\
\\
\sqrt{\frac{\sigma_{1}^{2}}{n_{1}}+\frac{\sigma_{2}^{2}}{n_{2}}} \\
\sqrt{\frac{\sigma_{1}^{2}}{2 n_{1}}+\frac{\sigma_{2}^{2}}{2 n_{2}}} \\
\sqrt{\frac{P_{1} Q_{1}}{n_{1}}+\frac{P_{2} Q_{2}}{n_{2}}}
\end{array}\right.
$$

Remark on the Utility of Standard Error. S.E. plays a very important role in the large sample theory and forms the basis of the testing of hypothesis. If $t$ is any statistic, then for large samples

$$
\begin{align*}
Z & =\frac{t-E(t)}{\sqrt{V(t)}} \sim N(0,1) \\
\Rightarrow \quad Z & =\frac{t-E(t)}{S: E .(t)} \sim N(0, \text { i), for lärge samples. }
\end{align*}
$$

Thus, if the discrepancy between the observed and the expected (hypothetical) value of a statistic is greater than $z_{\alpha}$ (c.f: § 12.7-2) times its S.E., the null hypothesis is rejected at $\alpha$ level of significance. Similarly, if

$$
|t-E(t)| \leq z_{\alpha} \times \text { S.E. }(t),
$$

the deviation is not regarded significant at $5 \%$ level of significance. In other words, the deviation, $t-E(t)$, could have arisen due to fluctuations of sampling and the data do not provide us any evidence against the null hypothesis which mady; therefore, be accepted at $\alpha$ level of significance. [For details see § 12.7.3]
( $i$ ) The magnitude of the standard error gives an index of the precision of the estimate of the parameter. The reciprocal of the standard error is taken as the measure of reliability or precision of the statistic.

$$
\begin{array}{lr}
\text { S.E. }(p)=\sqrt{P Q / n} & {[c . f .(4 b) \S 12.9 .1]} \\
\text { S.E. }(\bar{x})=\sigma / \sqrt{n^{\prime}} & {[c . f . \S 12.2]}
\end{array}
$$

In other words, the standard errors of $p$ and $\bar{x}$ vary inversely as the square root of the sample size. Thus in order to double the precision, which amounts to reducing the standard error to one half, the sample size has to be increased four times.
(ii) S.E. enables us to determine the probable limits within which the population parameter may be expected to lie. For example, the probable limits for population proportion $P$ are given by

$$
p \pm 3 \sqrt{p q / n}
$$

(c.f. Rempark § 12.9.1)

Remark. S.E. of a statistic may be reduced by increasing the sample size but this results in corresponding increase in cost, labour and time, etc.
12.4. Tests of Significance. A very important aspect of the sampling theory is the study of the tests of significance, which enable us to decide on the basis of the sample results; if
(i) the deviation between the observed sample statistic and the hypothetical parameter value, or
(i) the deviation between two independent sample statistics; is significant or might be atributed to chance or the fluctuations of sampling.

Since, for large $n$, almost all the distributions, e.g., Binomial, Poisson, Negative binomial, Hypergeometric (c.f. Chapter 7), t, F (Chapter 14), Chisquare (Chapter 13), can be approximated very closely by a normal probability curve, we use the Normal Test of Significance (c.f. § 12.9) for large samples. Some of the well known tests of significance for studying such differences for small samples are $t$-test, $F$-test and Fisher's $z$-transformation.
12.5. Null Hypothesis. The technique of randomisation used for the selection of sample units makes the test of significance valid for us. For applying the test of significance we first set up a hypothesis-a definite statement about the population parameter. Such a hypothesis, which is usually a hypothesis of no difference, is called null hypothesis and is usually denoted by $H_{0}$. According to Prof. R.A. Fisher, null hypothesis is the hypothesis which is .tested for possible rejection under the assumption that it is true.

For example, in case of a single statistic, $H_{0}$ will be that the sample statistic does not differ significantly from the hypothetical parameter value and in the case of two statistics, $H_{0}$ will be that the sample statistics do not differ significantly.

Having. set up the null hypothesis we compute the probability $P$ that the deviation between the observed sample statistic and the hypothetical parameter value might have occurred due to fluctuations of sampling (c.f. § 12.7). If the deviation comes out to be significant (as measured by a test of significance), null hypothesis is refuted or rejected at the particular level of significance adopted (c.f. § 12.7) and if the deviation is not significant, null hypothesis may be retained at that level.
12.5.1. Alternative Hypothesis. Any hypothesis which is complementary to the null hypothesis is called an alternative hypothesis, usually denoted by $H_{1}$. For example, if we want to test the null hypothesis that the population has a specified mean $\mu_{0}$, (say), i.e., $H_{0}: \mu=\mu_{0}$, then the alternative hypothesis could be
(i) $H_{1}: \mu \neq \mu_{0}\left(\right.$ i.e., $\mu>\mu_{0}$ or $\left.\mu<\mu_{0}\right)$
(ii) $H_{1}: \mu>\mu_{0}$
(iii) $H_{1}: \mu<\mu_{0}$

The altemative hypothesis in $(i)$ is known as a.two tailed alternative and the alternatives in (ii) and (iii) are known as right tailed and left-tailed alternatives respectively. The setting of alternative hypothesis is very important since it
enables us to decide whether we have to use a single-tailed (right or left) or twotailed test [c.f. § 12•7.1].

12:6. Errors in Sampling. The main objective in sampling theory is to draw valid inferences about the population parameters on the basis of the sample results. In practice we decide to accept or reject the lot after examining a sample from it. As such we are liable to commit the following two types of errors :
Type I Error : Reject $H_{0}$ when it is true.
Type II Error : Accept $H_{0}$ when it is wrong, i.e., accept $H_{0}$ when $H_{1}$ is true.
If we write.

$$
\left.\begin{array}{r}
P\left(\text { Reject } H_{0} \text { when it is true }\right)=P\left(\text { Reject } H_{0} \mid H_{0}\right\}=\alpha  \tag{12-2}\\
\text { and } P\left\{\text { Accept } H_{0} \text { when it is wrong }\right)=P\left\{\text { Accept } H_{0} \mid H_{1}\right\}=\beta
\end{array}\right\}
$$

then $\alpha$ and $\beta$ are called the sizes of type I error and type II error, respectively.
In practice, type.I error amounts to rejecting a lot when it is good and type II error may be regarded as accepting the lot when,it is bad.

Thus
and

$$
\left.\begin{array}{r}
P\{\text { Reject a lot when it is good }\}=\alpha  \tag{12:2a}\\
P\{\text { Accept a lot when it is bad }\}=\beta
\end{array}\right\}
$$

where $\alpha$ and $\beta$ are referred to as Producer's risk and Consumer's risk, respectively.
12.7. Critical Region and Level of Significance. A region (corresponding to a. statistic $t$ ) in the sample space $S$ which amounts to rejection of $H_{0}$ is termed as critical region or region of rejection. If $\omega$ is the critical region and if $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the value of the statistic based on a random sample of size $n$, then

$$
\begin{equation*}
P\left(t \in \omega \mid H_{0}\right)=\alpha, P\left(t \in \bar{\omega} \mid H_{1}\right)=\beta \tag{12.2b}
\end{equation*}
$$

where $\bar{\omega}$, the complementary set of $\omega$, is called the acceptance region.

$$
\text { We have } \quad \omega \cup \bar{\omega}=S \text { and } \omega \cap \bar{\omega}=\phi
$$

The probability ' $\alpha$ ' that a random value of the statistic $t$ belongs to the critical region is known as the level of significance. In other words, level of significance is the size of the type I error (or the maximum producer's risk). The levels of significance usually employed in testing of hypothesis are $5 \%$ and $1 \%$. The level of significance is always fixed in advance before collecting the sample information.
12.7.1. One tailed and Two Tailed Tests. In any test, the critical region is represented by a portion of the area under the probability curve of the sampling distribution of the test statistic.

A test of any statistical hypothesis where the altemative hypothesis is one tailed (right tailed or left tailed) is called a one tailed test. For example, a test for testing the mean of a population

$$
H_{0}: \mu=\mu_{0}
$$

against the alternative hypothesis:
$H_{1}: \mu>\mu_{0}$ (Right tailed) or $H_{1}: \mu<\mu_{0}$ (Left tailed),
is a single tailed iest: In the right tailed test ( $H_{1}: \mu_{1}>\mu_{0}$ ), the critical region lies entirely in the right tail of the sampling distribution of $\bar{x}$, while for the left tail test $\left(H_{1}: \mu<\mu_{0}\right)$, the critical region is entirely in the left tail of the distribution.

> - A test of statistical hypothesis where the altemative hypothesis is two tailed such as :
$H_{0}: \mu=\mu_{0}$, against the alternative hypothesis $H_{1}: \mu \neq \mu_{0},\left(\mu>\mu_{0}\right.$ and $\left.\mu<\mu_{0}\right)$, i is known as two tailed test and in such a case the critical region is given by the portion of the area lying in both the tails of the probability curve of the test statistic.

In a particular problem, whether one tailed or two tailed test is to be applied depends entirely on the nature of the alternative hypothesis. If the alternative hypothesis is two-tailed we apply two-tailed test and if alternative hypothesis is one-tailed, we apply one tailed test.

For example, suppose that there are two population brands of bulbs, one manufactured by standard process (with mean life $\mu_{1}$ ) and the other manufactured by some new technique (with mean life $\mu_{2}$ ). If we want to test if the bulbs differ significantly, then our null hypothesis is $H_{0}: \mu_{1}=\mu_{2}$ and alternative will be $H_{1}: \mu_{1} \neq \mu_{2}$, thus giving us a two-tailed test. However, if we want to test if the bulbs produced by new process have higher average life than those produced by standard process, then we have

$$
H_{0}: \mu_{1}=\mu_{2} \quad \text { and } H_{1}: \mu_{1}<\mu_{2},
$$

thus giving us a left-tail test. Similarly, for testing if the product of new process is inferior to that of standard process, then we have:

$$
H_{0}: \mu_{1}=\mu_{2} \text { and } H_{1}: \mu_{1}>\mu_{2},
$$

thus giving us a right-tail test.-Thus, the decision about applying a two-tail test or a single-tail (right or left) test will depend on the problem under study.
12.7.2. Critical Values or Significant Values. The value of test statistic which separates the critical (or rejection) region and the acceptance region is called the critical value or significant value. It depends upon:
(i) The level of significance used, and
(ii) The alternative hypothesis, whether it is two-tailed or single-tailed.

As has been pointed out earlier, for large samples, the standardised variable corresponding to the statistic $t$ viz. :

$$
\begin{equation*}
Z=\frac{t-E(t)}{S . E .(t)} \sim N(0,1) \tag{*}
\end{equation*}
$$

asymptotically as $n \rightarrow \infty$. The value of $Z$ given by $\left(^{*}\right)$ under the null hypothesis is known as test statistic. The critical value of the test statistic at level of significance $\alpha$ for a two-tailed test is given by $z_{\alpha}$ where $z_{\alpha}$ is;determined by the equation

$$
\begin{equation*}
\dot{P}\left(|\dot{Z}|>z_{\alpha}\right)=\alpha \tag{12.2c}
\end{equation*}
$$

i.e., $z_{\alpha}$ is the value so that the total area of the critical region on both tails is $\alpha$. Since normal probability curve is a symmétrical curve, from ( $12 \cdot 2 c$ ), we get

$$
\begin{aligned}
& P\left(Z>z_{\alpha}\right)+P\left(Z<-z_{\alpha}\right) & =\alpha \\
\Rightarrow & P\left(Z>z_{\alpha}\right)+P\left(Z>z_{\alpha}\right) & =\alpha \\
\Rightarrow & 2 P\left(Z>z_{\alpha}\right) & =\alpha \\
\Rightarrow & P\left(Z>z_{\alpha}\right) & =\frac{\alpha}{2}
\end{aligned}
$$

i.e., the area of each tail is $\alpha / 2$. Thus $z_{\alpha}$ is the value such that area to the right of $z_{\alpha}$ is $\alpha / 2$ and to the left of $-z_{\alpha}$ is $\alpha / 2$, as shown in the following diagram.

TWO-TALLED TEST
(Level of Significance ' $\alpha$ ')


In case of single-tail alternative, the critical value $z_{\alpha}$ is determined so that total area to the right of it (for right-tailed test) is $\alpha$ and for left-tailed test the total area to the left of $-z_{\alpha}$ is $\alpha$ (See diagrams below), i.e.,"

For Right-tail Test :

$$
\begin{equation*}
P\left(Z>z_{\alpha}\right)=\alpha \tag{12-2d}
\end{equation*}
$$

For Left-tail Test : $\quad P\left(Z<-z_{\alpha}\right)=\alpha$

RIGHT-TAILED TEST
(Level of Signifiance ' $\alpha$ ')

LEFT-TALLED TEST
(Level of Significance ' $\boldsymbol{\alpha}$ ')


Thus the significant or critical value of $Z$ for a single-tailed test (left:or right) at level of significance ' $\alpha$ '. is same as the critical value of $Z$ for a twotailed test at level of significance ' $2 \alpha$ '.

We give on page 12.10, the critical values of $Z$ at commonly used levels of significance for both two-tailed and single-tailed tests. These values have been obtained from equations (12.2c), (12.2d) and '(12.2e), on using the Normal Probability Tables as explained in § 12.8.

CRITICAL VALUES $\left(z_{\alpha}\right)$ OF $Z$

| Critical Values <br> $\left(Z_{\alpha}\right)$ | $1 \%$ | Level of significanice $(\alpha)$ <br> $5 \%$ | $10 \%$ |
| :--- | :---: | :---: | :---: |
| Two-tailed test | $\left\|Z_{\alpha}\right\|=2.58$ | $\left\|Z_{\alpha}\right\|=1.96$ | $\left\|Z_{\alpha}\right\|=1.645$ |
| Right-tailed test | $Z_{\alpha}=2.33$ | $Z_{\alpha}=1.645$ | $Z_{\alpha}=1.28$ |
| Left-tailed test | $Z_{\alpha}=-2.33$ | $Z_{\alpha}=-1.645$ | $Z_{\alpha}=-1.28$ |

Remark. If $\boldsymbol{n}$ is small, then the sampling distribution of the test statistic $Z$ will not be normal and in that case we can't use the above significant values, which have been obtained from normal probability curves. In this case, viz., $n$ small, (usually less than 30), we use the significant values based on the exact sampling distribution of the statistic $Z$, [defined in $\left(^{*}\right), ~ § 12.7 .2$ ], which turns out to be $t, F$, or $\chi^{2}$ [see Chapters 13, 14]. These significant values have been tabulated for different values of $n$ and $\alpha$ and are given in the Appendix at the end of the book.
12.7.3. Procedure for Testing of Hypothesis. We now summarise below the various steps in testing of a statistical hypothesis in a systematic manner.

1. Null Hypothesis. Set up the Null Hypothesis $H_{0}$ (see § 12.5, page 12.6).
2. Alternative Hypothesis. Set up the Alternative Hypothesis $H_{1}$. Ths will enable us to decide whether we have to use a single-tailed (right or left) test or two-tailed test.
3. Level of Significance. Choose the appropriate level of significance ( $\alpha$ ) depending on the reliability of the estimates and permissible risk. This is to be decided before sample is drawn, i.e., $\alpha$ is fixed in advance.
4. Test Statistic (or Test Criterion). Compute the test statistic

$$
Z=\frac{t-E(t)}{S \cdot E \cdot(t)}
$$

under the null hypothesis.
5. Conclusion. We compare $z$ the computed value of $Z$ in step 4 with the significant value (tabulated value) $z_{\alpha}$, at the given level of significance, ' $\alpha$ '.

If $|Z|<z_{\alpha}$, i.e., if the calculated value of $Z$ (in modulus value) is less than $z_{\alpha}$ we say it is not significant. By this we mean that the difference $t-E(t)$ is just due to fluctuations of sampling and the sample data do not provide us sufficient evidence against the null hypothesis which may therefore, be accepted.

If $|Z|>z_{\alpha}$, i.e., if the computed value of test statistic is greater than the critical or significant value, then we say that it is significant and the null hypothesis is rejected at level of significance $\alpha$ i.e., with confidence coefficient $(1-\alpha)$.
12.8. Test of Significance for Large Samples. In this section we
will discuss the tests of significance when samples are large. We have seen that for large values of $n$, the number of trials, almost all the distributions, e.g., binomial, Poisson, negative binomial, etc., are very closely approximated by normal distribution. Thus in this case we apply the normal test, which is based upon the following fundamental property (area properiy) of the normal probability curve.

If $X \sim N\left(\mu, \sigma^{2}\right)$, then $Z=\frac{X-\mu}{\sigma}=\frac{X-E(X)}{\sqrt{V(X)}} \sim N(0,1)$
Thus from the normal probability tables, we have

$$
\begin{array}{ll} 
& P(-3 \leq Z \leq 3)=0.9973, \text { i.e., } P(|Z| \leq 3)=0.9973 \\
\Rightarrow \quad & P(|Z|>3)=1-P(|Z| \leq 3)=0.0027 \tag{12.3}
\end{array}
$$

i.e., in all probability we should expect a standard normal variate to lie between $\pm 3$.

Also from the normal probability tables, we get
$P(-1.96 \leq Z \leq i .96)=0.95$ i.e., $P(|Z| \leq 1.96)=0.95$
$\Rightarrow \quad P(|Z|>1.96)=1-0.95=0.05$
and $\quad \dot{P}(|Z| \leq 2.58)=0.99$
$\Rightarrow \quad P(|Z|>2.58)=0.01$
Thus the significant values of $Z$ at $5 \%$ and $1 \%$ level of significance for a two tailed test are 1.96 and 2.58 respectively.

Thus the steps to be used in the normal test are as follows :
(i) Compute the test statistic $Z$ under $H_{0}$.
(ii) If $|Z|>3, H_{0}$ is always rejected.
(iii) If $|Z|^{\prime} \leq 3$, we test its signficance at certain level of significance, usually at $5 \%$ and sometimes at $1 \%$ level of-significance. Thus, for a two-tailed test if $|Z|>1.96, H_{0}$ is rejected at $5 \%$ level of significance.

Similarly if $|Z|>2.58, H_{0}$ is contradicted at $1 \%$ level of significance and if $|Z| \leq 2.58, H_{0}$ may be accepted at $1 \%$ level of significance.

From the normal probability tables, we have :

$$
\begin{aligned}
P(Z>1.645) & =0.5-P(0 \leq Z \leq 1.645) \\
& =0.5-0.45 \\
& =0.05 \\
P(Z>2.33) & =0.5-P(0 \leq Z \leq 2.33) \\
& =0.5-0.49 \\
& =0.01
\end{aligned}
$$

Hence for a single-tail test (Right-taiil or Left-tail)'we còmpare the computed value of $|\mathrm{Z}|$ with 1.645 (at $5 \%$ level) and 2.33 (at $1 \%$ level) and accept or reject $H_{0}$ accórdingly.

Important Remark. In the theoretical discussion that follows in the next sections, the samples under consideration are supposed to be large. For practical purposes, sample may be regarded as large if $n>30$.
12.9. Sampling of Attributes. Here we shall consider sampling from a population which is divided into two mutually exclusive and collectively
exhaustive classes-one class possessing a particular attribute, say $A$, and the other class not possessing that atribute, and then note down the number of persons in the sample of size $n$, possessing that attribute. The presence of an attribute in sampled unit may be termed as success and its absence as failure. In this case a sample of $n$ observations is identified with that of a series of $n$ independent Bernoulli trials with constant probability $P$ of success fọr each trial. Then the probability of $x$ successes in $n$ trials, as given by the binomial probability distribution is

$$
p(x)={ }^{n} C_{x} P^{x} Q^{n-x} ; x=0,1,2, \ldots, n
$$

12.9.1. Test for Single Proportion. If $X$ is the number of successes in $r$ independent trials with constant probability $P$ of success for each trial (c.f. § 7.2.1)

$$
E(X)=n P \text { and } V(X)=n P Q
$$

where $Q=1-P$, is the probability of failure.
It has been proved that for large $n$, the binomial distribution tends to normal distribution. Hence for large $n, X \sim N(n P, n P Q)$ i.e.,

$$
\begin{equation*}
Z=\frac{X-E(X)}{\sqrt{V(X)}}=\frac{X-n P}{\sqrt{n P Q}} \sim N(0,1) \tag{12.4}
\end{equation*}
$$

and we can apply the normal test.
Remarks 1. In a sample of size $n$, let $X$ be the number of persons possessing the given attribute. Then

Observed proportion of successes $=X / n=p$, (say).

$$
\begin{array}{ll}
\therefore & E(p)=E\left(\frac{X}{n}\right)=\frac{1}{n} E(X)=\frac{1}{n} n P=P \\
\Rightarrow & E(p)=P \tag{12.4a}
\end{array}
$$

Thus the sample proportion ' $p$ ' gives an unbiased estimate of the population proportion $P$.

Also

$$
\begin{array}{lll}
\text { Also } & V(p)=V\left(\frac{X}{n}\right)=\frac{1}{n^{2}} V(X)=\frac{1}{n^{2}} n P Q=\frac{P Q}{n} \\
\therefore & \text { S.E. }(p)=\sqrt{P Q / n} \tag{12-4b}
\end{array}
$$

Since $X$ and consequently $X / n$ is asymptotically normal for large $n$, the normal test for the proportion of successes becomes

$$
\begin{equation*}
Z=\frac{p-E(p)}{\text { S.E. }(p)}=\frac{p-P}{\sqrt{P Q / n}} \sim N(0,1) \tag{12-4c}
\end{equation*}
$$

2. If we have sampling from a finite population of size $N$, then

$$
\begin{equation*}
S . E .(p)=\sqrt{\left(\frac{N-n}{N-1}\right) \cdot \frac{P Q}{n}} \tag{12-4d}
\end{equation*}
$$

3. Since the probable limits for a normal variate $X$ are $E(X) \pm 3 \sqrt{V(X)}$, the probable limits for the observed proportion of successes are :

$$
E(p) \pm 3 \text { S.E. }(p), \text { i.e., } P \pm 3 \sqrt{P Q / n}
$$

If $P$ is not known then taking $p$ (the sample proportion) as an estimate of $P$, the probable limits for the proportion in the population are :

$$
\begin{equation*}
p \pm 3 \sqrt{p q / n} \tag{12-4e}
\end{equation*}
$$

However, the limits for $P$ at level of significance $\alpha$ are given by :

$$
\begin{equation*}
p \pm z_{\alpha} \sqrt{p q / n} \tag{12-4f}
\end{equation*}
$$

where $z_{\alpha}$ is the significant value of $Z$ at level of significance $\alpha$.
In particular $95 \%$ confidence limits for $P$ are given by :

$$
p \pm 1.96 \sqrt{p q / n}
$$

and $99 \%$ confidence limits for $P$ are given by

$$
\begin{equation*}
p \pm 2.58 \sqrt{p q / n} \tag{12.4h}
\end{equation*}
$$

Example 12.1. A dice is thrown 9,000 times and a throw of 3 or 4 is observed 3,240 times. Show that the dice cannot be regarded as an unbiased one and find the limts between which the probability of a throw of 3 or 4 lies.

Solution. If the coming of 3 or 4 is called a success, then in usual notations we are given

$$
n=9,000 ; X=\text { Number of successes }=3,240
$$

Under the null hypothesis $\left(H_{0}\right)$ that the dice is an unbiased one, we get
$P=$ Probability of success $=$ Probability of getting a 3 or $4=\frac{1}{6}+\frac{1}{6}=\frac{1}{3}$
Alternative hypothesis, $H_{1}: p \neq \frac{1}{3}$, (i.e., dice is biased).
We have $Z=\frac{X-n P}{\sqrt{n Q P}} \sim N(0,1)$, since $n$ is large.
Now $\quad Z=\frac{3240-9000 \times 1 / 3}{\sqrt{9000 \times(1 / 3) \times(2 / 3)}}=\frac{240}{\sqrt{2000}}=\frac{240}{44.73}=5.36$
Since $|Z|>3, H_{0}$ is rejected and we conclude that the dice is almost certainly biased.

Since dice is not unbiased, $P \neq \frac{1}{3}$. The probable limits for ' $P$ ' are given by :

$$
\hat{P} \pm 3 \sqrt{\hat{P} \hat{Q} / n}=p \pm 3 \sqrt{p q / n}
$$

where $\hat{P}=p=\frac{3240}{9000}=0.36$ and $\hat{Q}=q=1-p=0.64$.
Hence the probable limits for the population proportion of successes may be taken as

$$
\begin{aligned}
\hat{P} \pm 3 \sqrt{\hat{\hat{P} \hat{Q} / n}} & =0.36 \pm 3 . \sqrt{\frac{0.36 \times 0.64}{9000}}=0.36 \pm 3 \times \frac{0.6 \times 0.8}{30 . \sqrt{10}} \\
& =0.360 \pm 0.015=0.345 \text { and } 0.375
\end{aligned}
$$

Hence the probability of getting 3 or 4 almost certainly lies between 0.345 and 0.375 .

Example 12.2. A random sample of 500 pineapples was taken from a large consignment and 65 were found to be bad. Show that the S.E. of the
proportion of bad ones in a sample of this size is 0.015 and deduce that the percentage of bad pineapples in the consignment almost certainly lies between 8.5 and 17.5 .

Solution. Here we are given $\boldsymbol{n}=500$
$X=$ Number of bad pineapples in the sample $=65$
$p=$ Proportion of bad pineapples in the sample $=\frac{65}{500}=0.13$
$\therefore \quad q=1-p=0.87$
Since $P$, the proportion of bad pineapples in the consignment is not known, we may take (as in the last example)

$$
\hat{P}^{\prime}=p=0.13, \quad \hat{Q}=q=0.87
$$

S.E. of proportion $=\sqrt{\hat{P} \hat{Q} / n}=\sqrt{0.13 \times 0.87 / 500}=0.015$

Thus, the limits for the proportion of bad pineapples in the consignment are :

$$
\hat{P} \pm 3 \sqrt{\hat{P} \hat{Q} / n}=0.130 \pm 3 \times 0.015=0.130 \pm 0.045=.(0.085,0.175)
$$

Hence the percentage of bad pineapples in the consignment lies almost certainly between 8.5 and 17.5 .

Example 12.3. A random sample of 500 apples was taken from a large consignment and 60 were found to be bad. Obtain the $98 \%$ confidence limits for he percentage number of bad apples in the consignment.

$$
\left[\int_{0}^{2.33} \phi(t) d t=0.49 \text { nearly }\right]
$$

Solution. We have :

$$
p=\text { Proportion of bad appleś in the sample }=\frac{60}{500}=0.12
$$

Since the significant value of $Z$ at $98 \%$ confidence coefficient (level of significance $2 \%$ ) is given to be $2.33,98 \%$ confidence limits for population proportion are :

$$
\begin{aligned}
p & \pm 2.33 \sqrt{p q / n}=0.12 \pm 2.33 \sqrt{0.12 \times 0.88 / 500} \\
& =0.12 \pm 2.33 \times \sqrt{0.0002112}=0.12 \pm 2.33 \times 0.01453 \\
& =0.12000 \pm 0.03385=(0.08615,0.15385)
\end{aligned}
$$

Hence $98 \%$ confidence limits for percentage of bad apples in the consignment are (8.61, 15.38).

Example 12.4. In a sample of 1,000 people in Maharashtra, 540 are rice eaters and the rest are wheat eaters. Can we assume that both rice and wheat are equally popular in this State at $1 \%$ level of significance?

Solution. In the usual notations we are given $n=1,000$

$$
X=\text { Number of rice eaters }=540
$$

$\therefore \quad p=$ Sample proportion of rice eaters $=\frac{X}{n}=\frac{540}{1000}=0.54$

Null Hypothesis, $H_{0}$ : Both rice and wheat are equally popular in the State so that

$$
\begin{aligned}
& P=\text { Population proportion of rice eaters in Maharashtra }=0.5 \\
\Rightarrow \quad & Q=1-P=0.5
\end{aligned}
$$

Alternative Hypothesis, $H_{1}: P \neq 0.5$ (two-tailed alternative).
Test Statistic. Under $H_{0}$, the test statistic is

$$
\begin{aligned}
Z & =\frac{p-P}{\sqrt{P Q / n}} \sim N(0,1),(\text { since } n \text { is large). } \\
\text { Now } \quad Z & =\frac{0.54-0.50}{\sqrt{0.5 \times 0.5 / 1000}}=\frac{0.04}{0.0138}=2.532
\end{aligned}
$$

Conclusion. The significant or critical value of $Z$ at $1 \%$ level of significance for two-tailed test is 2.58 . Since computed $Z=2.532$ is less than 2.58 , it is not significant at $1 \%$ level of significance. Hence the null hypothesis is accepted and we may conclude that rice and wheat are equally popular in Maharashtra State.

Example 12.5. Twenty people were attacked by a disease and only 18 survived. Will you reject the hypothesis that the survival rate, if attacked by this disease, is $85 \%$ in favour of the hypothesis that it is more, at $5 \%$ level. (Use Large Sample Test.)
[Patna Univ. B.Sc. (Hons.), 1992; Bombay Univ. B.Sc. 1987]
Solution. In the usual notations, we are given $n=20$.
$X=$ Number of persons who survived after attack by a disease $=18$
$p=$ Proportion of persons survived in the sample $=\frac{18}{20}=0.90$
Null Hypothesis, $H_{0}: P=0.85$, i.e., the proportion of persons survived after attack by a disease in the lot is $85 \%$.

Alternative Hypothesis, $H_{1}: P>0.85$ (Right-tail alternative).
Test Statistic. Under $H_{0}$, the test statistic is :

$$
Z=\frac{p-P}{\sqrt{P Q / n}} \sim N(0,1), \text { (since sample is large). }
$$

Now $\quad Z=\frac{0.90-0.85}{\sqrt{0.85 \times 0.15 / 20}}=\frac{0.05}{0.079}=0.633$
Conclusion. Since the alternative hypothesis is one-sided (right-tailed), we shall apply right-tailed test for testing significance of $Z$. The significant value of $Z$ at $5 \%$ level of significance for right-tail test is +1.645 . Since computed value of $Z=0.633$ is less than 1.645 , it is not significant and we may accept the null hypothesis at $5 \%$ level of significance.
12.9.2. Test of Significance for Difference of Proportions. Suppose we want to compare two distinct populations with respect to the prevalence of a certain attribute, say $A$, among their members. Let $X_{1}, X_{2}$ be the number of persons possessing the given atribute $A$ in random samples of sizes $n_{1}$ and $n_{2}$ from the two populations respectively. Then sample proportions are given by

$$
p_{1}=X_{1} / n_{1} \text { and } p_{2}=X_{\dot{2}} / n_{2}
$$

If $P_{1}$ and $P_{2}$ are the population proportions, then

$$
\begin{aligned}
& E\left(p_{1}\right)=P_{1}, E\left(p_{2}\right)=P_{2} \\
& V\left(p_{1}\right)=\frac{P_{1} Q_{1}}{n_{1}} \text { and } V\left(p_{2}\right)=\frac{P_{2} Q_{2}}{n_{2}}
\end{aligned}
$$

[c.f. Equation (12-4a)]
and
Since for large samples, $p_{1}$ and $p_{2}$ are asymptotically normally distributed, ( $p_{1}-p_{2}$ ) is also normally dstributed. Then the standard variable corresponding to the difference $\left(p_{1}-p_{2}\right)$ is given by

$$
Z=\frac{\left(p_{1}-p_{2}\right)-E\left(p_{1}-p_{2}\right)}{\sqrt{V\left(p_{1}-p_{2}\right)}} \sim N(0,1)
$$

Under the null hypothesis $H_{0}: P_{1}=P_{2}$, i.e., there is no significant difference between the sample proportions, we have

$$
\begin{equation*}
E\left(p_{1}-p_{2}\right)=E\left(p_{1}\right)-E\left(p_{2}\right)=P_{1}-P_{2}=0 \tag{0}
\end{equation*}
$$

Alsó

$$
V\left(p_{1}-p_{2}\right)=V\left(p_{1}\right)+V\left(p_{2}\right),
$$

the covariance term $\operatorname{Cov}\left(p_{1}, p_{2}\right)$ vanishes, since sample proportions are independent.

$$
\therefore \quad V\left(p_{1}-p_{2}\right)_{r}=\frac{P_{1} Q_{1}}{n_{1}}+\frac{P_{2} Q_{2}}{n_{2}}=P Q\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right),
$$

since under $H_{0}: P_{1}=P_{2} \doteq P$, (say), and $Q_{1}=Q_{2}=Q$.
Hence under $H_{0}: P_{1}=P_{2}$, the test statistic for the difference of proportions becomes

$$
\begin{equation*}
Z=\frac{p_{1}-p_{2}}{\sqrt{P Q\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \tag{12.5}
\end{equation*}
$$

In general, we do not have any information as to the proportion of $A$ 's in the populations from which the samples have been taken. Under $H_{0}: P_{1}=P_{2}=$ $P$, (say), an unbiased estimate of the population proportion $P$, based on both the samples is given by

$$
\begin{equation*}
\hat{P}=\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{X_{1}+X_{2}}{n_{1}+n_{2}} \tag{12.5a}
\end{equation*}
$$

The estimate is unbiased, since

$$
\begin{aligned}
E(\hat{P}) & =\frac{1}{n_{1}+n_{2}} E\left[n_{1} p_{1}+n_{2} p_{2}\right]=\frac{1}{n_{1}+n_{2}}\left[n_{1} E\left(p_{1}\right)+n_{2} E\left(p_{2}\right)\right] \\
& =\frac{1}{n_{1}+n_{2}}\left[n_{1} P_{1}+n_{2} P_{2}\right]=P \quad\left[\because P_{1}=P_{2}=P, \text { under } H_{0}\right]
\end{aligned}
$$

Thus (12.5) along with ( $12.5 a$ ) gives the required test statistic.
Remarks 1. Suppose we want to test the significance of the difference between $p_{1}$ and $p$, where

$$
p=\frac{\left(n_{1} p_{1}+n_{2} p_{2}\right)}{\left(n_{1}+n_{2}\right)}
$$

gives a pooled estimate of the population proportion on the basis of both the samples. We have

$$
\begin{equation*}
V\left(p_{1}-p\right)=V\left(p_{1}\right)+V(p)-2 \operatorname{Cov}\left(p_{1}, p\right) \tag{}
\end{equation*}
$$

Since $p_{1}$ and $p$ are not independent, $\operatorname{Cov}\left(p_{1}, p\right) \neq 0$.
$\operatorname{Cov} .\left(p_{1}, p\right)=E\left[\left(p_{1}-E\left(p_{1}\right)\right]\{p-E(p)]\right]$
$=E\left[\left\{p_{1}-E\left(p_{1}\right)\right\}\left\{\frac{1}{n_{1}+n_{2}}\left\{n_{1} p_{1}+n_{2} p_{2}-E\left(n_{1} p_{1}+n_{2} p_{2}\right)\right\}\right\}\right]$
$=\frac{1}{n_{1}+n_{2}} E\left[\left(p_{1}-E\left(p_{1}\right)\right\}\left\{n_{1}\left(p_{1}-E\left(p_{1}\right)\right)+n_{2}\left(p_{2}-E\left(p_{2}\right)\right)\right\}\right]$
$=\frac{1}{n_{1}+n_{2}}\left[n_{1} E\left\{p_{1}-E\left(p_{1}\right)\right\}^{2}+n_{2} E\left\{\left(p_{1}-E\left(p_{1}\right)\right)\left(p_{2}-E\left(p_{2}\right)\right)\right\}\right]$
$=\frac{1}{n_{1}+n_{2}}\left[n_{1} V\left(p_{1}\right)+n_{2} \grave{\left.\operatorname{Cov}\left(p_{1}, p_{2}\right)\right]}\right.$
$=\frac{1}{n_{1}+n_{2}} n_{1} V\left(p_{1}\right)$,
$\left[\because \operatorname{Cov}\left(p_{1}, p_{2}\right)=0\right]$
$=\frac{n_{1}}{n_{1}+n_{2}} \cdot \frac{p q}{n_{1}}=\frac{p q}{n_{1}+n_{2}}$
Also $\operatorname{Var}(p)=\frac{1}{\left(n_{1}+n_{2}\right)^{2}} E\left[\left(n_{1} p_{1}+n_{2} p_{2}\right)-E\left(n_{1} p_{1}+n_{2} p_{2}\right)\right]^{2}$
$=\frac{1}{\left(n_{1}+n_{2}\right)^{2}}\left[n_{1}^{2} \operatorname{Var}\left(p_{1}\right)+n_{2}^{2} \operatorname{Var}\left(p_{2}\right)\right]$,
covariance term vanishes since $p_{1}$ and $p_{2}$ are independent.

$$
\begin{aligned}
\therefore \quad \operatorname{Var}(p) & =\frac{1}{\left(n_{1}+n_{2}\right)^{2}}\left[n_{1}{ }^{2} \cdot \frac{p q}{n_{1}}+n_{2}^{2} \cdot \frac{p q}{n_{2}}\right] \\
& =\frac{p q}{n_{1}+n_{2}}
\end{aligned}
$$

Substituting in ( ${ }^{*}$ ) and simplifying, we shall get

$$
V\left(p_{1}-p\right)=\frac{p q}{n_{1}}+\frac{p q}{n_{1}+n_{2}}-2 \frac{p q}{n_{1}+n_{2}}=p q\left[\frac{n_{2}}{n_{1}\left(n_{1}+n_{2}\right)}\right]
$$

Thus, the test statistic in this case becomes

$$
\begin{equation*}
Z=\frac{p_{1}-p}{\sqrt{\frac{n_{2}}{\left(n_{1}+n_{2}\right)} \cdot \frac{p q}{n_{1}}}} \sim N(0,1) \tag{12.5b}
\end{equation*}
$$

2. Suppose the population proportions $P_{1}$ and $P_{2}$ are given to be distinctly different, i.e., $P_{1} \neq P_{2}$ and we want to test if the difference ( $P_{1}-P_{2}$ ) in population proportions is likely to be hidden in simple samples of sizes $n_{1}$ and $n_{2}$ from the two populations respectively.

We have seen that in the usual notations,

$$
Z=\frac{\left(p_{1}-p_{2}\right)-E\left(p_{1}-p_{2}\right)}{\text { S.E. }\left(p_{1}-p_{2}\right)}=\frac{\left(p_{1}-p_{2}\right)-\left(P_{1}-P_{2}\right)}{\sqrt{\frac{P_{1} Q_{1}}{n_{1}}+\frac{P_{2} Q_{2}}{n_{2}}}} \sim N(0,1)
$$

Here sample proportions are not given. If we set up the null hypothesis $H_{0}: p_{1}=p_{2}$, i.e, the samples will not reveal the difference in the population proportions or in other words the difference in population proportions is likely to be hidden in sampling, the test statistic becomes

$$
|Z|=\frac{\left|P_{1}-P_{2}\right|}{\sqrt{\frac{P_{1} Q_{1}}{n_{1}}+\frac{P_{2} Q_{2}}{n_{2}}}} \sim N(0,1)
$$

Example 12.6. Random samples of 400 men and 600 women were asked whether they would like to have aflyover near their residence. 200 men and 325 women were in favour of the proposal. Test the hypothesis that proportions of men and women in favour of the proposal, are same against that they are not, at $5 \%$ level.
[Agra Univ. M.A., 1992]
Solution. Null Hypothesis $H_{0}: P_{1}=P_{2}=P$, (say), i.e., there is no significant difference between the opinion of men and women as far as proposal of flyover is concerned.

Alternative Hypothesis, $H_{1}: P_{1} \neq P_{2}$ (two-tailed).
We are given :

$$
\begin{aligned}
& n_{1}=400, X_{1}=\text { Number of men favouring the proposal }=200 \\
& n_{2}=600, X_{2}=\text { Number of women favouring the proposal }=325
\end{aligned}
$$

$\therefore \quad p_{1}=$ Proportion of men favouring the proposal in the sample

$$
=\frac{X_{1}}{n_{1}}=\frac{200}{400}=0.5
$$

$p_{2}=$ Proportion of women favouring the proposal in the sample

$$
=\frac{X_{2}}{n_{2}}=\frac{325}{600}=0.541
$$

Test Statistic. Since samples are large, the test statistic under the Null.Hypothesis, $H_{0}$ is :

$$
\begin{array}{rlrl} 
& & Z & =\frac{p_{1}-p_{2}}{\sqrt{\hat{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \\
\text { where } & \hat{P} & =\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{X_{1}+X_{2}}{n_{1}+n_{2}}=\frac{200+325}{400+600}=\frac{525}{1000}=0.525 \\
\Rightarrow & \hat{Q} & =1-\hat{P}=1-0.525=0.475 \\
\therefore & Z & =\frac{0.500-0.541}{\sqrt{0.525 \times 0.475 \times\left(\frac{1}{400}+\frac{1}{600}\right)}}
\end{array}
$$

$$
\begin{aligned}
& =\frac{-0.041}{\sqrt{0.525 \times 0.475 \times(10 / 2,400)}} \\
& =\frac{-0.041}{\sqrt{0.001039}}=\frac{-0.041}{0.0323}=-1.269
\end{aligned}
$$

Conclusion. Since IZ $I=1.269$ which is less than 1.96 , it is not significant at $5 \%$ level of significance. Hence $H_{0}$ may be accepte. at $5 \%$ level of significance and we may conclude that men and women do not differ significantly as regards proposal of flyover is concerned.

Example 12-7. A company has the head office at Calcutta and a branch at Bombay. The personnel director wanted to know if the workers at the two places would like the introduction of a new plan of work and a survey was conducted for this purpose. Out of a sample of 500 workers at Calcutta, $62 \%$ favoured the new plan. At Bombay out of a sample of 400 workers, $41 \%$ were against the new plan. Is there any significant difference between the two groups in their attitude towards the new plan at $5 \%$ level?

Solution. In the usual notations, we are given :

$$
n_{1}=500, p_{1}=0.62 \text { and } n_{2}=400, p_{2}=1-0.41=0.59
$$

Null hypothesis, $H_{0}: P_{1}=P_{2}$, i.e., there is no significant difference between the two groups in their attitude towards the new plan.

Alternative hypothesis, $H_{1}: P_{:} \neq P_{2}$ (Two-tailed).
Test Statistic. Under $H_{0}$, the test statistic for large samples is :
where

$$
Z=\frac{p_{1}-p_{2}}{\text { S.E. }\left(p_{1}-p_{2}\right)}=\frac{p_{1}-p_{2}}{\sqrt{\hat{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1)
$$

$$
\hat{P}=\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{500 \times 0.62+400 \times 0.59}{500+400}=0.607
$$

and

$$
\begin{aligned}
\hat{Q} & =1-\hat{P}=0.393 \\
\therefore \quad & =\frac{0.62-0.59}{\sqrt{0.607 \times 0.393 \times\left(\frac{1}{500}+\frac{1}{400}\right)}} \\
& =\frac{0.03}{\sqrt{0.00107}}=\frac{0.03}{0.0327}=0.917 .
\end{aligned}
$$

Critical region. At $5 \%$ level of significance, the critical value of $Z$ for a-two-tailed test is 1.96. Thus the critical region consists of all values of $Z \succeq 1_{i} 96$ or $Z \leq-1.96$.

Conclusion. Since the calculated value of $|Z|=0.91 .7$ is less than the critical value of $Z(1.96)$, it is not significant at $5 \%$ level of significance. Hence the data do not provide us any evidence against the null hypothesis which may. be accepted, and we conclude that there is no significant differencesbetween the two groups in their attitude towards the new plan.

Example 12.8. Before an increase in excise duty on tea. 800 persons out of a sample of 1,000 persons were found to be tea drinkers. After an increase :i:
duty, 800 people were tea drinkers in a sample of 1,200 people. Using standard error of proportion, state whether there is a significant decrease in the consumption of tea after the increase in excise duty ?

Solution. In the usual notations, we have $n_{1}=1,000 ; n_{2}=1,200$

$$
\begin{aligned}
p_{1} & =\text { Sample proportion of tea drinkers before increase in excise duty } \\
& =\frac{800}{1000}=0.80 \\
p_{2} & =\text { Sample proportion of tea drinkers aiter increase in excise duty } \\
& =\frac{800}{1200}=0.67
\end{aligned}
$$

Null Hypothesis, $H_{0}: P_{1}=P_{2}$, i.e., there is no significant difference in the consumption of tea before and after the increase in excise duty.

Alternative Hypothesis, $H_{1}: P_{1}>P_{2}$ (Right-tailed alternative).
Test Statistic. Under the null hypothesis, the test statistic is

$$
Z=\frac{p_{1}-p_{2}}{\sqrt{\hat{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \quad \text { (Since samples are large) }
$$

where

$$
\begin{aligned}
\hat{P} & =\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{800+800}{1000+1200}=\frac{16}{22}, \text { and } \hat{Q}=1-\hat{P}=\frac{6}{22} \\
\therefore Z & =\frac{0.80-0.67}{\sqrt{\frac{16}{22} \times \frac{6}{22} \times\left(\frac{1}{1000}+\frac{1}{1200}\right)}} \\
& =\frac{0.13}{\sqrt{\frac{16}{22} \times \frac{6}{22} \times \frac{11}{6000}}}=\frac{0.13}{0.019}=6.842
\end{aligned}
$$

Conclusion. Since $Z$ s much greater than 1.645 as well as 2.33 (since test is one-tailed), it is highly significant at both $5 \%$ and $1 \%$ levels of significance. Hence, we reject the null hypothesis $H_{0}$ and conclude that there is a significant decease in the consumption of tea after increase in the excise duty.
Example 12.9. A cigarette manufacturing firm claims that its brand A of the cigarettes outsells its brand B by $8 \%$. If it is found that 42 out of a sample of 200 smokers prefer brand $A$ and 18 out of another random sample of 100 smokers prefer brand B, test whether the 8\% difference is a valid claim. (Use $5 \%$ level of significance.)

Solution. We are given.:

$$
\begin{aligned}
& n_{1}=200, X_{1}=42 \Rightarrow p_{1}=\frac{X_{1}}{n_{1}}=\frac{42}{200}=0.21 \\
& n_{2}=100, x_{2}=18 \Rightarrow p_{2}=\frac{X_{2}}{n_{2}}=\frac{18}{100}=0.18
\end{aligned}
$$

We set up the Null Hypothesis that $8 \%$ difference in the sale of two brands of charettes is a valid claim, i.e., $H_{0}: P_{1}-P_{2}=0.08$.
-1lternative Hypothesis : $H_{1}: P_{1}-P_{2} \neq 0.08$ (Two-tailed).
i'nder $H_{0}$. the test statistic is (since samples are large)

$$
Z=\frac{\left(p_{1}-p_{2}\right)-\left(P_{1}-P_{2}\right)}{\sqrt{\hat{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1)
$$

where $\hat{P}=\frac{X_{1}+X_{2}}{n_{1}+n_{2}}=\frac{42+18}{200+100}=\frac{60}{300}=0.20 \Rightarrow \hat{Q}=1-\hat{P}=0.80$

$$
\begin{aligned}
\therefore \quad Z & =\frac{(0.21-0.18)-(0.08)}{\sqrt{0.2 \times 0.8\left(\frac{1}{200}+\frac{1}{100}\right)}}=\frac{-0.05}{\sqrt{0.16 \times 0.015}} \\
& =\frac{-0.05}{\sqrt{0.0024}=\frac{-0.05}{0.04899}=-1.02}
\end{aligned}
$$

Since $|Z|=1.02<1.96$, it is not significant at $5 \%$ level of significance. Hence null hypothesis may be retained at $5 \%$ level of significance and we may conclude that a difference of $8 \%$ in the sale of two brands of cigarettes is a valid claim by the firm.

Example 1210. On the basis of their total scores, 200 candidates of a civil service examination are divided into two groups, the upper 30 per cent and the remaining 70 per cent. Consider the first question of this examination. Among the first group, 40 had the correct answer, whereas among the second group, 80 had the correct answer. On the basis of these results, can one conclude that the first question is no good at discriminating ability of the type being examined here?

Solution. Here, we have
$n=$ Total number of candidates $=200$
$n_{1}=$ The number of candidates in the upper $30 \%$ group

$$
=\frac{30}{100} \times 200=60
$$

$n_{2}=$ The number of candidates in the remaining $70 \%$ group

$$
=\frac{70}{100} \times 200=140
$$

$X_{1}=$ The number of candidates, with correct answer in the first group $=40$
$X_{2}=$ The number of candidates, with correct answer in the second group $=80$
$\therefore p_{1}=\frac{X_{1}}{n_{1}}=\frac{40}{60}=0.6666$ and $p_{2}=\frac{X_{2}}{n_{2}}=\frac{80}{140}=0.5714$
Null Hypothesis, $H_{0}$ : There is no significant difference in the sample proportions, i.e., $P_{1}=P_{2}$, i.e., the first question is no good at dicriminating-the ability of the type being examined here.

Alternative Hypothesis, $H_{1}: P_{1} \neq P_{2}$.
Test Statistic. Under $H_{0}$ the test statistic is :

$$
\dot{Z}=\frac{p_{1}-p_{2}}{\sqrt{\grave{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \quad \text { (since samples are large). }
$$

where

$$
\begin{aligned}
& \hat{P}=\frac{X_{1}+X_{2}}{n_{1}+n_{2}}=\frac{40+80}{60+140}=0.6, \hat{Q}=1-\hat{P}=0.4 \\
\therefore \quad & Z=\frac{0.6666-0.5714}{\sqrt{0.6 \times 0.4\left(\frac{1}{60}+\frac{1}{140}\right)}}=\frac{0.0953}{0.0756}=1.258
\end{aligned}
$$

Conclusion. Since $|Z|<1.96$, the data are consistent with the null hypothesis at $5 \%$ level of significance. Hence we conclude that the first question is not good enough to distinguish between the ability of the two groups of candidates.

Example 12-11. In a year there are 956 births in a town $A$, of which $52.5 \%$ were males, while in towns $A$ and $B$ combined, this proportion in a total of 1,406 births was 0.496 . Is there any significant difference in the proportion of male births in the two towns?

Solution. We are given

$$
\begin{aligned}
& n_{1}=956, n_{1}+n_{2}=1,406 \text { or } n_{2}=1,406-956=450 \\
& p_{1}=\text { Proportion of males in the sample of town } A=0.525 .
\end{aligned}
$$

Let $p_{2}$ be the proportion of males in the sample (of size $n_{2}$ ) of town $B$. Then

$$
\begin{aligned}
& \hat{\boldsymbol{P}}=\text { Proportion of males in both the samples combined. } \\
& =\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=0.496 \quad \text { (Given) } \\
& \therefore \quad \frac{956 \times 0.525+450 \times p_{2}}{1,406}=0.496 \\
& \Rightarrow \quad p_{2}=0.434 \quad \text { (On simplification) }
\end{aligned}
$$

Null Hypothesis, $H_{0}: P_{1}=P_{2}$, i.e., there is no significant difference in the proportion of male births in the two towns $A$ and $B$.

Alternative Hypothesis, $H_{1}: P_{1} \neq P_{2}$ (two-tailed).
Test Statistic. Under $H_{0}$, the test statistic is :

$$
Z=\frac{p_{1}-p_{2}}{\sqrt{\hat{P} \hat{Q}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \quad \text { (Since samples are large) }
$$

where

$$
\hat{P}=\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=0.496, \hat{Q}=1-\hat{P}=0.504
$$

$$
\therefore \quad Z=\frac{0.525-0.434}{\sqrt{0.496 \times 0.504\left(\frac{.1}{956}+\frac{1}{450}\right)}}=\frac{0.091}{0.027}=3.368
$$

Conclusion. Since $|Z|>3$ ', the null hypothesis is rejected, i.e., the data are inconsistent with the hypothesis $P_{1}=P_{2}$ and we conclude that there is significant difference in the proportion of male births in the towns $A$ and $b$.

Example 12.12. In two large populations, there are 30 and 25 per cent respectively of blue-eyed people. Is this difference likely to be hidden in samples of 1,200 and 900 respectively from the two populations?
[Delhi Univ. B.Sc., 1992]
Solution. Here, we are given $n_{1}=1200, n_{2}=900$.
$P_{1}=$ Proportion of blue-eyed people in the first population
$=30 \%=0.30$.
$P_{2}=$ Proportion of blue-eyed people in the second population
$=25 \%=0.25$.
$\therefore \quad Q_{1}=1-P_{1}=0.70$ and $Q_{2}=1-P_{2}=0.75$
We set up the null hypothesis $H_{0}$ that $p_{1}=p_{2}$, i.e., the sample proportions are equal, i.e., the difference in population proportions is likely to be hidden in sampling.

Test Statistic. Under $H_{0}: p_{1}=p_{2}$, the test statistic is :

$$
\begin{aligned}
& |Z|=\frac{\left|P_{1}-P_{2}\right|}{\sqrt{\frac{P_{1} Q_{1}}{n_{1}}+\frac{P_{2} Q_{2}}{n_{2}}}} \sim N(0,1) \quad \quad \text { (Since samples are large.) } \\
\therefore \quad & |Z|=\frac{0.30-0.25}{\sqrt{\frac{0.3 \times 0.7}{1,200}+\frac{0.25 \times 0.75}{900}}}=\frac{0.05}{0.0195}=2.56
\end{aligned}
$$

Conclusion. Since $|Z|>1.96$, the null hypothesis $\left(p_{1}=p_{2}\right)$, is refuted at $5 \%$ level of significance and we conclude that the difference in population proportions is unlikely to be hidden in sampling. In other words, these samples will reveal the difference in the population proportions.

Example 12:13. In a random sample of 400 students of the university teaching departments, it was found that 300 students failed in the examination. In another random sample of 500 students of the affiliated colleges, the number of failures in the same examination was found to be 300 . Find out whether the proportion of failures in the university teaching departments is significantly greater than the proportion of failures in the university teaching departments and affiliated colleges taken together.

Solution. Here we are given : $n_{1}=400, n_{2}=500$

$$
\begin{array}{ll} 
& p_{1}=\frac{300}{400}=0.75, p_{2}=\frac{300}{500}=0.60 \\
\therefore & q_{1}=1-p_{1}=1-0.75=0.25 \text { and } q_{2}=1-p_{2}=0.40
\end{array}
$$

Here we set up the null hypothesis $H_{0}$ that $p_{1}$ and $\hat{p}$, where $\hat{p}$ is the pooled estumate, i.e., proportion of failures in the university teaching departments and affiliated colleges taken together, do not differ significantly.
S.E. of $\left(\hat{p}-p_{1}\right)=\sqrt{\frac{\hat{p} \hat{q}}{n_{1}+n_{2}} \times \frac{n_{2}}{n_{1}}}$
where

$$
\hat{p}=\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{400 \times 0.75+500 \times 0.60}{400+500}=0.67
$$

$$
\begin{gathered}
\hat{q} \doteq 1-0.67=0.33 \\
\therefore \quad \text { S.E. of }\left(\hat{p}-p_{1}\right)=\sqrt{\frac{0.67 \times 0.33}{400+500} \times \frac{500}{400}}=0.018
\end{gathered}
$$

Test Statistic. Under the null hypothesis $H_{0}$, the test statistic is :

$$
\begin{gathered}
Z=\frac{\hat{p}-p_{1}}{\text { S.E. of }\left(\hat{p}-p_{1}\right)} \sim N(0,1) \quad \text { (Since samples are large.) } \\
Z=\frac{0.67-0.33}{0.018}=\frac{0.15}{0.018}=8.3
\end{gathered}
$$

Conclusion. Since the calculated value of $Z$ is much greater than 3 , it is highly signifcant. Hence null hypothesis $H_{0}$ is rejected and we conclude that there is significant difference between $p_{1}$ and $\hat{p}$.

Example 12.14. If for one-half of $n$ events, the chance of success is $p$ and the chance of failure is $q$, while for the other half the chance of success is $q$ and the chance of failure is $p$, show that the standard deviation of the number of successes is the same as if the chance of successes were $p$ in all the cases, i.e., $\sqrt{n p q}$ but that the mean of the number of successes is $n / 2$ and not $n p$.

Solution. Let $X_{1}$ and $X_{2}$ denote the number of successes in the first half and the second half of $n$ events respectively. Then according to the given conditions, we have

$$
\left.\left.\begin{array}{l}
E\left(X_{1}\right)=\frac{n}{2} p \\
V\left(X_{1}\right)=\frac{n}{2} p q
\end{array}\right\} \text { and } \begin{array}{rl}
E\left(X_{2}\right) & =\frac{n}{2} q \\
V\left(X_{2}\right) & =\frac{n}{2} p q
\end{array}\right\}
$$

The mean and variance of the number of successes in all the $n$ events are given by

$$
\begin{aligned}
& E\left(X_{1}+X_{2}\right)=E\left(X_{1}\right)+E\left(X_{2}\right)=\frac{n}{2} p+\frac{n}{2} q=\frac{n}{2} \\
& \text { and } V\left(X_{1}+X_{2}\right)=V\left(X_{1}\right)+\left(X_{2}\right)=\frac{n}{2} p q+\frac{n_{i}}{2} q p=n p q,
\end{aligned}
$$

since the first and second half of events are independent.
Hence the variance is the same as if the probability of success in all the $n$ events is $p$.

## EXERCISE 12(a)

1. (a) There are 2 populations and $P_{1}$ and $P_{2}$ are the proportion of members in the two populations belonging to 'low-income' group. It is disired to test the hypothesis $H_{0}: P_{1}=P_{2}$. Explain clearly, the procedure that you would follow to carry out the above test at $5 \%$ level of significance.

State the theorem on which the above test is based.
In.respect of the above 2 populations, if it is claimed that $P_{1}$, the proportion of 'low-incomè" group in the first population is greater than $P_{2}$, how will you modify the procedure to test this claim (at $5 \%$ level)?
(b) Take a concrete illustration and in relation to this illustration, explain the following terms :-
(i) Null hypothesis and alternative hypothesis.
(ii) Type I and Type II errors.
(iii) Critical Region.
(c) Suggest a possible source of bias in the following :
(i) The mean income per family in a certain town is sought to be estimated by sampling from motor owners.
(ii) Readers of newspapers are sampled by printing in it an invitation to them to send up their observations on some typical event.
(iii) A barrel of apples is sampled by taking a handful from the top.
(iv) A set of digits is taken by opening a telephone directory at random and choosing the telephone numbers in the order in which they appear on the page.
2. (a) Explain clearly the terms "Standard Error" and "Sampling Distribution." Show that in a series of $n$ independent, trials with constant probability $p$ of success, the standard error of the proportion of successes is $\sqrt{p q / n}$, where $q=1-p$.
(b) $n$ individuals fall into one or the other two categories with probabilities $p$ and $q(=1-p)$, the number in the two categories are $x_{1}$ and $x_{2}\left(x_{1}+x_{2}=n\right)$. Show that covariance between $x_{1}$ and $x_{2}$ is $-n p q$. Hence obtain the variance of the difference $\left(\frac{x_{1}}{n}-\frac{x_{2}}{n}\right)$, between the proportions.
(c) Explain clearly the procedure generally followed in testing of a hypothesis. Point out the difference between one-tail and two-tail tests.
(d) What do you mean by interval estimation and how would you set up the confidence limits for a parameter from a sample? Give the formula for $95 \%$ confidence limits for mean and proportion. What modifcations do you have to make if the sampling is done from finite population, (i) without replacement, (ii) with replacement?
[Calcutta Univ. B.A. (Mathe Hons.), 1988]
3. $P_{1}$ and $P_{2}$ are the (unknown) proportions of students wearing glasses in two universities $A$ and $B$. To compare $P_{1}$ and $P_{2}$, samples of sizes $n_{1}$ and $n_{2}$ are taken from the two populations and the number of students wearing glasses is found to be $x_{1}$ and $x_{2}$ respectively. Suggest an unbiased estimate of $\left(P_{1}-P_{2}\right)$ and obtain its sampling distribution when $n_{1}$ and $n_{2}$ are large. Hence explain how to test the hypothesis that $P_{1}=P_{2}$.
4. (a) A coin is tossed 10,000 times and it turns up head 5,195 times. Discuss whether the coin may be regarded as unbiased one, explaining briefly the theoretical principles you would use for this purpose. (Ans. No.)
(b) A biased coin was thrown 400 times and head resulted 240 times. Find the standard error of the observed proportion of heads and deduce that the probability of getting a head in a single throw of the coin lies almost certainly between 0.53 and 0.67. (Ans. 0.02445).
(c) Experience has shown that $20 \%$ of a manufactured product is of the top quality. In one day's production of 400 articles only 50 are of top quality. Show that either the production of the day taken was not a representative sample or the hypothesis of $20 \%$ was wrong. (Ans. $Z=3.75$ )
5. (a) In a ilarge consignment of oranges a random sample of 64 oranges revealed that 14 oranges were bad. Is it reasonable to assume that $20 \%$ of the oranges were bad?
(b) By a mobile court checking in certain buses it was found that out of 1000 people checked on a certain day at Red Fort, 10 persons were found to be tickeiless travellers. If daily 1 lakh passengers travel by the buses, find out the estimated limits to the ticketless travellers. (Ans. 997 to 1003)
(c) In a random sample of 81 items taken from a large consignment some were found to be defective. If the standard error of the proportion of defective items in the sample is $1 / 18$, find $95 \%$ confidence limits of the percentage of defective items in the consignment.
[Madras Univ. 13.Sc. (Stat. Main), 1991]
6. (a) In some dice throwing experiments Weldon threw dice 75,145 times and of these 49,152 yielded a 4,5 or 6 . Is this consistent with the hypothesis that the dice was unbiased?

Hint. $H_{0}:$ Dice is unbiased, i.e., $P=\frac{3}{6}=\frac{1}{2}=0.5 ; H_{1}: P \neq \frac{1}{2}$
Test Statistic. Under $H_{0}, Z=\frac{p-P}{\sqrt{P Q / n}}=\frac{0.654-0.5}{\sqrt{0.5 \times 0.5 / 75145}}=\frac{0.154}{0.0018}$
Ans. No.
(b) 1,000 apples are taken from a large consignment and 100 are found to be bad. Estimate the percentage of bad apples in the consignment and assign the limits within which the percentage lies.
7. (a) A personnel manager claims that 80 per cent of all single women hired for secretarial job get married and quit work within two years after they are hired. Test this hypothesis at $5 \%$ level of significance if among 200 such secretaries, 112 got married within two years after they were hired and quit their jobs.
(b) A manufacturer claimed that at least $98 \%$ of the steel pipes which he supplied to a factory conformed to specifications. An examination of a sample of 500 pieces of pipes revealed that 30 were defective. Test this claim at a significance level of (i) 0.05 , (ii) 0.01 .

Hint. $X=$ No. of pipes conforming to specifications in the sample. $=500-30=470$
$p=$ Sample proportion of pipes conforming to specifications $=\frac{470}{500}=0.94$
$H_{0}: P=0.98$, i.e., the proportion of pipes conforming to specifications in the lot is $98 \%$.
$H_{1}: P<0.98$ (Left-tail altemative)
Test Statistic. $\quad Z=\frac{p-P}{\sqrt{P Q / n}}=\frac{0.94-0.98}{\sqrt{0.98 \times 0.02 / 500}}$
(c) A social worker believes that fewer than $25 \%$ of the couples in a certain area ever used any form of birth control. A random sample of 120 couples was
contacted. Twenty of them said they had used some method of birth control. Comment on the social worker's belief.
$H_{0}: P=0.25, H_{1}: P<0.25$ (left-Tailed)
8. In a random sample of 800 adults from the population of a certain large city, 600 are found to have dark hair. In a random sample of 1,000 adults from the habitants of another large city, 700 are dark haired. Show that the difference of the proportion of dark haired people is nearly 2.4 times. the standard error of the difference for samples of above sizes.
9. (a) In a random sample of 100 men taken from village $A, 60$ were found to be consuming alcohol. In another sample of 200 men taken form village $B$, 100 were found to be consuming alcohol. Do the two villages differ significantly in respect of the proportion of men who consume alcohol?
[Delhi Univ. M.A. (Business Eco.), 1987]
(b) In a random sample of 500 men from a particular district of U.P., 300 are found to be smokers. In one of 1,000 men from another district, 550 are smokers. Do the data indicate that the two districts are significantly different with respect to the prevalence of smoking among men ?

Ans. $Z=1.85$, (not significant).
(Delhi Univ. B.Sc., 1991)
10. A company is considering two different television advertisements for promotion of a new product. Management believed that the advertisement $A$ is more effective than advertisement $B$. Two test market areas with virtually identical consumer characteristics are selected; $A$ is used in one area and $B$ in other area. In a random sample of 60 customers who saw $A, 18$ tried the product. In another random sample of 100 customers who saw $B, 22$ tried the product. Does this indicate that advertisement $A$ is more effective than advertisement $B$, if a $5 \%$ level of significance is used ? Given critical value at $5 \%$ level is 1.96 and at $10 \%$ level of significance is 1.645 .
[Delhi Univ. M.C.A., 1990]
11. (a) 1,000 apples kept under one type of storage were found to show rotting to the extent of $4 \%$. 1,500 apples kept under another kind of storage showed $3 \%$ rotting. Can it be reasonably concluded that the second type of storage is superior to the first ?
(b) In a referendum submitted to the students body at a university, 850 men and 566 women voted. 530 of the men and 304 of the women voted yes. Does this indicate àsignificant difference of opinion on the matter at $1 \%$ level, between men and women students. [Ans. $Z=3 \cdot 2$, (significant)]
(c) In a simple sample of 600 high school students from a State, 400 are found to use dot pens. In one of 900 from a neighbouring State, 450 are found to use dot pens. Do the data indicate that the States-are significantly different with respect to the habit of using dot pens among the students? (Ans. Yes.)
12. (a) A firm, manufacturing dresses for children, sènt out advertisement through mail. Two grouips of 1,000 each were contacted; the first group having been contacted in white covers while the second in blue covers. $20 \%$ from the first while $28 \%$ from the second replied.

Do you think that blue envelopes help the sales?
(b) A machine puts out 16 imperfect articles in a sample of 500 . After machine is overhauled, it puts out 3 imperfect articles in a batch of 100 . Has the machine improved?

Hint. We are given : $n_{1}=500$, and $n_{2}=100$

$$
p_{1}=\frac{16}{500}=0.032 ; p_{2}=\frac{3}{100}=0.030
$$

Null Hypothesis, $H_{0}: P_{1}=P_{2}$, i.e., there is no significant difference in the machine before overhauling and after overhauling. In other words, the machine has not improved after overhauling.

Alternative Hypothesis, $H_{1}: P_{2}<P_{1}$ or $P_{1}>P_{2}$.

$$
\begin{aligned}
\hat{P} & =\frac{n_{1} p_{1}+n_{2} p_{2}}{n_{1}+n_{2}}=\frac{16+3}{500+100}=\frac{19}{600}=0.032 \\
\text { S.E. }\left(p_{1}-p_{2}\right) & =\sqrt{0.032 \times 0.968\left(\frac{1}{500}+\frac{1}{100}\right)}=0.0193 \\
Z & =\frac{0.032-\dot{0} .030}{0.0193}=\frac{0.002}{0.0193}=1.04
\end{aligned}
$$

Since $Z<1.645$ (Right-tailed test), it is not significant at $5 \%$ level of significance.
(c) In a large city $A, 25 \%$ of a random sample of 900 school boys haddefective eye-sight. In another large city $B, 15 \cdot 5 \%$ of a random sample of 1,600 school boys had the same defect. Is. this difference between the two proportions significant? (Ans. Not significant.)
13. (a) A candidate for election made a speech in city $A$ but not in $B$. $A$ sample of 500 voters from city $A$ showed that $59.6 \%$ of the voters were in favour of him, whereas a sample of 300 voters from city $B$ showed that $50 \%$ of the voters favoured him. Discuss whether his speech could produce any effect on voters in city $A$. Use $5 \%$ level.

Ans. $|Z|=2.67$. Yes.
(b) In a large city, 16 out of a random sample of 500 men were found to be drinkers. After the heavy increase in tax on intoxicants another random sample of 100 men in the same city included 3 drinkers. Was the observed decrease in the proportion of drinkers significant after tax increase?

Ans. $H_{0}: P_{1}=P_{2}, H_{1}: P_{1}>P_{2} ; Z=1.04$. Not sigificant.
14. The sex ratio at birth is sometimes given by the ratio of male to female births instead of the proportion of male to total births. If $\mathbf{z}$ is the ratio, i.e., $z=p / q$, show that the standard error of $z$ is approximately $\frac{1}{1+2} \sqrt{\left(\frac{z}{n}\right)}$ $n$ being large, so that deviations are small compared with mean.
12.10. Sampling of Variables. In the present section we will discuss in detail the sampling of variables such as height, weight, age, income, etc. In the case of sampling of variables each member of the population provides the value of the variable and the aggregate of these values forms the frequency distribution of the population. From the population, a random sample of size $n$
can be drawn by any of the sampling methods discussed before which is same as choosing $n$ values of the given variable from the distribution.
12.11. Unbiased Estimate for population Mean ( $\mu$ ) and Variance ( $\sigma^{2}$ ). Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample of size $n$ from a large population $X_{1}, X_{2}, \ldots X_{N}$ (of size $N$ ) with mean $\mu$ and variance $\sigma^{2}$. Then the sample mean ( $\bar{x}$ ) and variance ( $s^{2}$ ) are given by

$$
\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i}, \text { and } s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}
$$

Now

$$
E(\bar{x})=E\left(\frac{1}{n} \sum_{i=1}^{n} x_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} E\left(x_{i}\right)
$$

Since $x_{i}$ is a sample observation from the population $X_{i},(i=1,2, \ldots, N)$ it can take any one of the values $X_{1}, X_{2}, \ldots, X_{N}$ each with equal probability $1 / N$.

$$
\begin{array}{rlrl}
\therefore & E\left(x_{i}\right) & =\frac{1}{N} X_{1}+\frac{1}{N} X_{2}+\ldots+\frac{1}{N} X_{N} \\
& =\frac{1}{N}\left(X_{1}+X_{2}+\ldots+X_{N}\right)=\mu \\
\therefore & E(\overline{\bar{x}}) & =\frac{1}{n} \sum_{i=1}^{n}(\mu)=\frac{1}{n} n \mu \Rightarrow E(\bar{x})=\mu \tag{12.6}
\end{array}
$$

Thus the sample mean $(\bar{x})$ is an unbiased estimate of the population mean ( $\mu$ ).

Now

$$
\begin{align*}
E\left(s^{2}\right) & \cong E\left[\frac{1}{n_{i}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right]=E\left[\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\bar{x}^{2}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} E\left(x_{i}^{2}\right)-E(\bar{x})^{2} \tag{2}
\end{align*}
$$

We have $V\left(x_{i}\right)=E\left[x_{i}-E\left(x_{i}\right)\right]^{2}=E\left(x_{i}-\mu\right)^{2}$,
[From (1)]

$$
\begin{equation*}
=\frac{1}{N}\left[\left(X_{1}-\mu\right)^{2}+\left(X_{2}-\mu\right)^{2}+\ldots+\left(X_{N}-\mu\right)^{2}\right]=\sigma^{2} \tag{3}
\end{equation*}
$$

Also we know that

$$
\begin{equation*}
V(x)=E\left(x^{2}\right)-[E(x)]^{2} \Rightarrow E\left(x^{2}\right)=V(x)+\{E(x)\}^{2} \tag{4}
\end{equation*}
$$

In partuculay

$$
\begin{equation*}
E\left(x_{i}^{2}\right)=V\left(x_{i}\right)+\left\{E\left(x_{i}\right)\right\}^{2}=\sigma^{2}+\mu^{2} \tag{5}
\end{equation*}
$$

Also from (4), $E\left(\bar{x}^{2}\right)=V(\bar{x})+\{E(\bar{x})\}^{2}$
But $\quad V(\bar{x})=\frac{\sigma^{2}}{n}$, where $\sigma^{2}$ is the population variance. •[c.f. § 12.13]

$$
\begin{equation*}
\therefore \quad E\left(\bar{x}^{2}\right)=\frac{\sigma^{2}}{n}+\mu^{2} \quad \text { [Using (12.6)] } \tag{5a}
\end{equation*}
$$

Substituting from (5) and (5a) in (2) we get

$$
\begin{align*}
E\left(\delta^{2}\right) & =\frac{1}{n} \sum_{i=1}^{n}\left(\sigma^{2}+\mu^{2}\right)-\left(\frac{\sigma^{2}}{n}+\mu^{2}\right) \\
& =\frac{1}{n} n\left(\sigma^{2}+\mu^{2}\right)-\left(\frac{\sigma^{2}}{n}+\mu^{2}\right)=\left(1-\frac{1}{n}\right) \sigma^{2} \\
& =\frac{n-1}{n} \sigma^{2}
\end{align*}
$$

Since $E\left(s^{2}\right) \neq \sigma^{2}$, sample variance is not an unbiased estimate of population variance.

From (12.7), we get

$$
\begin{align*}
\frac{n}{n-1} E\left(s^{2}\right)=\sigma^{2} & \Rightarrow E\left(\frac{n s^{2}}{n-1}\right)=\sigma^{2} \\
\Rightarrow E\left[\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right] & =\sigma^{2} \text { i.e., } E\left(S^{2}\right)=\sigma^{2} \tag{12.8}
\end{align*}
$$

where

$$
\begin{equation*}
S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} \tag{12.8a}
\end{equation*}
$$

$\therefore S^{2}$ is an unbiased estimate of the population variance $\sigma^{2}$.
Aliter for $\mathbf{E}\left(\mathbf{s}^{\mathbf{2}}\right)$.

$$
\begin{aligned}
s^{2} & =\frac{1}{n}\left[\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right]=\frac{1}{n}\left[\sum_{i=1}^{n}\left\{\left(x_{i}-\mu\right)-(\bar{x}-\mu)\right\}^{2}\right] \\
& =\frac{1}{n}\left[\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}+n(\bar{x}-\mu)^{2}-2(\bar{x}-\mu) \sum_{i=1}^{n}\left(x_{i}-\mu\right)\right]
\end{aligned}
$$

But $\sum_{i}\left(x_{i}-\mu\right)=\sum_{i} x_{i}-n \mu=n \bar{x}-n \mu=n(\bar{x}-\mu)$

$$
\begin{aligned}
\therefore \quad s^{2} & =\frac{1}{n}\left\{\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}-n(\bar{x}-\mu)^{2}\right\}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}-(\bar{x}-\mu)^{2} \\
E\left(s^{2}\right) & =\frac{1}{n} \sum_{i=1}^{n} \dot{E\left(x_{i}-\mu\right)^{2}-E(\bar{x}-\mu)^{2}} \\
\therefore \quad \quad & =\frac{1}{n} \sum_{i=1}^{n} E\left[x_{i}-E\left(x_{i}\right)\right]^{2}-E(\bar{x}-E(\bar{x})\}^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n} V\left(x_{i}\right)-V(\bar{x})=\left(1-\frac{1}{n}\right) \sigma^{2}
\end{aligned}
$$

Remarks 1. Here we see that although sample mean is an unbiased estimate oî population mean, sample variance is not an unbiased estimate of population variance. However, an unbiased estimate of of $\sigma^{2}$ is given by $S^{2}$, given in equation ( $12 \cdot 8 a$ ).
$S^{2}$ plays a very important role in sampling theory, particularly in small sampling theory. Whenever $\sigma^{2}$ is not known, its estimate $S^{2}$ given by ( $12.8 a$ ) is used for practical purposes.
2. We have $s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$ and $S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$

$$
\Rightarrow \quad n s^{2}=(n-1) S^{2} \quad \therefore \quad s^{2}=\left(1-\frac{1}{n}\right) S^{2}
$$

Hence for large samples i.e., for $n \rightarrow \infty$, we have $s^{2} \rightarrow S^{2}$. In other words, for large samples (i.e., $n \rightarrow \infty$ ), we may take

$$
\begin{equation*}
\hat{\sigma}^{2}=s^{2} \tag{12•8b}
\end{equation*}
$$

12.12. Standard Error of Sample Mean. The variance of the sample mean is $\sigma^{2} / n$, where $\sigma$ is the population standard deviation and $n$ is the size of the random sample.

The S.E. of mean of a random sample of size $n$ from a population with variance $\sigma^{2}$ is $\sigma / \sqrt{n}$.

Proof. Let $x_{i},(i=1,2, \ldots, n)$ be a random sample of size $n$ from a population with variance $\sigma^{2}$, then the sample mean $\bar{x}$ is given by

$$
\begin{aligned}
\bar{x} & =\frac{1}{n}\left(x_{1}+x_{2}+\ldots+x_{n}\right) \\
\therefore \quad V(\bar{x}) & =V\left[\frac{1}{n}\left(x_{1}+x_{2}+\ldots+x_{n}\right)\right]=\frac{1}{n^{2}} V\left(x_{1}+x_{2}+\ldots+x_{n}\right) \\
& =\frac{1}{n^{2}}\left[V\left(x_{1}\right)+V\left(x_{2}\right)+\ldots+V\left(x_{n}\right)\right]
\end{aligned}
$$

the covariance terms vanish since the sample observations are independent, [c.f. Remark (ii) § 6.6]

$$
\begin{align*}
& \text { But } V\left(x_{i}\right)=\sigma^{2},(i=1,2, \ldots, n) \\
& \therefore \quad V(\bar{x})=\frac{1}{n^{2}}\left(n \sigma^{2}\right)=\frac{\sigma^{2}}{n} \\
& \Rightarrow \quad \text { S.E. }(\bar{x})=\sqrt{\frac{\sigma^{2}}{n}}=\frac{\sigma}{\sqrt{n}} \tag{12.9}
\end{align*}
$$

[From (3) of § 12.11]

12-13. Test of Significance for Single Mean. We have proved that if $x_{i},(i=1,2, \ldots, n)$ is a random sample of size $n$ from a normal population with mean $\mu$ and variance $\sigma^{2}$, then the sample mean is distributed normally with mean $\mu$ and variance $\sigma^{2} / n$, i.e., $\dot{\bar{x}} \sim N\left(\mu, \sigma^{2} / n\right)$. However, this result holds, i.e., $\bar{x} \sim N\left(\mu, \sigma^{2} / n\right)$, even in random sampling from non-normal population provided the sample size $n$ is large [c.f. Central Limit Theorem, § 8.10].

Thus for large samples, the standard normal variate corresponding to $\bar{x}$ is :

$$
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{11}}
$$

Under the null hypothesis, $H_{0}$ that the sample has been drawn from a population with mean $\mu$ and variance $\sigma^{2}$, i.e., there is no significant difference between the sample mean ( $\bar{x}$ ) and population mean ( $\mu$ ), the test statistic (for large samples), is :

$$
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}
$$

Remarks 1. If the population s.d. $\sigma$ is unknown then we use its estimate provided by the sample variance given by [Scc (12.8b)]:

$$
\hat{\sigma}^{2}=s^{2} \Rightarrow \hat{\sigma}=s \text { (for large samples). }
$$

2. Confidence limits for $\mu$. $95 \%$ confidence interval for $\mu$ is given by :

$$
\begin{array}{cc} 
& |Z| \leq 1.96, \text { i.e., }\left|\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}\right| \leq 1.96 \\
\Rightarrow \quad & \bar{x}-1.96 \sigma / \sqrt{n} \leq \mu \leq \bar{x}+1.96 \sigma / \sqrt{n} \tag{12•10}
\end{array}
$$

and $\bar{x} \pm 1.96 \sigma / \sqrt{n}$ are known as $95 \%$ confidence limits for $\mu$. Similarly, $99 \%$ confidence limits for $\mu$ are $\bar{x} \pm 2.58 \sigma / \sqrt{n}$ and $98 \%$ confidence limits for $\mu$ are $\bar{x} \pm 2.33 \sigma / \sqrt{n}$.

However, in sampling from a finite population of size $N$, the corresponding $95 \%$ and $99 \%$ confidence limits for $\mu$ are respectively

$$
\bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}} \sqrt{\frac{N-n}{N-1}} \text { and } \bar{x} \pm 2.58 \frac{\sigma}{\sqrt{n}} \sqrt{\frac{N-n}{N-1} \ldots(12.10 a)}
$$

3. The confidence limits for any parameter ( $P, \mu, \mathrm{etc}$.) are also known as its fillucial limits.

Example 12-15. A sample of 900 members has a mean 3.4 cms ,. and s.d. 2.61 cmss . Is the sample from a large population of mean 3.25 cms . and s.d. 2.61 cms.?

If the population is normal and its mean is unknown, find the $95 \%$ and $98 \%$ fiducial limits of true mean.

Solution. Null hypothesis, $\left(H_{0}\right)$ : The sample has been drawn from the population with mean $\mu=3.25 \mathrm{cms}$., and S.D. $\sigma=2.61 \mathrm{cms}$.

Alternative Hypothesis, $H_{1}: \mu \neq 3.25$ (Two-tailed).
Test Statisțic. Under $H_{0}$, the test statistic is :

$$
\left.Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N(0,1), \text { (since } n \text { is large }\right)
$$

Here, we are given

$$
\begin{aligned}
& \bar{x}=3.4 \text { cms., } n=900 \mathrm{cms.}, \mu=3.25 \mathrm{cms} . \text { and } \sigma=2.61 \mathrm{cms} . \\
& \mathrm{Z}=\frac{3.40-3.25}{2.61 / \sqrt{900}}=\frac{0.15 \times 30}{2.61}=1.73
\end{aligned}
$$

Since $|Z|<1 \cdot 96$, we conclude that the data don't provide us any evidence against the null hypothesis $\left(H_{0}\right)$ which may, therefore, be accepted at $5 \%$ level of significance.
$9 \supset \%$ fiducial limits for the population mean $\mu$ are :

$$
\begin{aligned}
& \quad \bar{x} \pm 1.96 \sigma / \sqrt{n} \Rightarrow 3.40 \pm 1.96 \times 2.61 / \sqrt{900} \\
& \Rightarrow \quad 3.40 \pm 0.1705, \text { i.e., } 3.5705 \text { and } 3.2295 \\
& \Rightarrow 98 \% \text { fiducial limits for } \mu \text { are given by: }
\end{aligned}
$$

$$
\begin{array}{ll} 
& \bar{x} \pm 2.33 \frac{\sigma}{\sqrt{n}} \text {, i.e., } 3.40 \pm 2.33 \times \frac{2.61}{30} \\
\Rightarrow & 3.40 \pm 0.2027 \text { i.e., } 3.6027 \text { and } 3.1973
\end{array}
$$

Remark. 2.33 is the value $z_{1}$ of $Z$ from standard normal probability in: $:$ grals, such that $P\left(|Z|>z_{1}\right)=0.98 \Rightarrow P\left(Z>z_{1}\right)=0.49$.

Example 12.16. An insurance agent has claimed that the average age of policyholders who insure through him is less than the average for all agents, which is 30.5 years.

A random sample of 100 policyholders who had insured through him gave the following age distribution :

Age last birthday
16-20
21-25
26-30
31-35
36-40
No. of persons
12
22
20
30
16
Calculate the arithmetic mean and standard deviation of this distribution and use these values to test his claim at the $5 \%$ level of significance. You are given that $Z(1.645)=0.95$.

Solution. Null Hypothesis, $H_{0}: \mu=30.5$ years, i.e., the sample mean $(\bar{x})$ and population mean ( $\mu$ ) do not differ significantly.

Alternative Hypothesis, $H_{1}: \mu>30.5$ years (Left-tailed alternative).
CALCULATIONS FOR SAMPLE MEAN AND S.D.

| Age last <br> birthday | No. of <br> persons $(f)$ | Mid-point <br> $x$ | $d=\frac{x-28}{5}$ | $f d$ | $f d^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $16-20$ | 12 | 18 | -2 | -24 | 48 |
| $21-25$ | 22 | 23 | $-1^{\prime}$ | -22 | 22 |
| $26-30$ | 20 | 28 | 0 | 0 | 0 |
| $31-35$ | 20 | 33 | 1 | 30 | 30 |
| $36-40$ | 16 | 38 | 2 | 32 | 64 |
| Total | $N=100$ |  |  | $\Sigma f d=16$ | $\Sigma f d^{2}=164$ |

$$
\bar{x}=28+\frac{5 \times 16}{100}=28.8 \text { years } s=5 \times \sqrt{\frac{164}{100}-\left(\frac{16}{100}\right)^{2}}=6.35 \text { years }
$$

Since the sample is large, $\hat{\sigma} \simeq s=6.35$ years.
Test Statistic. Under $H_{0}$, the test statistic is

$$
\left.\mathrm{Z}=\frac{\bar{x}-\mu}{\sqrt{s^{2} / n}} \sim N(0,1), \text { (since sample is large }\right) .
$$

Now

$$
Z=\frac{28.8-30.5}{6.35 / \sqrt{100}}=\frac{-1.7}{0.635}=-2.681
$$

Conclusion. Siṇce computed value of $Z=-2.681<-1.645$ or $|Z|=2.681>1.645$, it is significant at $5 \%$ level of significance. Hence we reject the null hypothesis $H_{0}$ (Accept $H_{1}$ ) at $5 \%$ level of significance and conclude that the insurance agent's claim that the average age of policyholders who insure through him is less than the average for all agents, is valid.

Example 12.17. As an application of Central Limit Theorem, show that if $E$ is such that $P(|\bar{X}-\mu|<E)>0.95$, then the minimum sample size $n$ is given by $n=\frac{(1.96)^{2} \sigma^{2}}{E^{2}}$, where $\mu$ and $\sigma^{2}$ are the mean and variance respectively of the population and $\bar{X}$ is the mean of the random sample.

Solution. By Central Limit Theorem, we know that $\bar{X} \sim N\left(\mu, \sigma^{2} / n\right)$ asymptotically i.e., for large $n$.

$$
\therefore \quad Z=\frac{\bar{X}-\mu}{\sigma / \sqrt{n}} \sim N(0,1), \text { asymptotically i.e., for large } n .
$$

From normal probability tables, we have

$$
\begin{align*}
& P(|Z| \leq 1.96) & =0.95 \\
\Rightarrow & P\left[\left|\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}\right| \leq 1.96\right] & =0.95 \\
\Rightarrow & P\left[|\bar{X}-\mu| \leq 1.96 \frac{\sigma}{\sqrt{n}}\right] & =0.95 \tag{}
\end{align*}
$$

We are given that

$$
\begin{equation*}
P[|\bar{X}-\mu|<E]>0.95 \tag{}
\end{equation*}
$$

From (*) and (**), we have

$$
E>\frac{1.96 \sigma^{\prime}}{\sqrt{n}} \Rightarrow n>\frac{(1.96)^{2} \sigma^{2}}{E^{2}}=\frac{3.84 \sigma^{2}}{E^{2}}
$$

Hence minimum sample size $n$ for estimating $\mu$ with $95 \%$ confidence coefficient is given by $n=3.84 \sigma^{2} / E^{2}$, where $E$ is the permissible error.
Remark. The minimum sample size for estimating $\mu$ with confidence coefficient $(1-\alpha)$ is given by $\sigma^{2} z_{\alpha}^{2} / E^{2}$, where $z_{\alpha}$ is the significant value of $Z$ at level of significance $\alpha$ and $E$ is the permissible error in the estimate.

Arguing similarly, the minimum sample size for estimating population proportion $P$ with confidence coefficient ( $1-\alpha$ ) is given by $n=P Q z_{\alpha}^{2} / E^{2}$, where $z_{\alpha}$ is the significant value of $Z$ at ' $\alpha$ ' level of significance and $E$ is the permissible error in the estimate. If $P$ is unknown, we may use $\hat{P}=p$.

Example 12.18. The mean muscular endurance score of a random sample of 60 subjects was found to be 145 with a s.d. of 40 . Construct a 95\% confidence interval for the true mean. Assume the sample size to be large enough for normal approximation. What size of sample is required to estimate the mean within 5 of the true mean with a $95 \%$ confidence?
[Calicut Univ. B.Sc. (Main Stat.) 1989]
Solution. We are given : $n=60, \bar{x}=145$ and $s=40$.
$95 \%$ confidence limits for true mean $(\mu)$ are :

$$
\begin{aligned}
& \bar{x} \pm 1.96 s / \sqrt{n} \quad \quad\left(\sigma^{2}=s^{2} \text {, since sample is large }\right) \\
& =145 \pm \frac{1.96 \times 40}{\sqrt{60}}=145 \pm \frac{78.4}{7.75}=145 \pm 10.12=134.88,155.12
\end{aligned}
$$

Hence $95 \%$ confidence interval for $\mu$ is ( $134.88,155 \cdot 12$ ). In the notations of Example 12.17, we have

$$
\begin{aligned}
& n=\left(\frac{z_{\alpha} \cdot \sigma}{E}\right)^{2}=\left(\frac{1.96 \times 40}{5}\right)^{2} \\
& \quad\left[\because z_{0.05}=1.96, \hat{\sigma}=s=40 \text { and }|\bar{x}-\mu|<5=E\right] \\
&=(15 \cdot 68)^{2}=245.86 \simeq 246 .
\end{aligned}
$$

Example 12.19. The standard deviation of a population is 2.70 inches. Find the probability that in a random sample of size 66 (i) the sample mean will differ from the population mean by 0.75 inch or more and (ii) the sample mean will exceed the population mean by 0.75 inch or more (given that the value of the standard normal probability integral from 0 to 2.25 is 0.4877 ).

Solution. Here we are given $n=66, \sigma=2.70$ inches. Since $n$ is large, the sample mean $\bar{x} \sim N\left(\mu, \sigma^{2} / n\right)$.

$$
\begin{equation*}
\therefore \quad Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N(0,1) \tag{*}
\end{equation*}
$$

We want

$$
\begin{align*}
P[|\bar{x}-\mu| & \geq 0.75]=1-P[|\bar{x}-\mu|<0.75]  \tag{i}\\
& =1-P\left[\left|\frac{\sigma}{\sqrt{n}} Z\right|<0.75\right]  \tag{*}\\
& =1-P\left[|Z|<0.75 \frac{\sqrt{n}}{\sigma}\right] \\
& =1-2 P\left[0<Z<0.75 \frac{\sqrt{n}}{\sigma}\right]
\end{align*}
$$

$$
\begin{aligned}
& =1-2 P\left[0<Z<0.75 \times \frac{\sqrt{66}}{2.70}\right] \\
& =1-2 P\left[0<Z<\frac{0.75 \times 8.124}{2.70}\right] \\
& =1-2 P[0<Z<2.25]=1-2 \times 0.4877=0.0246
\end{aligned}
$$

(ii) $P(\bar{x}-\mu>0.75)=P(Z>0.75 \sqrt{n} / \sigma)=P(Z>2.25)$

$$
=0.5-P(0<Z<2.25)=0.5-0.4877=0.0123
$$

Example 12.20. A normal population has a mean of 0.1 and standard deviation of 2-1. Find the probability that mean of a sampie of size 900 will be negative.
[Delhi Univ. B.Sc. (SStat. Hons.), 1986]
Solution. Here we are given that $X \sim N\left(\mu, \sigma^{2}\right)$, where $\mu=0.1$ and $\sigma=2.1$ and $n=900$.

Since $X \sim N\left(\mu, \sigma^{2}\right)$, the sample mean $\bar{x} \sim N\left(\mu, \sigma^{2} / n\right)$. The standard normal variate corresponding to $\bar{x}$ is given by :

$$
\begin{array}{ll} 
& Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}=\frac{\bar{x}-0 \cdot 1}{2 \cdot 1 / 30}=\frac{\bar{x}-0.1}{0.07} \\
\therefore & \bar{x}=0.1+0.07 Z, \text { where } Z \sim N(0,1)
\end{array}
$$

The required probability $p$, that the sample mean is negative is given by :

$$
\begin{aligned}
p & =P(\bar{x}<0)=P(0.1+0.07 \mathrm{Z}<0) \\
& =P\left(Z<\frac{-0.10}{0.07}\right)=P(\mathrm{Z}<-1.43)=P(\mathrm{Z} \geq 1.43) \\
& =0.5-P(0<\mathrm{Z}<1.43)=0.5-0.4236=0.0764
\end{aligned}
$$

(From Normal Probability Tables).
Example 12.21. The guaranteed average life of a certain type of electric light bulbs is 1000 hours with a standard deviation of 125 hours. It is decided to sample the output so as to ensure that 90 per cent of the bulbs do not fall short of the guaranteed average by more than 2.5 per cent. What must be the minimum size of the sample? [Madras Univ. B.Sc., Oct. 1991]

Solution. Here $\mu=1000$ hours, $\sigma=125$ hours.
Since we do not want the sample mean to be less than the guaranteed average mean $(\mu=1000)$ by more than $2.5 \%$, we should have

$$
\bar{x}>1000-2.5 \% \text { of } 1000 \Rightarrow \bar{x}>1000-25=975
$$

Let $n$ be the given samplè size. Then

$$
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N(0,1), \text { since sample is large. }
$$

We want

$$
\begin{equation*}
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}>\frac{975-1000}{125 / \sqrt{n}}>-\frac{\sqrt{n}}{.5} \tag{x}
\end{equation*}
$$

According to the given condition, we have

$$
\begin{array}{rlrl} 
& & P(Z>-\sqrt{n / 5})=0.90 \Rightarrow & P(0<Z<\sqrt{n / 5})=0.40 \\
\therefore & \sqrt{n / 5} & =1.28 & \\
\Rightarrow & n & =25 \times(1.28)^{2}=41 \text { (approx) Normal Probability Tables) }
\end{array}
$$

Example 12.22. A survey is proposed to be conducted to know the annual earnings of the old Statistics graduates of Delhi University. How large should the sample be taken in order to estimate the mean annual earnings within plus and minus Rs. 1,000 at 95\% confidence level? The standard deviation of the annual earnings of the entire population is known to be Rs. 3,000.

Solution. We are given : $\sigma=$ Rs. 3,000.
We want : $P[|\bar{x}-\mu|<1,000]=0.95$
We know that, in sampling from normal population or for large samples from any population $\bar{X} \sim N\left(\mu, \sigma^{2} / n\right)$. Hence from normal probability tables, we have :

$$
\begin{array}{rrrl} 
& P[|Z| \leq 1.96]=0.95 \\
\Rightarrow & P\left[\left|\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \leq 1.96^{\prime}\right|\right]=0.95 \\
\Rightarrow & P[|\bar{x}-\mu| \leq 1.96 \times(\sigma / \sqrt{n})]=0.95 \tag{}
\end{array}
$$

From (*) and (**), we get

$$
\begin{array}{ll} 
& \frac{1.96 \times J}{\sqrt{n}}=1000 \Rightarrow \frac{1.96 \times 3000}{\sqrt{n}}=1000 \\
\therefore & n=(1.96 \times 3)^{2}=(5.88)^{2}=34.56 \simeq 35
\end{array}
$$

Aliter. Using Remark to Example 12.17.

$$
n=\left(\frac{z_{\alpha} \cdot \sigma}{E}\right)^{2}=\left(\frac{1.96 \times 3,000}{1,000}\right)^{2} \simeq 35
$$

12.14. Test of Significance for Difference of Means. Let $\bar{x}_{1}$ be the mean of a random sample of size $n_{1}$ from a population with mean $\mu_{1}$ and variance $\sigma_{1}{ }^{2}$ and let $\bar{x}_{2}$ be the mean of an independent random sample of size $n_{2}$ from another population with mean $\mu_{2}$ and variance $\sigma_{2}{ }^{2}$. Then, since sample sizes are large,

$$
\bar{x}_{1} \sim N\left(\mu_{1}, \sigma_{1}^{2} / n_{1}\right) \text { and } \bar{x}_{2} \sim N\left(\mu_{2}, \sigma_{2}^{2} / n_{2}\right)
$$

Also $\bar{x}_{1}-\bar{x}_{2}$, being the difference of two independent normal variates is also a normal variate. The $Z$ (S.N.V.) corresponding to $\bar{x}_{1}-\bar{x}_{2}$ is given by

$$
Z=\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)-E\left(\bar{x}_{1}-\bar{x}_{2}\right)}{S \cdot E \cdot\left(\bar{x}_{1}-\bar{x}_{2}\right)} \sim N(0,1)
$$

Under the null hypothesis $H_{0}: \mu_{1}=\mu_{2}$, i.e., there is no significant difference between the sample means, we get

$$
E\left(\bar{x}_{1}-\bar{x}_{2}\right)=E\left(\bar{x}_{1}\right)-E\left(\bar{x}_{2}\right)=\mu_{1}-\mu_{2}=0 ;
$$

$$
V\left(\bar{x}_{1}-\bar{x}_{2}\right)=V\left(\bar{x}_{1}\right)+V\left(\bar{x}_{2}\right)=\frac{\sigma_{1}^{2}}{n_{1}}+\frac{\bar{\sigma}_{2}^{2}}{n_{2}},
$$

the covariance term vanishes, since the sample means $\bar{x}_{1}$ and $\bar{x}_{2}$ are independent.
Thus under $H_{0}: \mu_{1}=\mu_{2}$, the test statistic becomes (for large sampless),

$$
Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\sigma_{1}^{2} / n_{1}\right)+\left(\sigma_{2}^{2} / n_{2}\right)}} \sim N(0,1)
$$

Remarts 1. If $\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}$, i.e., if the samples have been drawn from the populations with common S.D. $\sigma$, then under $H_{0}: \mu_{1}=\mu_{2}$,

$$
\begin{equation*}
Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sigma \sqrt{\left(1 / n_{1}+1 / n_{2}\right)}} \sim N(0,1) \tag{a}
\end{equation*}
$$

2. If in (12.11a), $\sigma$ is not known, then its estimate based on the sample variances is used. If the sample sizes are not sufficiently large, then an unbiased estimate of $\sigma^{2}$ is given by
since

$$
\begin{aligned}
\hat{\sigma}^{2} & =\frac{\left(n_{1}-1\right) S_{1}^{2}+\left(n_{2}-1\right) S_{2}^{2}}{\left(n_{1}+n_{2}-2\right)}, \\
E\left(\hat{\sigma}^{-}\right) & =\frac{1}{n_{1}+n_{2}-2}\left[\left(n_{1}-1\right) E\left(S_{1}^{2}\right)+\left(n_{2}-1\right) E\left(S_{2}^{2}\right)\right] \\
& =\frac{1}{n_{1}+n_{2}-2}\left[\left(n_{1}-1\right) \sigma^{2}+\left(n_{2}-1\right) \sigma^{2}\right]=\sigma^{2}
\end{aligned}
$$

But since sample sizes are large, $S_{1}{ }^{2} \simeq s_{1}{ }^{2}, S_{2}{ }^{2} \simeq s_{2}{ }^{2}, n_{1}-1 \simeq n_{1}$, $n_{2}-1 \simeq n_{2}$. Therefore in practice, for large samples, the following estimate of $\sigma^{2}$ without any serious error is used :

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{n_{1} s_{1}^{2}+n_{2} s_{2}^{2}}{n_{1}+n_{2}} \tag{b}
\end{equation*}
$$

However, if sample sizes are small, then a small sample test, $t$-test for difference of means (c.f. Chapter 14) is to be used.
3. If $\sigma_{1}{ }^{2} \neq \sigma_{2}{ }^{2}$ and $\sigma_{1}$ and $\sigma_{2}$ are not known, then they are estimated from sample values. This results in some error, which is practically immaterial, if samples are large. These estimates for large samples are given by

$$
\left.\begin{array}{l}
\hat{\sigma}_{1}{ }^{2}=S_{1}{ }^{2} \simeq s_{1}{ }^{2} \\
\hat{\sigma}_{2}{ }^{2}=S_{2}{ }^{2} \simeq s_{2}{ }^{2}
\end{array}\right\} \quad \text { (since samples are large). }
$$

In this case, (12.11) gives

$$
\begin{equation*}
\mathrm{Z}=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(s_{1}^{2} / n_{1}\right)+\left(s_{2}{ }^{2} / n_{2}\right)}} \sim N(0,1) \tag{c}
\end{equation*}
$$

Example 12.23. The means of two single large samples of 1000 and 2000 members are 67.5 inches and 68.0 inches respectively. Can the samples be regarded as drawn from the same population of standard deviation 2.5 inches? (Test at $5 \%$ level of significance).

Solution. We are given :

$$
n_{1}=1000, n_{2}=2000 ; \bar{x}_{1}=67.5 \text { inches, } \bar{x}_{2}=68.0 \text { inches. }
$$

Null hypothesis, $H_{0}: \mu_{1}=\mu_{2}$ and $\sigma=2.5$ inches, i.e., the samples have been drawn from the same population of standard deviation 2.5 inches.

Alternative Hypothesis, $H_{1}: \mu_{1} \neq \mu_{2}$ (Two tailed.)
Test Statistic. Under $H_{0}$, the test statistic is (since samples are large)

$$
\begin{aligned}
Z & =\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\sigma^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1) \\
\text { Now } \quad Z & =\frac{67.5-68.0}{2.5 \times \sqrt{\frac{1}{1000}+\frac{1}{2000}}}=\frac{-0.5}{2.5 \times 0.0387}=-5.1
\end{aligned}
$$

Conclusion. Since $|Z|>3$, the value is highly significant and we reject the null hypothesis and conclude that samples are certainky not from the same population with standard deviation 2.5 .

Example 12.24. In a survey of buying habits, 400 women shoppers are chosen at random in super market ' $A$ ' located in a certain section of the city. Their average weekly food expenditure is Rs. 250 with a standard deviation of Rs. 40 . For 400 women shoppers chosen at random in super market ' $B$ ' in arother section of the city, the average weekly food expenditure is Rs. 220 with a standard deviation of Rs. 55. Test at $1 \%$ level of significance whether the average weekly food expenditure of the two populations of shoppers are equal.

Solution. In the usual notations, we are given that

$$
\begin{array}{lll}
n_{1}=400, & \bar{x}_{1}=\text { Rs. } 250, & s_{1}=\text { Rs. } 40 \\
n_{2}=400, & \bar{x}_{2}=\text { Rs. } 220 & s_{2}=\text { Rs. } 55
\end{array}
$$

Null hypothesis, $H_{0}: \mu_{1}=\mu_{2}$, i.e., the average weekly food expenditures of the two populations of shoppers are equal.

Alternative Hypothesis, $H_{1}: \mu_{1} \neq \mu_{2}$. (Two-tailed)
Test Statistic. Since samples are large, under $H_{0}$, the test statistic is

$$
Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\frac{\sigma_{1}^{2}}{n_{1}}+\frac{\sigma_{2}^{2}}{n_{2-}}\right)}} \sim N(0,1)
$$

Since $\sigma_{1}$ and $\sigma_{2}$, the population standard deviations are not-known, we can take for large samples (c.f. § 12.15, Remark 3):

$$
\hat{\sigma}_{1}^{2}=s_{1}^{2} \quad \text { and } \quad \hat{\sigma}_{2}^{2}=s_{2}^{2}
$$

and then $Z$ is given. by

$$
Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\frac{s_{1}^{2}}{n_{1}}+\frac{s_{2}^{2}}{n_{2}}\right)}}=\frac{250-220}{\sqrt{\left\{\frac{(40)^{2}}{400}+\frac{(55)^{2}}{.400}\right\}}}=8.82 \text { (approx.) }
$$

Conclusion. Since $|Z|$ is much greater than $2 \cdot 58$, the null hypothesis $\left(\mu_{1}=\mu_{2}\right)$ is rejected at $1 \%$ level of significance and we conclude that the average weekly expenditures of two populations of shoppers in markets $A$ and $B$ differ significantly.

Example 12.25. The average hourly wage of a sample of 150 workers in a plant ' $A$ ' was Rs. 2.56 with a standard deviation of Rs. 1.08 . The average wage of a sample of 200 workers in plant ' $B$ ' was Rs. 2.87 with a standard deviation of Rs. 1.28. Can an applicant safely assume that the hourly wages paid by plant ' $B$ ' are higher than those paid by plant ' $A$ ' ?

Solution. Let $X_{1}$ and $X_{2}$ denote the hourly wages (in Rs.) of workers in plant $A$ and plant $B$ respectively. Then we are given :

$$
\begin{aligned}
& n_{1}=150, \bar{x}_{1}=2.56, s_{1}=1.08=\hat{\sigma}_{1} \\
& n_{2}=200, \bar{x}_{2}=2.87, \quad s_{2}=1.28=\hat{\sigma}_{2}
\end{aligned}
$$

Null hypothesis, $H_{0}: \mu_{1}=\mu_{2}$, i.e., there is no significant difference between the mean level of wages of workers in plant $A$ and plant $B$.

Alternative hypothesis, $H_{1}: \mu_{2}>\mu_{1}$ i.e., $\mu_{1}<\mu_{2}$ (Left-tailed test)
Test Statistic. Under $H_{0}$, the test statistic (for large samples) is :

$$
\begin{aligned}
Z & =\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\frac{\sigma_{1}{ }^{2}}{n_{1}}+\frac{\sigma_{2}{ }^{2}}{n_{2}}\right)}}=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\frac{s_{1}{ }^{2}}{n_{1}}+\frac{s_{2}{ }^{2}}{n_{2}}\right)}} \sim N(0,1) \\
\therefore \quad Z & =\frac{2.56-2.87}{\sqrt{\left\{\frac{(1.08)^{2}}{150}+\frac{(1.28)^{2}}{200}\right\}}}=\frac{-0.31}{\sqrt{0.016}}=\frac{-0.31}{0.126}=-2.46 .
\end{aligned}
$$

Critical region. For a one-tailed test, the critical value of $Z$ ai $5 \%$ level of significance is 1.645 . The critical region for left-tailed test thus consists of all values of $Z \leq-1.645$.

Conclusion. Since calculated value of $Z,(-2.46)$ is less than critical value ( -1.645 ), it is significant at $5 \%$ level of significance. Hence the null hypothesis is rejected at $5 \%$ level of significance and we conclude that the average hourly wages paid by plant ' $B$ ' are certainly higher than those paid by plant ' $A$ '.

Example 12-26. In a certain factory there are two independent processes manufacturing the same item. The average weight in a sample of 250 items produced from one process is found to be 120 ozs. with a standard deviation of 12 ozs . while the corresponding figures in a sample of 400 items from the other process are 124 and 14. Obtain the standard error of difference between the two sample means: Is this difference significant? Also find the $99 \%$ confidence limits for the difference in the average weights of items produced by the two processes respectively.

Solution. We have

$$
\left.\begin{array}{l}
n_{1}=250, \bar{x}_{1}=120 \mathrm{oz} ., s_{1}=12 \mathrm{oz} .=\hat{\sigma}_{1} \\
n_{2}=400, \bar{x}_{2}=124 \mathrm{oz} ., s_{2}=14 \mathrm{oz} .=\hat{\sigma}_{2}
\end{array}\right\} \text { (since samples arelarge). }
$$

$$
\begin{aligned}
S . E .\left(\bar{x}_{1}-\bar{x}_{2}\right) & =\sqrt{\left(\sigma_{1}^{2} / n_{1}\right)+\left(\sigma_{2}^{2} / n_{2}\right)}=\sqrt{\left(s_{1}^{2} / n_{1}\right)+\left(s_{2}^{2} / n_{2}\right)} \\
& =\sqrt{\left(\frac{144}{250}+\frac{196}{400}\right)}=\sqrt{(0.576+0.490)}=1.034
\end{aligned}
$$

Null Hypothesis, $H_{0}: \mu_{1}=\mu_{2}$, i.e., the sample means do not differ significantly.

Alternative Hypothesis, $H_{1}: \mu_{1} \neq \mu_{2}$ (Two-tailed).
Test Statistic. Under $H_{0}$, the test statistic is :

$$
\begin{aligned}
Z & =\frac{\bar{x}_{1}-\bar{x}_{2}}{S . E .\left(\bar{x}_{1}-\bar{x}_{2}\right)}=\frac{120-124}{1.034} \sim N(0,1) \\
|Z| & =\frac{4}{1.034}=3.87
\end{aligned}
$$

Conclusion. Since $|Z|>3$, the null hypothesis is rejected and we conclude that there is significant difference between the sample means.
$99 \%$ confidence limits for $\mid \mu_{1}-\mu_{2}$ l, i.e., for the difference in the average weights of items produced by two processes, are

$$
\begin{array}{rlrl} 
& \left|\bar{x}_{1}-\bar{x}_{2}\right| \pm 2.58 \text { S.E. }\left(\bar{x}_{1}-\bar{x}_{2}\right)=4 \pm 2.58 \times 1.034 \\
& =4 \pm 2.67(\text { approx. })=6.67 \text { and } 1.33 \\
& & 1.33<\left|\mu_{1}-\mu_{2}\right|<6.67
\end{array}
$$

Example 12.27. The mean height of 50 male students who showed above average participation in college athletics was 68.2 inches with a standard deviation of 2.5 inches; while 50 male students who showed no interest in such participation had a mean height of 67.5 inches with a standard deviation of 2.8 inches.
(i) Test the hypothesis that male students who participate in college athletics are taller than other male students.
(ii) By how much should the sample size of each of the two groups be increased in order that the observed difference of 0.7 inches in the mean heights be significant at the $5 \%$ level of significance.

Solution. Let $X_{1}$ and $X_{2}$ denote the height (in inches) of athletic participants and non-athletic participants respectively. In the usual notations, we are given :

$$
n_{1}=50, \quad \bar{x}_{1}=68.2, \quad s_{1}=2.5 ; n_{2}=50, \quad \bar{x}_{2}=67.5, \quad s_{2}=2.8
$$

Null hypothesis, $H_{0}: \mu_{1}=\mu_{2}$.
Alternative hypothesis, $H_{1}: \mu_{1}>\mu_{2}$ (Right-tailed).
Test Statistic. Under $H_{0}$, the test statistic for large samples is :

$$
\begin{aligned}
Z & =\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(\frac{s_{1}^{2}}{n_{1}}+\frac{s_{2}{ }^{2}}{n_{2}}\right)}} \sim N(0,1) \\
\therefore \quad Z & =\frac{68.2-67.5}{\sqrt{\int(2.5)^{2}(2.8)^{2}}}=\frac{0.7}{\sqrt{0.282}}=\frac{0.7}{0.53}=1.32
\end{aligned}
$$

For a right-tailed test, the critical (significant) value of $Z$ at $5 \%$ level of significance is 1.645 .
(i) Since the calculated value of $Z(1.32)$ is less than the critical value ( 1.645 ), it is not significant at $5 \%$ level of significance. Hence the null hypothesis is accepted and we conclude that the college athletes are not taller than other male students.
(ii) The difference between the mean heights of two groups, each of size $n$ will be significant at $5 \%$ level of significance if $Z \geq 1.645$

$$
\begin{array}{lc}
\Rightarrow & \frac{68.2-67.5}{\sqrt{\left\{\frac{(2.5)^{2}}{n}+\frac{(2.8)^{2}}{n}\right\}}} \geq 1.645 \\
\Rightarrow & \frac{0.7}{\sqrt{14.09 / n}} \geq 1.645 \Rightarrow \frac{0.7}{3.754 / \sqrt{n}} \geq 1.645 \\
\Rightarrow & n \geq\left(\frac{1.645 \times 3.754}{0.7}\right)^{2}=(8.8219)^{2}=77.83 . \geq 78
\end{array}
$$

Hence the sample size of each of the two groups should be increased by at least $78-50=28$, in order that the difference between the mean heights of the two groups is significant.
12.15. Test of Significance for the Difference of Standard Deviations. If $s_{1}$ and $s_{2}$ are the standard deviations of two independent samples, then under null hypothesis, $H_{0}: \sigma_{1} \doteq \sigma_{2}$, i.e., i.e., the sample standard deviations don't-differ significantly, the statistic

$$
Z=\frac{s_{1}-s_{2}}{S . E \cdot\left(s_{1}-s_{2}\right)} \sim N(0,1) \text { for large samples. }
$$

But in case of large samples; the S.E of the difference of the sample standard deviations is given by

$$
\begin{align*}
\quad \text { S.E. }\left(s_{1}-s_{2}\right) & =\sqrt{\frac{\sigma_{1}^{2}}{2 n_{1}}+\frac{\sigma_{2}{ }^{2}}{2 n_{2}}} \\
\therefore \quad \quad \dot{Z} & =\frac{s_{1}-s_{2}}{\sqrt{\left(\frac{\sigma_{1}^{2}}{2 n_{1}}+\frac{\sigma_{2}{ }^{2}}{2 n_{2}}\right)}} \sim \dot{N}(0,1) \tag{12-12}
\end{align*}
$$

$\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ are usually unknown and for large samples, we use their estimates given by the corresponding sample variances. Hence the test statistic reduces to

$$
\begin{equation*}
Z=\frac{s_{1}-s_{2}}{\sqrt{\left(\frac{s_{1}^{2}}{2 n_{1}}+\frac{s_{2}^{2}}{2 n_{2}}\right)}} \sim N(0,1) \tag{12.13}
\end{equation*}
$$

Example 12.18. Random samples drawn from two countries gave the following data relating to the heights of adult males:

|  | Country A | Country B |
| :--- | :---: | :---: |
| Mean height (in inches) | 67.42 | 67.25 |
| Standard deviation (in inches) | 2.58 | 2.50 |
| Number in samples | 1000 | 1200 |

(i) Is the difference between the means significant?
(ii) Is the difference between the standard deviations significant?

Solution. We are given :

$$
\begin{array}{lll}
n_{1}=1000, & \bar{x}_{1}=67.42 \text { inches }, & s_{1}=2.58 \text { inches }, \\
n_{2}=1200, & \bar{x}_{2}=67.25 \text { inches }, & s_{2}=2.50 \text { inches } .
\end{array}
$$

As in the last examples (since sample sizes are large), we can take

$$
\hat{\sigma}_{1}=s_{1}=2.58, \quad \hat{\sigma}_{2}=s_{2}=2.50
$$

(i) $H_{0}: \mu_{1}=\mu_{2}$, i.e., the sample means do not differ significantly.

$$
H_{1}: \mu_{1} \neq \mu_{2} \text { (Two tailed). }
$$

Under the Null hypothesis $H_{0}$, the test statistic is

$$
\begin{aligned}
Z & =\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{\left(s_{1}{ }^{2} / n_{1}\right)+\left(s_{2}{ }^{2} / n_{2}\right)}} \sim N(0,1) \text {, sinice samples are large. } \\
\text { Now } \quad Z & =\frac{67.42-67.25}{\sqrt{\left\{\frac{(2.58)^{2}}{1000}+\frac{(2.50)^{2}}{1200}\right\}}}=\frac{0.17}{\sqrt{\left(\frac{6.66}{1000}+\frac{6.25}{1200}\right)}}=1.56
\end{aligned}
$$

Conclusion. Since $|Z|<1.96$, null hypothesis may be accepted at 5\% level of significance and we may conclude that there is no significant difference between the sample means.
(ii) Under $\dot{H}_{0}$ : that there is no significant difference between sample standard deviations,

$$
Z=\frac{s_{1}-s_{2}}{\text { S.E. }\left(s_{1}-s_{2}\right)} \sim N(0,1), \text { since samples are large. }
$$

Now STE. $\left(s_{1}-s_{2}\right)=\sqrt{\left(\frac{\sigma_{1}{ }^{2}}{2 n_{1}}+\frac{\sigma_{2}{ }^{2}}{2 n_{2}}\right)}=\sqrt{\left(\frac{s_{1}{ }^{2}}{2 n_{1}}+\frac{s_{2}{ }^{2}}{2 n_{2}}\right)}$,
if $\sigma_{1}$ and $\sigma_{2}$ are not known and $\hat{\sigma}_{1}=s_{1}, \hat{\sigma}_{2}=s_{2}$.

$$
\therefore S . E .\left(s_{1}-s_{2}\right)=\sqrt{\left\{\frac{(2.58)^{2}}{2 \times 1000}+\frac{(2.50)^{2}}{2 \times 1200}\right\}}=0.07746
$$

Hence

$$
Z=\frac{2.58-2.50}{0.07746}=\frac{0.08}{0.07746}=1.03
$$

Conclusion. Since $|Z|<196$, the data.don't plovide us any evidence against the null hypothesis which may be accepted at $5 \%$ level of significance. Hence the sample standard deviations do not differ sigriificantly.

Example 12.29. Two populations have their means equal, but S.D. of one is twice the other. Show that in the samples of size 2000 from each drawn under simple sampling conditions, the difference of means will, in all probability, not exceed $0.15 \sigma$, where $\sigma$ is the smaller S.D. What is the probability that the difference will exceed half this amount?

Solution. Let the standard deviations of the two populations be $\sigma$ and $2 \sigma$ respectively and let $\mu$ be the mean of each of the two populations. Also we àre given $n_{1}=n_{2}=2000$. If $\bar{x}_{1}$ and $\bar{x}_{2}$ be the two sample means then, since samples are large,

$$
\begin{aligned}
& \quad Z=\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)-E\left(\bar{x}_{1}-\bar{x}_{2}\right)}{S . E .\left(\bar{x}_{1}-\bar{x}_{2}\right)} \sim N(0,1) \\
& \text { Now } \quad E\left(\bar{x}_{1}-\bar{x}_{2}\right)=E\left(\bar{x}_{1}\right)-E\left(\bar{x}_{2}\right)=\mu-\mu=0 \text { and } \\
& \text { S.E. }\left(\bar{x}_{1}-\bar{x}_{2}\right)=\sqrt{\left\{\frac{\sigma^{2}}{n_{1}}+\frac{(2 \sigma)^{2}}{n_{2}}\right\}}=\sigma . \sqrt{\left(\frac{1}{2000}+\frac{4}{2000}\right)}=0.05 \sigma \\
& \therefore \quad \\
& \quad Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{\text { S.E. }\left(\bar{x}_{1}-\bar{x}_{2}\right)} \sim N(0,1)
\end{aligned}
$$

Under simple sampling conditions, we should in all probability have

$$
\begin{aligned}
\quad|Z|<3 \Rightarrow & \left|\bar{x}_{1}-\bar{x}_{2}\right|<3 \text { S.E. }\left(\bar{x}_{1}-\bar{x}_{2}\right) \\
\Rightarrow \quad & \left|\bar{x}_{1}-\bar{x}_{2}\right|<0.15 \sigma,
\end{aligned}
$$

which is the required result.
We want $\quad p=P\left[\left|\bar{x}_{1}-\bar{x}_{2}\right|>\frac{1}{2} \times 0.15 \sigma\right]$

$$
\begin{aligned}
\therefore \quad p & =P[0.05 \sigma|Z|>0.075 \sigma] \quad\left[\because Z=\frac{\bar{x}_{1}-\bar{x}_{2}}{0.05 \sigma} \sim N(0,-1)\right] \\
& =P[|Z|>1.5]=1-P[|Z| \leq 1.5] \\
& =1-2 P(0 \leq Z \leq 1.5)=1-2 \times 0.4332=0.1336
\end{aligned}
$$

## EXERCISE $\mathbf{1 2 . 2}$

1. Define sampling distribution and standard error. Obtain standard error of mean when population is large.
2. Find the standard error of a linear function of a number of variables. Deduce the standard error of the mean of $n$ uncorrelated variables following the same distribution.
3. Derive the expressions for the standard error of
(i) the mean of a random sample of size $n$, and
(ii) the difference of the means of two independent random samples of sizes $n_{1}$ and $n_{2}$.
4. (a) What is meant by a statistical hypothesis? What are the two types of errors of decision that arise in testing a hypothesis? Briefly explain how a statistical hypothesis is tested.

The manufacturer of television tubes knows from past experience that the
average life of a tube is 2,000 hours with a standard deviation of 200 hours. A sample of 100 tubes has an average life of 1950 hours. Test at the 0.05 level of significance if this sample came from a normal population of mean 2,000 hours.

State your null and alternative hypothesis and indicate clearly whether a onetail or a two-tail test is used and why? Is the result of the test significant?
[Calcutta Univ. B.Sc. (Maths. Hons.), 1990]
(b) A sample of 100 items, drawn from a universe with mean value 64 and S.D. 3 has a mean value 63.5. Is the difference in the means significant? What will be your inference, if the sample had 200 items?
[Madras Univ. B.E., Nov. 1990]
(c) A sample of 400 individuals is found to have a mean height of 67.47 inches. Can it be reasonably regarded as a sample from a large population with mean height of 67.39 inches and standard deviation 1.30 inches ?

Ans. Yes, $Z=1.23$.
(d) The mean breaking strength of cables supplied by a manufacturer is 1800 with a standard deviation 100 . By a new technique in the manufacturing process it is claimed that the breaking strength of the cables has increased. In order to test this claim a sample of 50 cables is tested. It is found that the mean breaking strength is' 1850 . Can we support the claim at 0.01 level of significance?

Ans. $H_{0}: \mu=1800, H_{1}: \mu>1800, Z=3.535$.
(e) An ambulance service claims that it takes on the average 8.9 minutes to reach its destination in emergency calls. To check on this claim, the agency which licenses ambulance services has them timed on 50 emergency calls, getting a mean of 9.3 minutes with a standard deviation of 1.6 minutes. What can they conclude at the level of significance $\alpha=0.05$ ?

Ans. $Z=1.768$.
(f) A paper mill in U.P. has agreed to buy waste paper for recycling from a waste collection firm, under the agreement that the waste collection firm will supply the waste paper in packages of 300 kg each, for which the paper mill will pay by the package. To speed up their work the waste collection firm is making packages by some approximation procedure. The paper mill does not object to this procedure as long as it gets 300 kg . per package on the average. The waste collection firm has an interest not to exceed 300 kg . per package, because it is nat being paid for more, and not to go under 300 kg . because the paper mill might terminate the agreement if it does. To estimate the mean weight of waste paper per package, the waste collection firm weighed 75 randomly selected packages and found that the mean weight was 290 kg and standard deviation was 15 kg . Can we infer that the mean weight per package in the entire supply was 300 kg ?
[Delhi Univ. M.A. (Eco.), 1987]
Ans. $H_{0}: \mu=300 \mathrm{~kg} ; H_{1}: \mu \neq 300 \mathrm{~kg}$. (Two-tailed).

$$
Z=\frac{290-300}{15 / \sqrt{75}}=5.77 \text {; Significant. }
$$

(g) The wages of a factory's workers are assumed to be normally distributed. with mean $\mu$ and variance 25 . A random sample of 25 workers gives the total wages equal to 1250 units.

Test the hypothesis : $\mu=52$, against the alternative : $\mu=49$, at $1 \%$ level of significance.

$$
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{-2.32} \exp \left(-\frac{1}{2} u^{2}\right) d u=0.01
$$

[Calcutta Univ. B.Sc.(Maths. Hons.), 1988]
Ans. $H_{0}: \mu=52, H_{1}: \mu=49<52$, (Left-tailed test).

$$
Z=-2, \text { Not significiant. }
$$

5. (a) A sample of 450 items is taken from a population whose standard deviation is 20 . The mean of the sample is 30 . Test whether the sample has come from a population with mean 29 . Also calculate the $95 \%$ confidence limits for the population mean.
(b) A sample of 400 observations has mean, 95 and standard deviation 12: Could it be a random sample from a population with mean 98 ? What can be the maximum value of the population mean ?
6. (a) If the mean age at death of 64 men engaged in an occupation-is $52 \cdot 4$ years with standard deviation of $\mathbf{1 0 . 2}$ years, what are the $98 \%$ confidence limits for the mean age of all men in that population ?
[Calicut Univ. B.Śc. (Subs.), 1989]
(b) The weights of $1500^{\circ}$ ball bearings are normally distributed with mean 22.40 and standard deviation 0.048 . If 300 random samples of size 36 each are drawn from this population, determine the expected mean and standard deviation of the sampling distribution of means, if sampling is done with replacement.

How many of the random samples in the above problem would have their means between 22.39 and 22.41 ?
[Madras Univ. B.E., April 1989]
Hint. $\quad E(\bar{X})=\mu=22.40 ;$ S.E: $(\bar{X})=\sigma / \sqrt{n}=0.048 / \sqrt{36}=0.008$
Required number of samples (out of 300) is: $300 \times P(22.39<\bar{X}<22.41)$

$$
\begin{aligned}
& =300 \times P\left(\frac{22.39-22.40}{0.008}<Z<\frac{22.41-22.40}{0.008}\right) ; Z \sim N(0,1) \\
& =300 \times P(-1.25<Z<1.25)=600 \times P(0<Z<1.25) \simeq 237
\end{aligned}
$$

7. (a) A random sample of 500 is drawn from a large number of freshly minted coins. The mean weight of the coins in the sample is 28.57 gm . and the standard deviation is 1.25 gm . What are the limits which have a 49 to 1 chance of including the mean weight of all the coins? How large a sample would have to be drawn to make these limits differ by only 0.1 gm , assuming that the standard deviation of thie whole distribution is 1.25 gm .
(b) A research worker wishes to estimate the mean of a population by using sufficiently large sample. The probability is 0.95 that the sample mean will not differ from the true mean of a normal population by more than $25 \%$ of the standard deviation. How large a sample should be taken? (Ans. $n=62$.)
8. (a) A normal distribution has mean 0.5 and standard deviation 2.5 . Find :
(i) The probability that the mean of a random sample of size 16 from the population is positive.
(ii) The probability that the mean of a sample of size 90 from the population will be negative.
(b) The mean of a certain normal distribution is equal to the standard error of the mean of a random sample of 100 from that distribution. Find the probability, (in terms of an integral), that the mean of a sample of 25 from the distribution will be negative. (Ans. 0.3085.)
(c) The average value $\bar{x}$ of a random sample of observations from a certain population is normally distributed with mean 20 and standard deviation $5 / \sqrt{n}$. How large a sample should be drawn in order to have a probability of at least 0.90 that $\bar{x}$ will lie between 18 and 22 .
(Karnataka Univ. B.E. 1991)
9. (a) From a population of 169 units it is desired to choose a simple random sample of size $n$. If the population standard deviation is 2 , determine the smallest ' $n$ ' for which the probability thatit the sample mean differ's from the population mean by more than 0.75 is controlled at 0.05 .
(b) An economist would like to estimate the mean income ( $\mu$ ) in a large city. He has decided to use the sample mean as an estimate of $\mu$ and would like to ensure that the error in estimation is not more than Rs. 100 with probability 0.90 . How large a sample should he take if the standard deviation is known to be Rs. 1,000 ?
[Delhi Univ. M.A. (Eco.), 1986]
Ans. $n=\left[\frac{z_{\alpha} \cdot \sigma}{E}\right]^{2}=\left[\frac{1.645 \times 1000}{100}\right]^{2}=270.6 \simeq 271$
(c) The management of a manufacturing firm wishes to determine the average time required to complete a certain manual operation. There should be 0.95 confidence that the error in the estimate will not exceed 2 minutes.

What sample size is required if the standard deviation of the time needed to complete the manual operation is estimated by a time and motion study expert as (i) 10 minutes, (ii) 16 minutes? Explain intuitively (without referring to the formula) why the sample size is large in (ii) than in (i).
(Given $Z_{0.975}=1.96$ and $Z_{0.95}=1.645$ )
[Delhi Univ. M.C.A., 1987]
Ans. (i) $n_{1}=\left(\frac{z_{\alpha} . \sigma}{E}\right)^{2}=\left(\frac{1.96 \times 10}{2}\right)^{2}=96$, (ii) $n_{2}=\left(\frac{1.96 \times 16}{2}\right)^{2}=246$.
10. (a) Two populations have the same mean, but the standard deviation of one is twice that of the other. Show that in samples of 500 each drawn under simple random conditions, the difference of the means will, in all probability, not exceed $0.3 \sigma$, where $\sigma$ is the smaller standard deviation, and assuming the distribution of the difference of the means to be normal, find the probability that it exceeds half that amount. (Ans. 0.1336.)
(b) A simple sample of heights of 6,400 Englishmen has a mean of 67.85 inches and S.D. 2.56 inches, while a simple sample of heights of 1,600 Australians has a mean of 68.55 inches and a S.D. of 2.52 inches. Do the data indicate that Australians are, on the average, taller than Englishmen?

Ans. $H_{0}: \mu_{1}=\mu_{2}, H_{1}: \mu_{1}<\mu_{2}, Z=9.2$, (significant).
(c) In a random sample of 500 , the mean is found to be 20 . In another independent sample of 400 , the mean is 15 . Could the samples have been drawn from the same population with standard deviation 4 ?
11. (a) The following table presents data on the values of a harvested crop stored in the open and inside a godown :

|  | Sample size | Mean | $\sum(x-\bar{x})^{2}$ |
| :--- | :---: | :---: | :---: |
| Outside | 40 | 117 | 8,685 |
| Inside | 100 | 132 | 27,315 |

Assuming that the two samples are random and they have been drawn from normal populations with equal variances, examine if the mean value of the harvested crop is affected by weather conditions.

Ans. $Z=0.342$; Not significant.
(b) Samples of students were drawn from two universities and from their weights in kgm., means and standard deviations are calculated. Make a large sample test to test the significance of the difference between the means.

|  | Mean | S.D. | Size of sample |
| :--- | :---: | :---: | :---: |
| University A | 55 | 10 | 400 |
| University B | 57 | 15 | 100 |

Ans. Z. $=1 \cdot 2648$; Not significant.
(c) A storekeeper wanted to buy a large quantity of light bulbs from two orands labelled 'one' and 'two'. He bought 100 bulbs from each brand and found by testing that brand 'one' had mean lifetime of 1120 hours and the standard deviation of 75 hours; and brand 'two' had mean lifetime of 1062 hours and standard deviation of 82 hours. Examine whether the difference of means is significant.
12. The mean yield of two sets of plots and their variability are as givenbelow. Examine
( $i$ ) whether the difference in the mean yields of the two sets of plots is significant, and
(ii) whether the difference in the variability in yields is significant.

| Set of 40 plots | Set of 60 plots |
| :---: | :---: |
| 1258 lb | 1243 lb. |
| 34 lb. | 28 lb. |

S.D. per plot

34 lb .
28 lb.
Ans. (i) $Z=2.3$, (ii) $Z=1.3$.
13. (a) In a survey of incomes of two classes of workers, two random samples gave the following details. Examine whether the differences between the (i) means and (ii) the standard deviations, are significant.

| Sample | Size | Mean annual <br> income (in rupees) | Standard <br> deviation (in rupees) |
| :---: | :---: | :---: | :---: |
| I | 100 | 582 | 24 |
| II | 100 | 546 | 28 |

Examine also whether the first sample could have come from a population with annual mean income of 500 rupees.
(b) The electric light tubes of manufacturer $A$ have a lifetime of 1400 hours, with a standard deviation of 200 hours, while of manufacture $B$ have a mean lifetime of 1200 hours with a standard deviation of 100 hours. If ranidom samples of 125 tubes of each batch are tested, what is the probability that the brand $A$ tubes will have a mean time which is at least $(i) 160$ hours more than the brand $B$ tubes, and (ii) 250 hours more than the brand $B$ tubes?

Hint. Under the assumption of normal population, the sampling distribution of ( $\bar{x}_{1}-\bar{x}_{2}$ ) would have mean; $\mu_{1}-\mu_{2}=1400-1200=200$ hours and standard deviation :
S.E. $\left(\bar{x}_{1}-\bar{x}_{2}\right)=\sqrt{\left(\frac{\sigma_{1}{ }^{2}}{n_{1}}+\frac{\sigma_{2}{ }^{2}}{n_{2}}\right)}=\sqrt{\left\{\frac{(100)^{2}}{125}+\frac{(200)^{2}}{125}\right\}}=20$ hours.
(i) The required probability is given by :

$$
\begin{aligned}
P\left\{\left(\bar{x}_{1}-\bar{x}_{2}\right) \geq 160\right\} \quad & =P\left[\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)-\left(\mu_{1}-\mu_{2}\right)}{\text { S.E. }\left(\bar{x}_{1}-\bar{x}_{2}\right)} \geq \frac{160-200}{20}\right] \\
= & P(Z \geq-2)=0.5+P(-2<Z<0)
\end{aligned}
$$

(ii) The required probability is given by :

$$
\begin{aligned}
P\left\{\left(\bar{x}_{1}-\bar{x}_{2}\right) \geq 250\right\} & =P(Z \geq 2.5)=0.5-P(0<Z<2.5) \\
& =0.5-0.4938=0.0062
\end{aligned}
$$

14. A random sample of 1,200 men from one State gives the mean pay as Rs. 400 p.m.with a standard deviation of Rs. 60 , and a random sample of 1,000 men from another State gives the mean pay as Rs. 500 p.m., with a standard deviation of Rs. 80.

Discuss, (stating clearly the result or theorem used), whether the mean levels of pay of men from the two States differ significantly.
15. (a) A normal population has a mean 0.1 and a standard deviation 2.1. Find the probability that the mean of a sample of size 900 will be negative, it being given that the probability that the absolute value of a standard normal variate exceeds 1.43 is 0.153 .
(b) A random sample of 100 articles selected from a batch of 2,000 articles shows that the average diameter of the articles is 0.354 with a standard deviation 0.048 . Find $95 \%$ confidence interval for the average of this batch of 2,000 articles.

Hint. We are given $n=100, N=2,000, \bar{x}=0.354, s=0.048$.
The.Standard Error of sample mean $\bar{x}$ in random sampling from the batch of $N=2,000$ is given by : [c.f. (16-23)].

$$
\text { S.E. } \begin{aligned}
(\bar{x}) & =\sqrt{\frac{N-n}{N-1}} \times \frac{\sigma}{\sqrt{n}}=\sqrt{\frac{N-n}{N-1}} \times \frac{s}{\sqrt{n}}(\because \hat{\sigma}=s, \text { for large } n) \\
& =\sqrt{\frac{2000-100}{2000-1}} \times \frac{0.048}{\sqrt{100}}=0.00468
\end{aligned}
$$

Hence $0: \%$ confidence limits for $\mu$ are given by :

$$
\bar{x} \pm 1.96 \text { S.E. }(\bar{x})=0.354 \pm 1.96 \times 0.00468=(0.3448,0.3632)
$$

16. (a) Explain the terms:
(i) Statistic and Parameter
(ii) Sampling distribution of a statistic, and
(iii) Standard error of a statistic.
(b) Explain why a random sample of size 30 is to be preferred to a random sample of size 25 to estimate the-population mean.
17. (a) Obtain the expressions for the standard error of sampling distributions of : (i) sample mean ( $\bar{x}$ ), and (ii) sample variance ( $s^{2}$ ), in random sampling from a large population. Assume that $n$, the sample size, is large.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a population which has a finite fourth moment $\mu_{r}=E\left(X_{i}-\mu\right)^{r}, r=4 ; E\left(X_{i}\right)=\mu$ and $\operatorname{Var}\left(X_{i}\right)=\sigma^{2}$; and let : $\quad \bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ and $S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}$.

Show that : $(i) S^{2}=\frac{1}{2 n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(X_{i}-X_{j}\right)^{2}$,
(ii) $\operatorname{Var}\left(S^{2}\right)=\frac{1}{n}\left[\mu_{4}-\left(\frac{n-3}{n-1}\right) \sigma^{4}\right]$,
(iii) $\operatorname{Cov}\left(\bar{X}, S^{2}\right)=\mu_{3} / n$

## Exact Sampling Distributions (Chi-square Distribution)

13.1. Chi-Square Variate (Pronounced as $K i$ - Sky without S). The square of a standard normal variate is known as a chi-square variate with 1 degree of freedom (d.f.)

Thus if $X \sim N\left(\mu, \sigma^{2}\right)$, then $Z=\frac{X-\mu}{\sigma} \sim N(0,1)$
and $\quad Z^{2}=\left(\frac{X-\mu}{\sigma}\right)^{2}$, is a chi-square variate with 1 d.f.
In general, if $X_{i},(i=1,2 ; \ldots, n)$ are $n$ independent normal variates with mean. $\mu_{i}$ and variance $\sigma_{i}^{2},(i=1,2, \ldots, n)$, then

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{n}\left(\frac{X_{i}-\mu_{i}}{\sigma_{i}}\right)^{2} \text {, is a chi-square variate with } n \text { d.f. } \tag{13•1}
\end{equation*}
$$

13.2. Derivation of the Chi-square Distribution.

First Method-Method of Moment Generating Function.
If $X_{i},(i=1,2, \ldots, n)$ are independent $N\left(\mu_{i}, \sigma_{i}^{2}\right)$, we want the distribution of

$$
\chi^{2}=\sum_{i=1}^{n}\left(\frac{X_{i}-\mu_{i}}{\sigma_{i}}\right)^{2}=\sum_{i=1}^{n} U_{i}^{2}, \text { where } U_{i}=\frac{X_{i}-\mu_{i}}{\sigma_{i}}
$$

Since $X_{i}$ 's are independent, $U_{i}$ 's are also independent.

$$
M_{\chi^{2}}(t)=M_{\sum U_{i}^{2}}(t)=\prod_{i=1}^{n} M_{U_{i}^{2}}(t)=\left[M_{U_{i}^{2}}(t)\right]^{n}
$$

since $U_{i}$ 's $\sim N(0,1)$ are identically distributed.
Now

$$
\begin{aligned}
M_{U_{i}^{2}}(t) & =E\left[\exp \left\{t U_{i}^{2}\right\}\right]=\int_{-\infty}^{\infty} \exp \left(t u_{i}^{2}\right) f\left(x_{i}\right) d x_{i} \\
& =\int_{-\infty}^{\infty} \exp \left(t u_{i}^{2}\right) \frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\left(x_{i}-\mu\right)^{2} / 2 \sigma^{2}\right\} d x_{i} \\
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(t u_{i}^{2}\right) \exp \left(-u_{i}^{2} / 2\right) d u_{i} \quad\left[u_{i}=\frac{x_{i}-\mu}{\sigma}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left\{-\left(\frac{1-2 t}{2}\right) u_{i}^{2}\right\} d u_{i} \\
& =\frac{1}{\sqrt{2 \pi}} \frac{\sqrt{\pi}}{\left(\frac{1-2 t}{2}\right)^{* / 2}}=(1-2 t)^{-1 / 2} \\
\therefore M_{2^{2}}(t) & =(1-2 t)^{-n / 2} \tag{13•ia}
\end{align*}
$$

which is the m.g.f. of a Gamma variate with parameters $\frac{1}{2}$ and $\frac{1}{2} n$.
Hence by uniqueness theorem of m.g.f.'s.

$$
\chi^{2}=\sum_{i}^{n}\left(\frac{X_{i}-\mu_{i}}{\sigma_{i}}\right)^{2}
$$

is a Gamma variate with parameters $\frac{1}{2}$ and $\frac{1}{2} n$.

$$
\begin{align*}
\therefore d P\left(\chi^{2}\right) & =\frac{(1 / 2)^{n / 2}}{\Gamma(n / 2)} \cdot\left[\exp \left(-\frac{1}{2} \chi^{2}\right)\right]\left(\chi^{2}\right)^{(n / 2)-1} d \chi^{2} \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)}\left[\exp \left(-\chi^{2} / 2\right)\right]\left(\chi^{2}\right)^{(n / 2)-1} d \chi^{2}, 0 \leq \chi^{2}<\infty
\end{align*}
$$

which is the required probability density function of chi-square distribution with $n$ degrees of freedom.

Remarks 1. If a random variable $X$ has a chi-square distribution with $n$ d.f., we write $X \sim \chi^{2}(r)$ and its p.d.f: is given by :

$$
\begin{equation*}
f(x)=\frac{1}{2^{n / 2} \Gamma(n / 2)} e^{-\Sigma / 2} x^{i(n / 2)-1} ; 0 \leq x<\infty \tag{13-2a}
\end{equation*}
$$

2. If $X \sim \chi^{2}\left({ }_{(n)}\right.$, then $(X / 2) \sim \gamma(n / 2)$.

Proof. The p.d.f. of $Y=\frac{1}{2} X$, is given by :

$$
\begin{aligned}
g(y) & =f(x) \cdot\left|\frac{d x}{d y}\right| \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} e^{-y} \cdot(2 y)^{(n / 2)-1} \cdot 2 \\
& =\frac{1}{\Gamma(n / 2)} e^{-y} y^{(n / 2)-1} ; 0 \leq y<\infty \\
\Rightarrow \quad Y & =(X / 2) \sim \gamma(n / 2)
\end{aligned}
$$

## Second Method-Method of Induction

If $X_{i}$ is a $N(0,1)$, then $X_{i}{ }^{2} / 2$ is a $\gamma(1 / 2)$ so that $X_{i}{ }^{2}$ is a $\chi^{2}$-variate with d.f. 1.

- $\int_{-\infty}^{\infty} \exp \left(-a^{2} x^{2}\right) d x=\frac{\sqrt{\pi}}{a}$

If $X_{1}$ and $X_{2}$ are independent standard normal variates then $X_{1}{ }^{2}+X_{2}{ }^{2}$ is a chi-square variate with 2 d.f. which may be proved as follows:

The joint probability differential of $X_{1}$ and $X_{2}$ is given by:

$$
\begin{aligned}
d P\left(x_{1}, x_{2}\right) & =f\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) d x_{1} d x_{2} \\
= & \frac{1}{2 \pi} \exp \left\{-\left(x_{1}^{2}+x_{2}^{2}\right) / 2\right\} d x_{1} d x_{2},-\infty<\left(x_{1}, x_{2}\right) \leq \infty
\end{aligned}
$$

Let us now transform to polar co-ordinates by the substitution $x_{1}=r \cos \theta$, $x_{2}=r \sin \theta$. Jacobian of transformation $J$ is given by

$$
J=\left|\begin{array}{ll}
\frac{\partial x_{1}}{\partial r} & \frac{\partial x_{2}}{\partial r} \\
\frac{\partial x_{1}}{\partial \theta} & \frac{\partial x_{2}}{\partial \theta}
\end{array}\right|=\left|\begin{array}{cc}
\cos \theta & \sin \theta \\
-r \sin \theta & r \cos \theta
\end{array}\right|=r
$$

Also we have $r^{2}=x_{1}{ }^{2}+x_{2}^{2}$ and $\tan \theta=x_{2} / x_{1}$. As $x_{1}$ and $x_{2}$ range from $-\infty$ to $+\infty, r$ varies from 0 to $\infty$ and $\theta$ from 0 to $2 \pi$. The joint probability differential of $r$ and $\theta$ now becomes

$$
d G(r, \theta)=\frac{1}{2 \pi} \exp \left(-r^{2} / 2\right) r d r d \theta ; 0 \leq r \leq \infty, 0 \leq \theta \leq 2 \pi
$$

Integrating over $\theta$, the marginal distribution of $r$ is given by

$$
\begin{aligned}
d G_{1}(r) & =\int_{0}^{2 \pi} d G(r, \theta)=r \exp \left(-r^{2} / 2\right) d r\left[\frac{\theta}{2 \pi}\right]_{0}^{2 \pi} \\
& =\exp \left(-r^{2} / 2\right) r d r \\
\Rightarrow d G_{1}\left(r^{2}\right) & =\frac{1}{2} \exp \left(-r^{2} / 2\right) d r^{2} \\
& =\frac{1}{\Gamma(1)} \exp \left(-r^{2} / 2\right)\left(r^{2} / 2\right)^{1-1} d\left(r^{2} / 2\right)
\end{aligned}
$$

Thus $\quad \frac{r^{2}}{2}=\frac{X_{1}{ }^{2}+X_{2}{ }^{2}}{2}$ is a $\gamma(1)$ variate and hence $r^{2}=X_{1}{ }^{2}+X_{2}{ }^{2}$ is a $\chi^{2}$-variate with 2 d.f.

For $n$ variables $X_{i},(i=1,2, \ldots, n)$ we transform $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ to $\left(\chi, \theta_{1}, \theta_{2}, \ldots, \theta_{n-1}\right) ;(1-1$ transformation $)$ by

where $\chi>0,-\pi<\theta_{1}<\pi$ and $-\pi / 2<\theta_{i}<\pi / 2$ for $i=2,3, \ldots(n-1)$.
Then

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}=\chi^{2}
$$

and

$$
|J|=\chi^{n-1} \cos ^{n-2} \theta_{1} \cos ^{n-3} \theta_{2} \ldots \cos \theta_{n-2}
$$

(c.f. Advanced Theory of Statistics Vol 1, by Kendall and Stuart.)

The joint distribution of $X_{1}, X_{2}, \ldots, X_{n} v i z$. ,

$$
d F\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(\frac{1}{\sqrt{2 \pi}}\right)^{n} \exp \left(-\sum x_{i}^{2} 2\right) \prod_{i=1}^{n} d x_{i}
$$

transforms to

$$
\begin{array}{r}
d G\left(\chi, \theta_{1}, \theta_{2}, \ldots, \theta_{n-1}\right)=\exp \left(-\chi^{2} / 2\right) \chi^{n-1} \cos ^{n-2} \theta_{1} \cos ^{n-3} \theta_{2} \ldots \cos \theta_{n-2} \\
d \chi d \theta_{1} d \theta_{2} \ldots d \theta_{n-1}
\end{array}
$$

Integrating over $\theta_{1}, \theta_{2}, \ldots \theta_{n-1}$, we get the distribution of $\chi^{2}$ as

$$
d P\left(\chi^{2}\right)=k \exp \left(-\chi^{2} / 2\right)\left(\chi^{2}\right)^{(n / 2)-1} d \chi^{2}, 0 \leq \chi^{2}<\infty
$$

The constant $k$ is determined from the fact that the total probability is unity, i.e.,

$$
\begin{aligned}
& \int_{0}^{\infty} \dot{d} P\left(\chi^{2}\right)=1 \Rightarrow k \int_{0}^{\infty} \exp \left(-\chi^{2} / 2\right)\left(\chi^{2}\right)^{\frac{n}{2}-1} d \chi^{2}=1 \\
\Rightarrow & \quad k=\frac{1}{2^{n / 2} \Gamma(n / 2)} \\
\therefore & d P\left(\chi^{2}\right)=\frac{1}{2^{n / 2} \Gamma(n / 2)} \exp \left(-\chi^{2} / 2\right)\left(\chi^{2}\right)^{\frac{n}{2}-1}, 0 \leq \chi^{2}<\infty
\end{aligned}
$$

$$
\text { Hence } \quad \frac{\chi^{2}}{2}=\frac{1}{2} \sum_{i=1}^{n} X_{i}^{2} \text { is a } \gamma(n / 2) \text { variate. }
$$

$\Rightarrow \quad \chi^{2}=\sum_{i=1}^{n} X_{i}^{2}$ is a chi-square variate with $n$ degrees of freedom (d.f.) and (13.2) gives p.d.f. of chi-square distribution with $n$ d.f.

Remarks 1. If $X_{i} ; i=1,2, \ldots, n$ are $n$ independent normal variates with mean $\mu_{i}$ and S.D. $\sigma_{i}$, then $\sum_{i=1}^{n}\left(\frac{X_{i}-\mu_{i}}{\sigma_{i}}\right)^{2}$ is a $\chi^{2}$-variate with $n$ d.f.
2. In random sampling from a normal population with mean $\mu$ and S.D. $\sigma$, $\bar{r}$ is distributed normally about the mean $\mu$ with S.D. $\sigma / \sqrt{n}$.

$$
\begin{array}{ll}
\therefore & \frac{\bar{X}-\mu}{\sigma / \sqrt{n}} \sim N(0,1) \\
\Rightarrow & {\left[\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}\right]^{2} \text { is a } \chi^{2} \text {-variate with } 1 \text { d.f. }}
\end{array}
$$

3. Normal distribution is a particular case of $\chi^{2}$-distribution when $n=1$, since for $n=1$,

$$
\begin{aligned}
p\left(\chi^{2}\right) & =\frac{1}{\sqrt{2} \Gamma(1 / 2)} \exp \left(-\chi^{2} / 2\right)\left(\chi^{2}\right)^{\frac{1}{2}-1} d \chi^{2}, 0 \leq \chi^{2}<\infty \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left(-\chi^{2} / 2\right) d \chi,-\infty \leq \chi<\infty
\end{aligned}
$$

Thus $\chi$ is a standard normal variate.
13.3. M.G.F. of $\chi^{2}$-distribution. Let $X \sim \chi^{2}(\underline{n})$. then

$$
\begin{align*}
M_{X}(t) & =E\left(e^{\iota X}\right)=\int_{0}^{\infty} e^{t x} f(x) d x \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{0}^{\infty} e^{t x} \cdot e^{-x / 2} x^{(n / 2)-1} d x \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{0}^{\infty} \exp \left[-\left(\frac{1-2 t}{2}\right) x\right] \cdot x^{(n / 2)-1} d x \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} \frac{\Gamma(n / 2)}{[(1-2 t) / 2]^{n / 2}} \quad \text { [Using Gamma Integral] } \\
& =(1-2 t)^{-n / 2}, 12 t \mid<1
\end{align*}
$$

which is the required m.g.f. of a $\chi^{2}$-variate with $n$ d.f.
Remarks 1. Using Binomial expansion for negative index, we get from (13-4) if $|t|<\frac{1}{2}$.

$$
\begin{aligned}
M(t)=1+\frac{n}{2}(2 t) & +\frac{\frac{n}{2}\left(\frac{n}{2}+1\right)}{2!}(2 t)^{2}+\ldots \\
& +\frac{\frac{n}{2}\left(\frac{n}{2}+1\right)\left(\frac{n}{2}+2\right) \ldots\left(\frac{n}{2}+r-1\right)}{r!}(2 t)^{r}+\ldots
\end{aligned}
$$

$$
\mu_{r}^{\prime}=\text { Coefficient of } \frac{t^{r}}{r!} \text { in the expansion of } M(t)
$$

$$
\begin{align*}
& =2^{r} \frac{n}{2}\left(\frac{n}{2}+1\right)\left(\frac{n}{2}+2\right) \ldots \cdot\left(\frac{n}{2}+r-1\right) \\
& =n(n+2)(n+4) \ldots(n+2 r-2) \tag{13-4a}
\end{align*}
$$

Remark. If $n$ is even so that $n / 2$ is a positive integer, then

$$
\begin{equation*}
\mu_{r}^{\prime}=2^{r} \Gamma[(n / 2)+r] / \Gamma(n / 2) \tag{13-4b}
\end{equation*}
$$

13.3•1. Cumulant Generating Function of $\chi^{2}$-distribution. If $X \sim \chi^{2}{ }_{(n)}$, then

$$
K_{X}^{2}(t)=\log M_{X}(t)=-\frac{n}{2} \log (1-2 t)
$$

$$
\begin{aligned}
& =\frac{n}{2}\left[2 t+\frac{(2 t)^{2}}{2}+\frac{(2 t)^{3}}{3}+\frac{(2 t)^{4}}{4}+\ldots\right] \\
\therefore \quad \kappa_{1} & =\text { Coefficient of } t \text { in } K(t)=n \\
\kappa_{2} & =\text { Coefficient of } \frac{t^{2}}{2!} \text { in } K(t)=2 n \\
\kappa_{3} & =\text { Coefficient of } \frac{t^{3}}{3!} \text { in } K(t)=8 n \\
\kappa_{4} & =\text { Coefficient of } \frac{t^{4}}{4!} \text { in } K(t)=48 n
\end{aligned}
$$

In general,

$$
\kappa_{r}=\text { Coefficient of } \frac{t^{r}}{r!} \text { in } K(t)=n 2^{n-1}(r-1)!
$$

Hence

$$
\left.\begin{array}{rl}
\text { Mean } & =\kappa_{1}=n, \text { Variance }=\mu_{2}=\kappa_{2}=2 n \\
\mu_{3} & =\kappa_{3}=8 n, \mu_{4}=\kappa_{4}+3 \kappa_{2}^{2}=48 n+12 n^{2} \\
\beta_{1} & =\frac{\mu_{3}^{2}}{\mu_{2}^{3}}=\frac{8}{n} \quad \text { and } \quad \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{12}{n}+3
\end{array}\right\}
$$

13.3.2. Limiting Form of $\chi^{2}$ Distribution for Large Degrees of Freedom. If $X \sim X^{2}{ }_{(n)}$, then $M_{X}(t)=(1-2 t)^{-n / 2},|t|<\frac{1}{2}$
The m.g.f. of standard $\chi^{2}$-variate $Z$ is given by

$$
M_{X-\mu}^{\sigma}(t)=e^{-\mu / \sigma M_{X}(t / \sigma)} \quad\left[\mu=n, \sigma^{2}=2 n\right]
$$

or

$$
\begin{aligned}
M_{Z}(t) & =e^{-\mu / \sigma}(1-2 t / \sigma)^{-n / / 2} \\
& =e^{-n t \sqrt{2 n}}\left(1-\frac{2 t}{\sqrt{2 n}}\right)^{-n / 2} \\
\therefore \quad K_{Z}(t) & =\log M_{z^{\prime}(t)=-t \sqrt{\frac{n}{2}}-\frac{n}{2} \log \left(1-t \sqrt{\frac{2}{n}}\right)} \\
& =-t \sqrt{\frac{n}{2}}+\frac{n}{2}\left[t \cdot \sqrt{\frac{2}{n}+\frac{t^{2}}{2}} \cdot \frac{2}{n}+\frac{t^{3}}{3}\left(\frac{2}{n}\right)^{3 / 2}+\ldots\right] \\
& =-t \sqrt{\frac{n}{2}}+t \cdot \sqrt{\frac{n}{2}}+\frac{t^{2}}{2}+0\left(n^{-1 / 2}\right) \\
& =\frac{t^{2}}{2}+O\left(n^{-1 / 2}\right)
\end{aligned}
$$

where $0\left(n^{-1 / 2}\right)$ are terms containing $n^{1 / 2}$ and higher powers of $n$ in the denominator.

$$
\therefore \quad \lim _{n \rightarrow \infty} K_{Z}(t)=\frac{t^{2}}{2} \Rightarrow M_{Z}(t)=e^{2 / 2}, \text { as } n \rightarrow \infty
$$

which is the m.g.f. of a standard normal variate. Hence by uniqueness theorem of m.g.f. $Z$ is asymptotically normal. In other words, standard $\chi^{2}$ variate teinds to standard normal variate as $n \rightarrow \infty$. Thus, $\boldsymbol{\chi}^{2}$-distribution tends to normal distribution for large d.f.

In practice for $n \geq 30$, the $\chi^{2}$-approximation to normal distribution is fairly good. So whenever $n \geq 30$, we use the normal probability tables for testing the significance of the value of $\chi^{2}$. That is why in the tables given in the Appendix; the significant values of $\chi^{2}$ have been tabulated till $n=30$ only.

Remark. For the distribution of, $\chi^{2}$-variate for large values of $n$; see Example 13.7 and also Remark 2 to § 13.7.1.
13.3.3. Characteristic Function of $\chi^{2}$-distribution.

If $X \sim \chi^{2}(n)$, then

$$
\begin{align*}
\phi_{\mathrm{X}}(t) & =E\{\exp (i J X)\}=\int_{0}^{\infty} \exp (i t x) f(x) d x \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{0}^{\infty} \exp \left\{-\left(\frac{1-2 i t}{2}\right) x\right\}(x)^{\frac{n}{2}-1} d x \\
& =(1-2 i t)^{-n / 2}
\end{align*}
$$

13.3.4. Mode and skewness of $\chi^{2}$-distribution.

Let $X \sim \chi^{2}{ }_{(n)}$, so that

$$
\begin{equation*}
f(x)=\frac{1}{2^{n / 2} \Gamma(n / 2)} e^{-x / 2} x^{(n / 2)-1}, 0 \leq x<\infty \tag{}
\end{equation*}
$$

Mode of the distribution is the solution of

$$
f^{\prime}(x)=0 \text { and } f^{\prime \prime}(x)<0
$$

Logarithmic differentiation w.r.t. $x$ in (*) gives:

$$
\begin{equation*}
\frac{f^{\prime}(x)}{f(x)}=0-\frac{1}{2}+\left(\frac{n}{2}-1\right) \cdot \frac{1}{x}=\frac{n-2-x}{2 x} \tag{13.5}
\end{equation*}
$$

Since $f(x) \neq 0, \quad f^{\prime}(x)=0 \Rightarrow x=n-2$
It can be easily seen that at the point, $x=(n-2), f^{\prime \prime}(x)<0$.
Hence mode of the chi-square distribution with $n$ d.f. is $(n-2)$.
Also Karl Pearson's coefficient of skewness is given by

$$
\begin{equation*}
\text { Skewness }=\frac{\text { Mean }- \text { Mode }}{\text { S.D: }}=\frac{n-(n-2)}{\sqrt{2 n}}=\sqrt{\frac{2}{n}} \tag{13.6}
\end{equation*}
$$

Since Pearson's coefficient of skewness is greater than zero for $n \geq 1$, the $\chi^{2}$-distribution is positively skewed. Further since skèwness is inversely proportional to the square root of d.f., it rapidly tends to symmetry as the d.f. increases and consequently as $n \rightarrow \infty$, the chi-square distribution tends to normal distribution.
13.3.5. Additive Property of $\chi^{2}$-variates. The sum of independent chi-square variates is also.a $\chi^{2}$-variate More precisely, if $X_{i,}(i=1,2, \ldots, k)$ are
$i ;$ dependent $\chi^{2}=$ variates with $n_{i}$ d.f. respectively, then the sum $\sum_{i=1}^{k} X_{i}$ is also a chi-square variate with $\sum_{i=1}^{k} n_{i} d . f$.

Proof. We have

$$
M_{X_{i}}(t)=(1-2 t)^{-n_{i} / 2} ; i=1,2, \ldots, k .
$$

The m.g.f. of the sum $\sum_{i=1}^{k} X_{i}$ is given by

$$
\begin{aligned}
& M_{\Sigma X_{i}(t)}=M_{X_{1}}(t) M_{X_{2}}(t) \ldots M_{X_{k}}(t) . \quad\left[\because X_{i} \text { 's are independent }\right] \\
& =(1-2 t)^{-n_{1}}{ }^{2}(1-2 t)^{-n_{2}} 2^{2} \ldots(1-2 t)^{-n_{k}} / 2 \\
& =(1-2 t)^{-\left(n_{1}+n_{2}+\ldots+n_{2}\right) / 2}
\end{aligned}
$$

which is the $m . g . f$. of a $\chi^{2}$-variate with $\left(n_{1}+n_{2}+\ldots+n_{k}\right) d . f$. Hence by uniqueness theorem of m.g.f.'s, $\sum_{i=1}^{k} X_{i}$ is a $\chi^{2}$-variate with $\sum_{i=1}^{k} n_{i} d . f$.

Remarks 1. Converse is also true, i.e., if $X_{i} ; i=1,2, \ldots, k$ are $\chi^{2}$-variates with $n_{i} ; i=1,2, \ldots, k d . f$. respectively and if $\sum_{i=1}^{k} X_{i}$ is a $\chi^{2}$-variate with $\sum_{i=1}^{k} n_{i}$ d.f., then $X_{i}$ 's are independent.
2. Another useful version of the converse is as follows:

If $X$ and $Y$ are independent non-negative variates such that $X+Y$ follows chi-square distribution with $n_{1}+n_{2}$ d.f. and if one of them, say, $X$ is a $\chi^{2}$ variate with $n_{1}$ d.f. then the other, viz.,Y, is a $\chi^{2}$-variate with $n_{2}$ d.f.

Proof. Since $X$ and $Y$ are independent variates, wo have

$$
\begin{aligned}
M_{X+Y}(t)= & M_{X}(t) M_{Y}(t) \\
\Rightarrow \quad(1-2 t)^{-\left(n_{1}+n_{2}\right) / 2}= & (1-2 t)^{-m_{1} / 2} \cdot M_{Y}(t) \\
& {\left[\because X+Y \sim \chi_{\left(m_{1}+n_{2}\right)}^{2} \text { and } X \sim \chi_{\left(m_{1}\right)}^{2}\right] } \\
\Rightarrow \quad & \quad M_{Y}(t)= \\
& (1-2 t)^{-m_{2} / 2}
\end{aligned}
$$

which is the m.g.f. of $\chi^{2}$-yariate with $n_{2}$ d.f. Hence by uniqueness theorem of m.g.f.'s, $Y \sim \chi^{2}{ }_{\left(m_{2}\right)}$
3. Still another form of the above theorem is "Cochran theorem" . which is as follows :

Let $X_{1}, X_{2}, \ldots, X_{n}$ be independently distributed as standard normal variates, i.e., $N(0,1)$. Let

$$
\sum_{i=1}^{n} X_{i}^{2}=Q_{1}+Q_{2}+\ldots+Q_{k}
$$

where each $Q_{i}$ is a sum of squares of linear combinations of $X_{1}, X_{2}, \ldots, X_{n}$ with $n_{i}$ degrees of freedom. Then if $n_{1}^{\prime}+n_{2}+\ldots+n_{k}=n$, the quantities $\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2} \ldots$, $Q_{k}$ are independent $\dot{\chi}^{2}$-variates with $n_{1}, n_{2}, \ldots, \dot{n}_{k}$ d.f. respectively.

13:4. Chi-square Probability Curve. We get from (13.5)

$$
f^{\prime}(x)=\left[\frac{n-2-\dot{x}}{2 x}\right] f(x)
$$

Since $x>0$ and $f(x)$ being p.d.f. is always non negative, we get from (13.7) :

$$
f^{\prime}(x)<0 \quad \text { if } \quad(n-2) \leq 0,
$$

for all values of $x$. Thus the $\chi^{2}$-probability ${ }^{\prime}$ curve for 1 and 2 degrees of freedom is monotonically decreasing.

When $n>2$,

$$
f^{\prime}(x)=\left\{\begin{array}{l}
>0, \text { if } x<(n-2) \\
=0, \text { if } x=n-2 \\
<0, \text { if } x>(n-2)
\end{array}\right.
$$

This implies that for $n>2, f(x)$ is monotonically increasing for $0<x<(n-2)$ and monotonically decreasing for $(n-2)<x<\infty$, while at $x=n-2$, it attains the maximum value.

For $n \geq 1$, as $x$ increases, $f(x)$ decreases rapidly and finally tends to zero as $x \rightarrow \infty$. Thus for $n>1$, the $\chi^{2}$-probability curve is positively skewed [c.f. (13.6)] towards higher values of $x$. Moreover, $x$-axis is an asymptote to the curje. The shape of the curve for $n=1,2,3, \ldots, 6$ is given below.


PROBABILLTY CURVE OF CHISQUARE DISTRIBUTION
Theorem 13.1. If $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are two independent $\chi^{2}$-variates with $n_{1}$ and $n_{2}$ d.f. respectively, then

$$
\frac{\chi_{1}^{2}}{\chi_{2}^{2}} \text { is a } \beta_{2}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right) \text { variate. }
$$

(Gauhati Univ. M.Sc., 1992)
Proof. Since $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are independent $\chi^{2}$-variates with $n_{1}$ and $n_{2}$ d.f. respectively, their joint probability differential is given by the compound probability theorem as

$$
\begin{aligned}
d P\left(\chi_{1}^{2}, \chi_{2}^{2}\right) & =d P_{1}\left(\chi_{1}^{2}\right) d P_{2}\left(\chi_{2}^{2}\right) \\
= & {\left[\frac{1}{2^{n_{1} / 2} \Gamma\left(n_{1} / 2\right)} \exp \left(-\chi_{1}^{2} / 2\right)\left(\chi_{1}^{2}\right)^{\left(n_{1} / 2\right)-1} d \chi_{1}^{2}\right] } \\
& \times\left[\frac{1}{2^{n / 2} \Gamma\left(n_{2} / 2\right)} \exp \left(-\chi_{2}^{2} / 2\right)\left(\chi_{2}^{2}\right)^{\left(n_{2} / 2\right)-1} d \chi_{2}^{2}\right] \\
= & \frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \exp \left[-\left(\chi_{1}^{2}+\chi_{2}^{2}\right) / 2\right] \\
& \times\left(\chi_{1}^{2}\right)^{\frac{n_{1}}{2}-1}\left(\chi_{2}^{2}\right)^{\frac{n_{2}}{2}-1} d \chi_{1}^{2} d \chi_{2}^{2}, 0 \leq\left(\chi_{1}^{2}, \chi_{2}^{2}\right)<\infty
\end{aligned}
$$

Let us make the transformation :

$$
\begin{aligned}
u & =\chi_{1}^{2} / \chi_{2}^{2} & & \text { and } & v & =\chi_{2}^{2} \\
\text { so that } \chi_{1}^{2} & =u v & & \text { and } & \chi_{2}^{2} & =v
\end{aligned}
$$

Jacobian of transformation $J$ is given by

$$
J=\frac{\partial\left(\chi_{1}^{2}, \chi_{2}^{2}\right)}{\partial(u, v)}=\left|\begin{array}{cc}
\cdot v & u \\
0 & 1
\end{array}\right|=v
$$

Thus the joint distribution of random variables $U$ and $V$ becomes

$$
\begin{aligned}
& d G(u, v)=\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \exp \{-(1+u) v / 2\} \\
& \left.\times(u v)^{\frac{n_{1}}{2}-1} v^{\frac{n_{2}}{2}-1} U \right\rvert\, d u d \dot{v} \text {, } \\
& =\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \exp \{-(1+u) \nu / 2\} \\
& \times u^{\frac{n_{1}}{2}-1} v^{\frac{n_{1}+n_{2}}{2}-1} d u d v, 0 \leq(u, v)<\infty
\end{aligned}
$$

Integrating w.r.t. $v$ over the range 0 to $\infty$, we get the marginal distribution of $U$ as : $d G_{1}(u)=\int_{0}^{\infty} d G(u, v)$

$$
\begin{aligned}
\left.=\frac{1}{\left.2^{\left(n_{1}+n_{2}\right) / 2 \Gamma( } n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)}\right) & u^{\left(n_{1} / 2\right)-1} \cdot d i \\
& \times \int_{0}^{\infty} \exp \left\{-\left(\frac{1+u}{2}\right) v\right\} v^{\left[\left(n_{1}+n_{2}\right) / 2\right]-1} d v
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{u^{\left(n_{1} / 2\right)-1}}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \cdot \frac{\Gamma\left[\left(n_{1}+n_{2}\right) / 2\right]}{[(1+u) / 2]^{\left(n_{1}+n_{2}\right) / 2}} d u \\
& =\frac{1}{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)} \cdot \frac{u^{\left(n_{1} / 2\right)-1}}{[+u]^{\left(n_{1}+n_{2}\right) / 2}} d u, 0 \leq u<\infty
\end{aligned}
$$

Hence $\quad U=\frac{\chi_{1}{ }^{2}}{\chi_{2}{ }^{2}}$ is a $\beta_{2}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$ variate.
Theorem 13-2. If $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are independent $\chi^{2}$-variates with $n_{1}$ and $n_{2}$ d.f. respectively, then

$$
U=\frac{\chi_{1}^{2}}{\chi_{1}^{2}+\chi_{2}^{2}} \text { and } V=\chi_{1}^{2}+\chi_{2}^{2}
$$

are independently distributed, $U$ as a $\beta_{1}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$ variate and $V$ as $a \chi^{2}$ variate with $\left(n_{1}+n_{2}\right) d . f$.

Proof. As the Theorem 13•1, we have

$$
\left.\begin{array}{rl}
d P\left(\chi_{1}^{2}, \chi_{2}^{2}\right)= & \frac{1}{2^{\left(n_{1}+n_{3}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)}
\end{array} \quad \exp \left\{-\left(\chi_{1}^{2}+\chi_{2}^{2}\right) / 2\right\}\right)
$$

Let us transform to $u$ and $v$ defined as follows:

$$
u=\frac{x_{1}^{2}}{x_{1}^{2}+\chi_{2}^{2}} \text { and } v=\chi_{1}^{2}+\chi_{2}^{2}
$$

so that $\chi_{1}^{2}=u v$ and $\chi_{2}^{2}=v-\chi_{1}^{2}=(1-u) v$
As $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ both range from 0 to $\infty ; u$ ranges from 0 to 1 and $v$ from 0 to $\infty$.

Jacobian of transformation $J$ is

$$
\begin{aligned}
& J=\left|\begin{array}{cc}
v & u \\
-v & 1-u
\end{array}\right|=v \\
& \therefore d G(u, v)=\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \exp (-v / 2)(u v)^{\left(n_{1} / 2\right)-1} \\
& \times[(1-u) v]^{\left(n_{2} / 2\right)-1}|J| d u d v \\
&=\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} u^{\left(n_{1} / 2\right)-1}(1-u)^{\left(n_{2} / 2\right)-1} \\
& \times \exp (-v / 2) . v^{\left(\left(n_{1}+n_{2}\right) / 2\right)-1} d u d v \\
&=\left[\frac{\Gamma\left(\left(n_{1}+n_{2}\right) / 2\right)}{\Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} u^{\left(n_{1} / 2\right)-1}(1-u)^{\left(n_{2} / 2\right)-1} d u\right] \\
& \times\left[\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma\left(\left(n_{1}+n_{2}\right) / 2\right\}} \exp (-v / 2) v^{\left(\left(n_{1}+n_{2}\right) / 2\right)-1} d v\right]
\end{aligned}
$$

Since the joint probability differencial of $U$ and $V$ is the product of their respective probability differentials, $U$ and $V$ are independentiy distributed, with

$$
d G_{1}(u)=\frac{1}{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)} u^{\left(n_{1} / 2\right)-1}(1-u)^{\left(n_{2} / 2\right)-1} d u, 0 \leq \dot{u} \leq 1
$$

and

$$
d G_{2}(v)=\frac{1}{2^{\left(n_{1}+n_{2}\right) / 2} \Gamma \cdot\left\{\left(n_{1}+n_{2}\right) / 2\right\}} \exp (-v / 2) v^{\left(\left(n_{1}+n_{2}\right) / 2\right\}-1} \cdot d v
$$

$$
0 \leq v<\infty
$$

i.e., $U$ as a $\beta_{1}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$ variate and $V$ as a $\chi^{2}$-variate with $\left(n_{1}+n_{2}\right)$ d.f

Remark. The results in Theorems 13.1 and 13.2 can be summarised as follows:

If $X \sim \chi_{\left(n_{1}\right)}^{2}$ and $Y \sim \chi_{\left(n_{2}\right)}^{2}$ are independent chi-square variates then:
(i) $X+Y \sim \chi^{2}{ }_{\left(n_{1}+n_{2}\right)}$ i.e., the sum of two independent chi-square variates is also a chi-square variate.
(ii) $\frac{X}{Y} \sim \beta_{2}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$ i.e., the ratio of two independent chi-square variates is a $\beta_{2}$-variate.
(iii) $\frac{X}{X+Y} \sim \beta_{1}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$

Theorem 13.3. In a random and large sample,

$$
\chi^{2}=\sum_{i=1}^{k}\left[\frac{\left(n_{i}-n \ddot{p}_{i}\right)^{2}}{n p_{i}}\right] .
$$

follows chi-square distribution approximately with $(k-1)$ degrees of freedom, where $n_{i}$ is the observed frequency and $n p_{i}$ is the corresponding expected frequency of the ith class, $(i=1,2, \ldots, k), \sum_{i=1}^{k} n_{i}=n$.

Proof. Let us consider a random sample of size $n$, whose members are distributed at random in $k$ classes or cells. Let $p_{i}$ be the probability that sample observation will fall in the $i$ th cell, $(i=1,2, \ldots, k)$. Then the probability $P$ of there being $n_{i}$ members in the $i$ th cell, $(i=1,2, \ldots, k)$ respectively is given by the multinomial probability law, by the expression

$$
P=\frac{n!}{n_{1}!n_{2}!\ldots n_{k}!} p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{k}^{n_{1}}
$$

where $\sum_{i=1}^{k} n_{i}=n$ and $\sum_{i=1}^{k} p_{i}=1$.

If $n$ is sufficiently large so that $n_{i},(i=1,2, \ldots, k)$ are not small then using Stirling's approximation to factorials for large $n$, viz.,

$$
\begin{aligned}
\lim _{n \rightarrow \infty}(n!) & \approx \sqrt{2 \pi} e^{-n} n^{n+\frac{1}{2}}, \text { we get } \\
P & \approx \frac{\sqrt{2 \pi} e^{-n} n^{n+\frac{1}{2}}}{(\sqrt{2 \pi})^{k} e^{-\left(n_{1}+n_{2}+\ldots+n_{k}\right)} \times \frac{p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{k}^{n_{k}}}{n_{1}^{n_{1}+\frac{1}{2}} n_{2}^{n_{2}+\frac{1}{2} \ldots n_{k}{ }^{n}+\frac{1}{2}}}} \begin{aligned}
& e^{-n} n^{n+\frac{1}{2}}\left(\frac{n p_{1}}{n_{1}}\right)^{n_{1}+\frac{1}{2}}\left(\frac{n p_{2}}{n_{2}}\right)^{n_{2}+\frac{1}{2}} \ldots\left(\frac{n p_{k}}{n_{k}}\right)^{n_{k}+\frac{1}{2}} \\
& \approx \frac{(\sqrt{2 \pi})^{k-1} e^{-n} n^{n_{1}+n_{2}+\ldots+n_{k}+(k / 2)}\left(p_{1} p_{2} \ldots p_{k}\right)^{1 / 2}}{\left(\frac{n p_{i}}{n_{i}}\right)^{n+\frac{1}{2}}}
\end{aligned} .
\end{aligned}
$$

$$
\text { where } C=\frac{1}{(2 \pi)^{(k-1) / 2} n^{(k-1) / 2}\left(p_{1} p_{2} \ldots p_{k}\right)^{1 / 2}}
$$

is a constant independent of $n_{i}$ 's.

$$
\begin{align*}
\therefore \quad \log P & \approx \log C+\sum_{i=1}^{k}\left(n_{i}+\frac{1}{2}\right) \log \left(\frac{n p_{i}}{n_{i}}\right) \\
\Rightarrow \quad \log (P / C) & \approx \sum_{i=1}^{k}\left(n_{i}+\frac{1}{2}\right) \log \left(\frac{\lambda_{i}}{n_{i}}\right), \tag{}
\end{align*}
$$

where $\lambda_{i}=n p_{i}$ is the expected frequency for the $i$ th cell, i.e.,

$$
E\left(n_{i}\right)=n p_{i}=\lambda_{i},(i=1,2, \ldots, k) .
$$

Let us define

$$
\begin{equation*}
\xi_{i}=\frac{n_{i}-\lambda_{i}}{\sqrt{\lambda_{i}}} \tag{}
\end{equation*}
$$

so that $n_{i}-\lambda_{i}=\xi_{i} \sqrt{\lambda_{i}} \Rightarrow n_{i}=\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}$
Substituting in (*), we get

$$
\begin{aligned}
\log (P / C) & \approx \sum_{i=1}^{k}\left(\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}+\frac{1}{2}\right) \log \left[\frac{\lambda_{i}}{\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}}\right] \\
& =\sum_{i=1}^{k}\left(\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}+\frac{1}{2}\right) \log \left[1 /\left\{1+\xi_{i} / \sqrt{\lambda_{i}}\right]\right] \\
& =-\sum_{i=1}^{k}\left(\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}+\frac{1}{2}\right) \log \left\{1+\left(\xi_{i} / \sqrt{\lambda_{i}}\right)\right\}
\end{aligned}
$$

If we assume that $\xi_{i}$ is small compared with $\lambda_{i}$, the expansion of $\log 1+\left(\xi_{i} / \sqrt{\lambda_{i}}\right)$ in ascending powers of $\xi_{i} / \sqrt{\lambda_{i}}$ is valid.

$$
\begin{aligned}
\therefore \quad \log P / C & \approx-\sum_{i=1}^{k}\left(\lambda_{i}+\xi_{i} \sqrt{\lambda_{i}}+\frac{1}{2} \lambda_{i}\right)\left[\frac{\xi_{i}}{\sqrt{\lambda_{i}}}-\frac{1}{2} \frac{\xi_{i}^{2}}{\lambda_{i}}+O\left(1 / \lambda_{i}^{3 / 2}\right)\right] \\
& \approx-\sum_{i=1}^{k}\left[\xi_{i} \sqrt{\lambda_{i}}-\frac{1}{2} \xi_{i}^{2}+\xi_{i}^{2}+O\left(\lambda_{i}^{-1 / 2}\right)\right]
\end{aligned}
$$

neglecting higher powers of $\xi_{i} / \sqrt{\lambda_{i}}$ if $\xi_{i}$ is small compred with $\boldsymbol{\lambda}_{i}$.
Since $n$ is large, so is $\lambda_{i}=n p_{i}$. Hence $O\left(\lambda_{i}^{-1 / 2}\right) \rightarrow 0$ for large $n$.
Also

$$
\begin{aligned}
& 0 \quad \sum_{i=1}^{k} \xi_{i} \sqrt{\lambda_{i}}=\sum_{i=1}^{k}\left(n_{i}-\lambda_{i}\right)=\sum_{i=1}^{k} n_{i}-\sum_{i=1}^{k} \lambda_{i} \\
&=\sum_{i=1}^{k} n_{i}-n \sum_{i=1}^{k} p_{i}=n-n=0 \quad\left(\because \sum n_{i}=n, \sum p_{i}=1\right) \\
& \therefore \quad \log (P / C) \approx-\left[\sum_{i=1}^{k} \xi_{i} \sqrt{\lambda_{i}}+\frac{1}{2} \sum_{i=1}^{k} \xi_{i}^{2}+O\left(\lambda_{i}^{-1 / 2}\right)\right] \approx-\frac{1}{2} \sum_{i=1}^{k} \xi_{i}^{2} \\
& \Rightarrow \quad P \approx C \exp \left(-\frac{1}{2} \sum_{i=1}^{k} \xi_{i}^{2}\right) .
\end{aligned}
$$

which shows that $\xi_{i},(i=1,2, \ldots, k)$ are distributed as independent standard normal variates.

Hence

$$
\sum_{i=1}^{k} \xi_{i}^{2}=\sum_{i=1}^{k}\left[\frac{\left(n_{i}-\lambda_{i}\right)^{2}}{\lambda_{i}}\right]
$$

being the sum of the squares of $k$ independent standard normal variates is a $\chi^{2}$ variate with $(k-1)$ d.f., one d.f. being lost because of the linear constraint

$$
\begin{equation*}
\sum_{i=1}^{k} \xi_{i} \sqrt{\lambda_{i}}=\Sigma\left(n_{i}-\lambda_{i}\right)=0 \Rightarrow \sum_{i=1}^{k} n_{i}=\sum_{i=1}^{k} \lambda_{i} \tag{}
\end{equation*}
$$

Remarks 1. If $O_{i}$ and $E_{i}(i=1,2, \ldots, k)$, be a set of observed and expected frequencies, then

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{k}\left[\frac{\left(O_{i}-E_{i}\right)^{2}}{E_{i}}\right] \cdot\left(\sum_{i=1}^{k} O_{i}=\sum_{i=1}^{k} E_{i}\right) \tag{13-8a}
\end{equation*}
$$

follows chi-square distribution with $(k-1)$ d.f
Another convenient form of this formula is as follows:

$$
\begin{aligned}
\chi^{2} & =\sum_{i=1}^{k}\left(\frac{O_{i}^{2}+E_{i}^{2}-2 O_{i} E_{i}}{E_{i}}\right)=\sum_{i=1}^{k}\left(\frac{O_{i}^{2}}{E_{i}}+E_{i}-2 O_{i}\right) \\
& =\sum_{i=1}^{k}\left(\frac{O_{i}^{2}}{E_{i}}\right)+\sum_{i=1}^{k} E_{i}-2 \sum_{i=1}^{k} O_{i}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{i=1}^{k}\left(\frac{O_{i}^{2}}{E_{i}{ }^{\prime}}\right)-N \tag{13.8b}
\end{equation*}
$$

where $\sum_{i=1}^{k} O_{i}=\sum_{i=1}^{k} E_{i}=N$ (say), is the total frequency.
2. Conditions for the Validity of $\chi^{2-t e s t .} \chi^{2}$-test is an approximate test for large values of $n$. For the validity of chi-square test of 'goodness of fit' between theory and experiment, the following conditions must be satisfied:
(i) The sample observations should be independent.
(ii) Constraints on the cell frequenciès, if any, should be linear, e.g., $\sum n_{i}=\sum \lambda_{i}$ or $\sum O_{i}=\sum E_{i}$.
(iii) $N$, the total frequency should be reasonably large, say, greater than 50.
(iv) No theoretical cell frequency should be less than 5 . (The chi square distribútion is essentially a continuous distribution but it cannot maintain its character of continuity if cell frequency is less than 5): If any theoretical cell frequency is less than 5 , then for the application of $\chi^{2}$-test, it is pooled with the preceding or succeeding.frequency so that the pooled-frequency is more than 5 and finally adjust for the d.f. lost in pooling.
3. It may be noted that the $\chi^{2}$-test depends only on the set of observed and expected frequencies and on degrees of freedom (d.f.). It does not make any assumptions regarding the parent population from which the observations are taken. Since $\chi^{2}$ defined in (13.8) does not involve any population parameters, it is termed as a statistic and the test is known as. Non-Parametric Test or Distribution-Free Test.
4. Critical Values. Let $\chi_{n}{ }^{2}(\alpha)$ denote the value of chi-square for n.d.f. such that the area to the right of this point is $\alpha$, i.e.,

$$
P\left[\chi^{2}>\chi_{n}^{2}(\alpha)\right]=\alpha
$$
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The value $\chi_{n}{ }^{2}(\alpha)$ defined in (13.8c) is known as the upper (right-tailed) $\alpha$-point or Critical Value or Significant Value of chi-square for $n d . f$. and has been tabulated for different values of $n$ and $\alpha$ in Table VI in the Appendix at the end of the book.' From these tables we observe that the critical values of $\boldsymbol{\chi}^{2}$ increase as $n$ (d.f.) increases and level of significance ( $\alpha$ ) decreases.

The critical values for left-tailed test or two tailed tests can be obtained from the above table, as discussed in Remark 1 to § 16.7.4.
13.6. Linear Transformation. Let us suppose that the given set of variables $\mathrm{X}^{\prime}=\left(x_{1}, x_{2}, \ldots x_{n}\right)$ is transformed to a new set of variables $\mathbf{Y}^{\prime}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ by means of the linear transformation :

$$
\left.\begin{array}{l}
y_{1}=a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n}  \tag{13.9}\\
y_{2 j}=a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n} \\
\vdots \\
y_{n}=a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n}
\end{array}\right] .
$$

In matrix notation, this svstem of linear equations can be expressed symbolically as

$$
\text { where } \quad \mathbf{Y}=\left(\begin{array}{c}
\mathbf{Y}=\mathbf{A X} \\
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right), \mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right), \mathbf{A}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & \vdots & \vdots \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right)
$$

From matrix theory, we know that the system (13-10) has a unique solution iff $|\mathbf{A}| \neq 0$. In other words, we can express $\mathbf{X}$ uniquely. in terms $\mathbf{Y}$ if $\mathbf{A}$ is nonsingular and the solution is given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{A}^{-1} \mathbf{Y} \tag{13-10a}
\end{equation*}
$$

where $\dot{\mathbf{A}}^{-1}$ is the inverse of the square matrix $\mathbf{A}$.
The linear transformation defined in (13.9) or (13.10) is said to be orthogonal if

$$
\begin{array}{ll} 
& \mathbf{X}^{\prime} \mathbf{X}=\mathbf{Y}^{\prime} \mathbf{Y} \\
\Rightarrow & \mathbf{X}^{\prime} \mathbf{X}=(\mathbf{A X})^{\prime} \mathbf{A X}=\mathbf{X}^{\prime}\left(\mathbf{A}^{\prime} \mathbf{A}\right) \mathbf{X} \\
\Rightarrow & \mathbf{A}^{\prime} \mathbf{A}=\mathbf{I}_{\boldsymbol{n}} \tag{13.11a}
\end{array}
$$

$\Rightarrow \quad \mathbf{A}$ is an orthogonal matrix.
More elaborately

$$
X^{\prime} \mathbf{X}=\mathbf{Y}^{\prime} \mathbf{Y}
$$

$$
\begin{equation*}
\Rightarrow \quad \sum_{i=1}^{n} x_{i}^{2}=\sum_{i=1}^{n} y_{i}^{2}=\sum_{i=1}^{n}\left(a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n}\right)^{2} \tag{*}
\end{equation*}
$$

for every set of variables, $\left(x_{1}, x_{2}, \ldots, x_{\boldsymbol{i}}\right)$.
If we write $\delta_{i j}=\sum_{k=1}^{n} a_{i k} a_{k j},(i, j=1,2, \ldots, n)$, then $\left.{ }^{*}\right)$ implies that $\delta_{i j}$ is a Kronecker delta so that

$$
\delta_{i j}=\left\{\begin{array}{c}
1, i=j  \tag{13.11b}\\
0, i \neq j
\end{array}\right.
$$

whence it follows that $\mathbf{A}$ is an ortiogonal matrix.

Linear Orthogonal Transformation. Def.: A linear transformation $\mathbf{Y}=\mathbf{A X}$, is said to be otthogonal if $\mathbf{A}$ is an orthogonal matrix.

Remarks 1. It is very easy to verify the equivalence of the following two definitions of an orthogonal matrix.

Def. 1. A square matrix $A(n \times n)$ is said to be orthogonal if $A^{\prime} A=A A^{\prime}=I_{n}$.

Def. 2. A square matrix $\mathbf{A}$ is said to be orthogonal if the transformation $Y=A X$ transforms $X^{\prime} X$ to $Y^{\prime} Y$.
2. If $Y=A X$ is an orthogonal transformation, then $Y^{\prime} Y=X^{\prime} X$ and $A^{\prime} A=A A^{\prime}=I_{n}$.

Theorem 13-4. (Fisher's Lemma). If $X_{i},(i=1,2, \ldots, n)$ are independẹnt $N\left(0, \sigma^{2}\right)$ and they are transformed to a new set of variables $Y_{i},(i=1,2, \ldots, n)$, by means of a linear orthogonal transformation, then $Y_{i,}(i=1,2, \ldots, n)$ are also independent $N\left(0, \sigma^{2}\right)$.

Proof. Let the linear orthogonal transformation be

$$
\mathbf{Y}=\mathbf{A X} \quad \text { so that } \quad \mathbf{Y}^{\prime} \mathbf{Y}=\mathbf{X}^{\prime} \mathbf{X} \text { and } \mathbf{A}^{\prime} \mathbf{A}=\mathbf{I}_{n}
$$

Since $X_{i},(i=1,2, \ldots, n)$ are independent $N\left(0, \sigma^{2}\right)$, their joint density function is given by

$$
\begin{aligned}
f\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \cdot \exp \left(-\sum_{i=1}^{n} x_{i}^{2} / 2 \sigma^{2}\right),-\infty<\left(x_{1}, x_{2}, \ldots, x_{n}\right)<\infty \\
& =\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left(-X^{\prime} X / 2 \sigma^{2}\right)
\end{aligned}
$$

The joint density of $\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ becomes
where

$$
g\left(y_{1} ; y_{2}, \ldots, y_{n}\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left(-Y^{\prime} Y / \sigma^{2}\right)|j|
$$

$$
\frac{1}{J}=\frac{\partial\left(y_{1}, y_{2}, \ldots, y_{n}\right)}{\partial\left(x_{1}, x_{2}, \ldots, x_{n}\right)}=|A|
$$

Hence $Y_{i},(i=1,2, \ldots, n)$ are independerit $N\left(0, \sigma^{2}\right)$.

$$
\begin{aligned}
& \text { Now } \\
& \Rightarrow \\
& A^{\prime} A=I_{n} \\
& \Rightarrow \quad\left|A^{\prime} A\right|=\left|I_{n}\right|=1 \\
& \Rightarrow \quad .\left|\mathbf{A}^{\prime}\right||\mathbf{A}|=1 \\
& \Rightarrow \quad|A|^{2}=1 \quad\left(\because\left|A^{\prime}\right|=|A|\right) \\
& \Rightarrow \quad|A|= \pm 1 \\
& \therefore \quad|J|=| \pm 1|=1 \text {. } \\
& \therefore \quad g\left(y_{1}^{\prime}, y_{2}, \ldots, y_{n}\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left(-Y^{\prime} Y / 2 \sigma^{2}\right) \\
& =\prod_{i=1}^{n} \cdot\left[\frac{{ }_{1}}{[\sigma \sqrt{2 \pi}} \exp \left(-y_{i}^{2} / 2 \sigma^{2}\right)_{,}\right]
\end{aligned}
$$

Theorem 13.5. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a normal population with mean $\mu$ and variance $\sigma^{2}$. Then
(i) $\bar{X} \sim N\left(\mu, \sigma^{2} / n\right)$,
(ii) $\sum_{i=1}^{n}\left(\frac{X_{i}-\bar{X}}{\sigma}\right)^{2}$ is a $\chi^{2}$-variate with $(n-1)$ d.f., and
(iii) $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ and $\frac{n s^{2}}{\sigma^{2}}=\sum_{i=1}^{n}\left(\frac{X_{i}-\bar{X}}{\sigma}\right)^{2}$ are independently distributed.
[Delhi Univ. B.Sc. (Maths Hons.) 1987; Sardar Patel Univ. B.Sc. 1992]
Proof. The joint probability differential of $X_{1}, X_{2}, \ldots, X_{n}$ is given by $d P\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \cdot \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}\right] d x_{1} d x_{2} \ldots d x_{n}$; $-\infty<\left(x_{1}, x_{2}, \ldots, x_{n}\right)<\infty$
Let us transform to the variables $Y_{i},(i=1,2, \ldots, n)$ by means of a linear orthogonal transformation $(\mathbf{Y}=\mathbf{A X})$ (c.f. § 13.6, page 13.16).

Let us choose in particular

$$
\begin{align*}
a_{11} & =a_{12}=\ldots=a_{1 n}=1 / \sqrt{n} \\
\Rightarrow \quad y_{1} & =\frac{1}{\sqrt{n}}\left(x_{1}+x_{2}+\ldots+x_{n}\right)=\sqrt{n} \bar{x} \tag{}
\end{align*}
$$

(It can be easily seen that the above choice of $a_{11}, a_{12}, \ldots, a_{1 n}$ satisfies the condition of orthogonality; viz., $\sum_{i=1}^{n} a_{i j}^{2}=1$ ).

Since the transformation is orthogonal, we have

$$
\begin{align*}
\sum_{i=1}^{n} y_{i}{ }^{2} & =\sum_{i=1}^{n} x_{i}{ }^{2}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}+n \bar{x}^{2} \\
& =\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}+y_{1}{ }^{2}  \tag{*}\\
\Rightarrow \quad \sum_{i=2}^{n} y_{i}{ }^{2} & =\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} \tag{**}
\end{align*}
$$

Also

$$
\begin{align*}
\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2} & =\sum_{i=1}^{n}\left(x_{i}-\bar{x}+\bar{x}-\mu\right)^{2}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}+n(\bar{x}-\mu)^{2} \\
& =\sum_{i=2}^{n} y_{i}{ }^{2}+n(\bar{x}-\mu)^{2} \tag{**}
\end{align*}
$$

As in Theorem i3.4, the Jacobian of transformation $J= \pm 1$.
Thus the joint density function of $X_{1}, X_{2}, \ldots, X_{n}$ transforms to

$$
\begin{array}{r}
d G\left(y_{1}, y_{2}, \ldots, y_{n}\right)= \\
\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{i=2}^{n} y_{i^{2}}^{2}+n(\bar{x}-\mu)^{2}\right\}\right] \\
= \\
\times|J| d y_{1} d y_{2} \ldots d y_{n} \\
\left.\sqrt{2 \pi(\sigma / \sqrt{n})} \exp \left\{-\frac{n}{2 \sigma^{2}}(\bar{\lambda}-\mu)^{2}\right\} d \bar{x}\right] \\
\\
\times\left[\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n-1} \exp \left\{-\sum_{i=2}^{n} \frac{y_{i}^{2}}{2 \sigma^{2}}\right\} d y_{2} d y_{3} \ldots d y_{n}\right] \\
\left(\because d y_{1}=\sqrt{n} d \bar{x}\right)
\end{array}
$$

Thus $\bar{X}$ and $\sum_{i=2}^{n} Y_{i}{ }^{2}=\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}=n s^{2}$, (where $s^{2}$ is the sample variance), are independently distributed, which establishes part (iii) of the Theorem: Moreover $\bar{X} \sim N\left(\mu, \sigma^{2} / n\right)$ and $Y_{i},(i=1,2,3, \ldots, n)$ are independent $N\left(0, \sigma^{2}\right)$. Hence

$$
\sum_{i=2}^{n} \frac{Y_{i}^{2}}{\sigma^{2}}=\sum_{i=1}^{n}\left(\frac{X_{i}-\bar{X}}{\sigma}\right)^{2}
$$

being the sum of squares of $(n-1)$ independent standard normal variates is distributed as $\chi^{2}$-variate with $(n-1)$ d:f.
Aliter. The alternative proof of the above Theorem is based on the use of m.g.f.'s and is given below.

We shall first prove that :

$$
\begin{equation*}
\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i} \text { and } X_{i}-\bar{X}, i=1,2, \ldots n \tag{i}
\end{equation*}
$$

are independently distributed.
The joint m.g.f. of $\bar{X}$ and $\left(X_{i}-\bar{X}\right)$ is given by :

$$
\begin{aligned}
M\left(t_{1}, t_{2}\right) & =E\left[e^{t_{1} \bar{X}+t_{2}\left(X_{i}-\bar{X}\right)}\right]=E\left[e^{\left(t_{1}-t_{2}\right) \dot{\bar{X}}+t_{2} X_{i}}\right] \\
& =E\left[\exp \left\{\frac{t_{1}-t_{2}}{n} \cdot \sum_{i=1}^{n} X_{i}+t_{2} X_{i}\right\}\right] \\
& =E\left[\exp \left\{\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right) X_{i}+\frac{t_{1}-t_{2}}{n} \sum_{\substack{j=1 \\
(\neq i)}}^{n} X_{j}\right\}\right]
\end{aligned}
$$

$$
\begin{equation*}
=E\left[\exp \left\{\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right) x_{i}\right\}\right] \cdot E\left[\exp \left(\frac{t_{1}-t_{2}}{n} \sum_{\substack{j=1 \\(j \neq i)}}^{n} x_{j}\right)\right] \tag{ii}
\end{equation*}
$$

( $\because X_{1}, X_{2}, \ldots, X_{n}$ are independent)
Now $\quad U=\sum_{\substack{j=1 \\(j i)}}^{n} X_{j}$, being the sum of $(n-1)$ i.i.d. $N\left(\mu, \sigma^{2}\right)$ variates is a $N\left\{(n-1) \mu,(n-1) \sigma^{2}\right\}$ variate.

$$
\begin{equation*}
\therefore \quad M_{U}(t)=\exp \left[t \cdot(n-1) \mu+t^{2} \cdot(n-1) \sigma^{2} / 2\right] \tag{iii}
\end{equation*}
$$

Hence

$$
\begin{align*}
& E\left[\exp \left\{\left[\frac{t_{1}-t_{2}}{n} \sum_{\substack{j=1 \\
j=i)}}^{n} X_{j}\right\}\right]=E\left[\exp \left(\frac{t_{1}-t_{2}}{n} \cdot U\right)\right]\right. \\
& \quad=M_{I J}\left[\left(t_{1}-t_{2}\right) / n\right] \\
& \quad=\exp \left[\left(\frac{t_{1}-t_{2}}{n}\right)(n-1) \mu+\left(\frac{t_{1}-t_{2}}{n}\right)^{2}(n-1) \frac{\sigma^{2}}{2}\right] \tag{iv}
\end{align*}
$$

[On using (iii)]
and $E\left[\exp \left\{\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right) X_{i}\right\}\right]=M_{X_{i}}\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right)$

$$
\begin{gather*}
=\exp _{i}\left[\cdot\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right) \mu+\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right)^{2} \frac{\sigma^{2}}{2}\right] \\
{\left[\because X_{i} \sim N\left(\mu, \sigma^{2}\right)\right]} \tag{v}
\end{gather*}
$$

Substituting from (iv) and ( $v$ ) in (ii), we get

$$
\begin{align*}
M\left(t_{1}, t_{2}\right)= & \exp \left[\left\{\left(\frac{t_{1}-t_{2}}{n}\right)\left(n^{\prime}-1\right)+\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right)\right\} \mu\right] . \\
& \times \exp \left[\cdot\left\{\left(\frac{t_{1}-t_{2}}{n-1}\right)^{2} \cdot(n-1)+\left(\frac{t_{1}-t_{2}}{n}+t_{2}\right)^{2}\right\} \frac{\sigma^{2}}{2}\right] \\
= & \exp \left[t_{1} \mu+\frac{1}{2} t_{1}^{2 \cdot} \cdot\left(\frac{\dot{\sigma}^{2}}{n}\right)\right] \times \exp \left[\frac{1}{2} t_{2}^{2}\left(\frac{n-1}{n}\right) \sigma^{2}\right] \\
= & M\left(t_{1}\right) \cdot M\left(t_{2}\right)+: \tag{vi}
\end{align*}
$$

$\Rightarrow \quad(a), \bar{X}$ and $X_{i}-\bar{X} ; i=1,2, \ldots, n$ are independently distributed
and
(b) $\bar{X} \sim N_{-}\left(\mu, \dot{\sigma}^{2} / n\right) \quad, i$,
and

$$
\begin{equation*}
{ }^{\imath} X_{i}-\bar{X} \sim N\left(0, \frac{n-1}{n} \sigma^{2}\right) \tag{vii}
\end{equation*}
$$

Since $\bar{X}$ and $\bar{X}_{i}-\bar{X} ; i=1,2, \ldots, n$ are independently distributed,

$$
\begin{equation*}
\bar{X} \quad \text { and } \quad s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2} \tag{viiia}
\end{equation*}
$$

are independently distributed.
To derive the distribution of $s^{2}$, we note that:

$$
\begin{aligned}
\sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2} & =\sum_{i=1}^{n}\left(x_{i}-\bar{X}+\bar{X}-\dot{\mu}\right)^{2} \\
& =\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}+n(\bar{X}-\mu)^{2}
\end{aligned}
$$

the product term vanishes since $\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)=0$.

$$
\begin{array}{cc}
\therefore & \sum_{i=1}^{n}\left(\frac{X_{i}-\mu}{\sigma}\right)^{2}=\sum_{i=1}^{n} \frac{\left(X_{i}-\bar{X}\right)^{2}}{\sigma^{2}}+\left[\frac{\bar{X}-\mu}{\sigma / \sqrt{n}}\right]^{2} \\
\Rightarrow & V=W+Z, \tag{ixa}
\end{array}
$$

where $V=\sum_{i=1}^{n}\left(\frac{X_{i}-\mu}{\sigma}\right)^{2}$, being the sum of squares of $n$ independent standard normal variates is a $\chi^{2}{ }_{(n)}$ variate. Hence

$$
\begin{equation*}
M_{V}(t)=(1-2 t)^{-n / 2} ;|t|<1 / 2, \tag{x}
\end{equation*}
$$

Also $\quad \bar{X} \approx N\left(\mu_{;} \sigma^{2} / n\right) \Rightarrow \frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N^{\circ}(0,1) \quad$,

$$
\begin{array}{ll}
\therefore & - \\
\Rightarrow & Z=\left[\frac{\ddot{\bar{x}}-\mu}{\sigma / \sqrt{n}}\right]^{2} \sim \chi^{2}(\dot{(i)}  \tag{xi}\\
\Rightarrow & M_{Z}(t)=(1-2 t)^{-1 / 2}
\end{array}
$$

Further, since $\bar{X}$ and $s^{2}$ are independent, [see viii (a)], $\dddot{W}$ ànd $Z$ are independently distributed.

$$
\begin{aligned}
& \therefore \quad M_{V}(t)=M_{W+Z}(t)=M_{W}(t) . M_{Z_{Z}}(t) \\
& \text { ( } \because W \text { and } Z \text { are independent). } \\
& \Rightarrow \quad(1-2 t)^{-a / 2}=M_{W}(t) \cdot(1-2 t)^{-1 / 2} \quad[\text { From }(x) \text { and }(x i)] \\
& \Rightarrow \quad M_{W}(t)=(1-2 t)^{-\left(n^{i}-1\right) / 2},|t|<1 / 2
\end{aligned}
$$

which is the m.g.f. of $\chi^{2}$-variate with ( $n-1$ ) d.f. Hence by uniqueness theorem' of m.g.f.

$$
\begin{equation*}
W=\sum_{i=1}^{n} \frac{\left(X_{i}-\bar{X}\right)^{2}}{\sigma^{2}}=\frac{n s^{2}}{\sigma^{2}} \sim \chi^{2}(n-1) \tag{xii}
\end{equation*}
$$

Remarks 1. p.d.f. of the sample variance $s^{2}=n^{-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}$.
Since

$$
\sum_{i=1}^{n}\left(\frac{X_{i}-\bar{X}}{\sigma}\right)^{2}=n s^{2} / \sigma^{2}
$$

is a $\chi^{2}$-variate with $(n-1)$ d.f., we have
i

$$
\begin{aligned}
d P\left(n s^{2} / \sigma^{2}\right) & =\frac{1}{2^{(n-1) / 2 \Gamma[(n-1) / 2]}} \cdot e^{-n n^{2} R \sigma^{2}}\left(\frac{n s^{2}}{\sigma^{2}}\right)^{\frac{n-1}{2}-1} d\left(n s^{2} / \sigma^{2}\right) \\
\Rightarrow \quad d P\left(s^{2}\right) & =\frac{\left(n / 2 \sigma^{2}\right)^{(n-1) / 2}}{\Gamma[(n-1) / 2]} \cdot e^{-n^{2} / 2 \sigma^{2}}\left(s^{2}\right)^{(n-3) / 2} d s^{2}, 0<s^{2}<\infty .
\end{aligned}
$$

2. We have

$$
\frac{n s^{2}}{\sigma^{2}} \sim \chi^{2}{ }_{n-1}
$$

$$
\begin{array}{ll}
\therefore & E\left(\frac{n s^{2}}{\sigma^{2}}\right)=n-1 \\
\Rightarrow & \frac{n}{\sigma^{2}} E\left(s^{2}\right)=(n-1)
\end{array}
$$

$$
\begin{equation*}
\Rightarrow \quad E\left(s^{2}\right)=\left(\frac{n-1}{n}\right) \sigma^{2}=\left(1-\frac{1}{n}\right) \sigma^{2} \simeq \sigma^{2}, \text { for large } n . \tag{}
\end{equation*}
$$

$$
\text { Also } \quad \operatorname{Var}\left(\frac{n s^{2}}{\sigma^{2}}\right)=2(n-1)
$$

$$
\Rightarrow \quad \frac{n^{2}}{\sigma^{4}} \operatorname{Var}\left(s^{2}\right)=2(n-1)
$$

$$
\begin{equation*}
\Rightarrow \quad \operatorname{Var}\left(s^{2}\right)=\frac{2}{n}\left(1-\frac{1}{n}\right) \sigma^{4} \simeq \frac{2 \sigma^{4}}{\dot{n}}, \text { for large } n . \tag{**}
\end{equation*}
$$

$$
\begin{equation*}
\Rightarrow \quad \text { S.E. }\left(s^{2}\right)=\sigma^{2} \times \sqrt{2 / n} \tag{}
\end{equation*}
$$

Theorem 13.6. Let $X_{i},(i \doteq 1,2, \ldots, n)$ be independent $N(0,1)$ variates. Then the conditional distribution of $\chi^{2}=\sum_{i=1}^{n} X_{i}{ }^{2}$, subject to $m(<n$,) (say), independent homogeneous linear constraints viz.,

$$
\left.\begin{array}{c}
c_{11} X_{1}+c_{12} X_{2}+\ldots \ldots+c_{1 n} X_{n}=0  \tag{13•12}\\
c_{21} X_{1}+c_{22} X_{2}+\ldots \ldots+c_{2 n} X_{n}=0 \\
\vdots \\
\vdots \\
c_{m 1} X_{1}+c_{m 2} X_{2}+\ldots \ldots+c_{m n} X_{n}=0
\end{array}\right\}
$$

is also $a \chi^{2}$-distribution with $(n-m)$ degrees of freedom.
Proof. Equivalently, the constraints (13-12) can be expressed as

$$
\left.\begin{array}{c}
a_{11} X_{1}+a_{12} X_{2}+\ldots \ldots+a_{1 n} X_{n}=0 \\
a_{21} X_{1}+a_{22} X_{2}+\ldots \ldots+a_{2 n} X_{n}=0 \\
\vdots \\
\vdots \\
a_{m 1} X_{1}+a_{m 2} X_{2}+\ldots \ldots+a_{m n} X_{n}=-0
\end{array}\right\}
$$

where $\mathbf{a}_{i}=\left(a_{i 1}, a_{i 2}, \ldots, a_{i n}\right) ; i=1,2, \ldots, m$ are $m$ unitary, mutually orthogonal vectors.

Let us now transform the variables

$$
\left(X_{1}, X_{2}, \ldots, \grave{X}_{m}, X_{m+1}, \ldots, X_{n}\right) \text { to }\left(Y_{1}, Y_{2}, \ldots, Y_{m}, Y_{m+1}, \ldots, Y_{n}\right)
$$

by means of a linear.orthogonal transformation

$$
\mathbf{Y}=\mathbf{A X}
$$

where

$$
\mathbf{Y}=\left(\begin{array}{c}
Y_{1} \\
Y_{2} \\
\vdots \\
Y_{m} \\
Y_{m+1} \\
\vdots \\
Y_{n}
\end{array}\right), \mathbf{A}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n,} \\
a_{21} & a_{2 n} & \cdots & a_{n n} \\
\vdots & & & \\
a_{m 1} & a_{n 2} & \cdots & a_{n n} \\
a_{m+1,1} & a_{m+1,2} & \cdots & a_{m+1, n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right) \text { and } \mathbf{X}=\left(\begin{array}{c}
X_{1} \\
X_{2} \\
\vdots \\
X_{m} \\
X_{m+1} \\
\vdots \\
X_{n}
\end{array}\right)
$$

(13.12b) implies that the constraints ( $13 \cdot 12 a$ ) are equivalent to

$$
\begin{equation*}
Y_{i}=0,(i=1,2, \ldots, m) \tag{13•12c}
\end{equation*}
$$

By Fisher's Lemma (Theorem 13-4) $\boldsymbol{Y}_{i},(i=1,2, \ldots, n)$ are also independent $N(0,1)$ variables and

$$
\begin{array}{rlr}
\sum_{i=1}^{n} X_{i}{ }^{2} & =\sum_{i=1}^{n} Y_{i}{ }^{2} \quad[\because \text { Transformation (13.2b) is orthogonal] } \\
& =\sum_{i=m+1}^{n} Y_{i}{ }^{2} & \text { [Using (13.12c)] } \tag{13.12c}
\end{array}
$$

Thus the conditional distribution of $\sum_{i=1}^{n} X_{i}{ }^{2}$ subject to the conditions (13-12) is same as the unconditional distribution of $\sum_{i=m+1}^{n} Y_{i}{ }^{2}$; where $Y_{i}$ $(i=m+1, m+2, \ldots, n)$ are independent standard normal variates without any constraints on them. Hence

$$
\chi^{2}=\sum_{i=1}^{n} \dot{X}_{i}{ }^{2}=\sum_{i=m+1}^{n} Y_{i}{ }^{2},
$$

being the sum of squares of $(n-m)$ independent standard normal variates follows $\chi^{2}$-distribution with ( $n-m$ ) degrees of freedom.

Example 13-1. (a) Show that for 2 d.f. the probability $P$ of a value of $\chi^{2}$ greater than $x_{0}{ }^{2}$ is $\exp \left(-\frac{1}{2} x_{0}{ }^{2}\right)$, and hence that

$$
x_{0}^{2}=2 \log _{e}(1 / P)
$$

Deduce the value of $\chi_{0}{ }^{2}$ when $P=0.05$.
[Sardar Patel Univ. B.Sc., 1991]
(b) Given different probabilities $P_{1}, P_{2}, \ldots, P_{n}$ obtained from $n$ independent tests of significance, explain how you will pool them to get a single probability in order to decide about the significance of the aggregate of these tests.
[Delhi Univ. B:Sc. (Stat. Hons.), 1990]
Solution. (a) The p.d.f. of $\chi^{2}$-distribution with 2 d.f. is

$$
\begin{align*}
f\left(\chi^{2}\right) & =\left[\frac{1}{2^{n / 2} \Gamma(n / 2)} \exp \cdot\left(-\chi^{2} / 2\right) \cdot\left(\chi^{2}\right)^{(n / 2)-1}\right]_{n=2} \\
& =\frac{1}{2} \exp \left(-x^{2} / 2\right), 0 \leq \chi^{2}<\infty \\
\therefore \quad P & =P\left(x^{2}>x_{0}^{2}\right)=\int_{x_{0}^{2}}^{\infty} \frac{1}{2} \exp \left(-\chi^{2} / 2\right) d x^{2}  \tag{*}\\
& =\frac{1}{2}\left|\frac{\exp \left(-x^{2} / 2\right)}{-\frac{1}{2}}\right|_{x_{0}^{2}}^{\infty}=\exp \left(-x_{0}^{2} / 2\right) \\
\therefore \quad \log _{e} P & =-x_{0}^{2} / 2 \\
\Rightarrow \quad x_{0}^{2} & =-2 \log _{e} P=2 \log _{e}(1 / P)
\end{align*}
$$

When $P=0.05$, we get $\chi_{0}{ }^{2}=2 \log , 20=3.012$
Remark. The value $\chi_{0}{ }^{2}$ of $\chi^{2}$ defined in (*), is known as the significant or critical value [c.f. Remark 4, to Theorem 13.3, page 13.15] of $\chi^{2}$ corresponding to the probability level $P$. Thus if $P$ is the significant probability, then

$$
\begin{equation*}
\chi^{2}=-2 \log _{e} P=2 \log _{e}(1 / P) \tag{13.13}
\end{equation*}
$$

is a $\chi^{2}$-variate with 2 d.f.
(b) $-2 \log _{e} P_{i}(i=1,2, \ldots, n)$ are independent $\chi^{2}$-variates each with 2 d.f. (c.f. Remark above and the fact that $P_{i}$ 's obtained from independent tests of significance are independent). Hence by additive property of chi-square distribution

$$
\begin{equation*}
x^{2}=\sum_{i=1}^{n}\left(-2 \log _{e} P_{i}\right)=2 \log _{e}\left(\frac{1}{P_{1} P_{2} \ldots P_{n}}\right) \tag{13•13a}
\end{equation*}
$$

is a chi-square variate with $2 n$ d.f.
If $\chi^{2}>\chi_{\text {o.os }}^{2}$ for $2 n$ d.f., then we conclude, that the pooled result (aggregate of the tests) is significant at $5 \%$ level of significance.

Example 13-2. (Pearson's $P_{\lambda}$-Statistic). The variables $X_{1}, X_{2}, \ldots, X_{n}$ are independently distributed in the rectangular form

$$
d F=d x, 0 \leq x \leq 1
$$

Then if $P=X_{1} X_{2} \ldots X_{n}$, show that -2 loge $_{e} P$ has $\chi^{2}$-distribution with $2 n$ degrees of freedom.
(Aligarh Unio. B.Sc., 1992)
Solution. $-2 \log _{6} P=-2 \log _{6}\left(X_{1} X_{2}, \ldots X_{n}\right)$

$$
=\xi_{1}+\xi_{2}+\ldots+\xi_{n}=\sum_{i=1}^{n} \xi_{i}
$$

where $\xi_{i}=-2 \log X_{i} \Rightarrow X_{i}=\exp \left(-\xi_{i} / 2\right)$.
The probability function of $\xi_{i}$ is given by

$$
g\left(\xi_{i}\right)=f\left(x_{i}\right)\left|\frac{d x_{i}}{d \xi_{i}}\right|
$$

Since

$$
d F(x)=d x, f(x)=1 \forall x \text { in }[0,1]
$$

$\therefore \quad g\left(\xi_{i}\right)=1 .\left|\exp \left(-\xi_{i} / 2\right) \times\left(-\frac{1}{2}\right)\right|=\frac{1}{2} \exp \left(-\xi_{i} / 2\right)$
which is the probability function of $\chi^{2}$-distribution with 2 d.f.
$\therefore \xi_{i},(i=1,2, \ldots, k)$ are independent $\chi^{2}$-variates each with 2 d.f. Hence by additive property of $\chi^{2}$-distribution, .

$$
-2 \log _{e} P=\sum_{i=1}^{n} \xi_{i}
$$

is a $\chi^{2}$-variate with $2 n$ df.
Remark. The significance of this result lies in testing of hypothesis as explained in Example 13.1.

Example 13.3. Show that if $v$ is even.

$$
\begin{aligned}
& P=\frac{1}{2^{(v-2) / 2} \Gamma(\nu / 2)} \int_{\chi}^{\infty} \exp \left(-\chi^{2} / 2\right) \chi^{\nu-1} d \chi . \\
& =\exp \left(-\chi^{2} / 2\right)\left[1+\left(\chi^{2} / 2 \cdot\right)+\frac{\chi^{4}}{2.4}+\ldots+\frac{\chi^{v-2}}{2.4 \ldots(v-2)}\right]
\end{aligned}
$$

and hence the values of $P$ for a given $x^{2}$ can be derived from tables of Poisson's exponential limit.

Solution. Let us consider the incomplete Gammà integral

$$
I_{r}=\frac{1}{r!} \int_{\beta}^{\infty} e^{-t} t^{r} d t,
$$

where $r$ is a positive integer. Integrating by parts, we get

$$
I_{r}=\left|-\frac{e^{-t} \cdot t^{r}}{r!}\right|_{\beta}^{\infty}+\frac{1}{(r-1)!} \int_{\beta}^{\infty} e^{-t} t^{r-1} d t=\frac{e^{-\beta} \cdot \beta r}{r!}+I_{r-1}
$$

which is a reduction formula. Repeated application of this gives

$$
I_{r}=\frac{e^{-\beta} \beta^{r}}{r!}+\frac{e^{-\beta} \beta^{r-1}}{(r-1)!}+\ldots+\frac{e^{-\beta} \cdot \beta^{2}}{2!}+\frac{e^{-\beta} \cdot \beta}{1!}+I_{0}
$$

But

$$
I_{0}=\int_{\beta}^{\infty} e^{-t} d t=\left|-e^{-t}\right|_{\beta}^{\infty}=e^{-\beta}
$$

$$
\therefore \quad \frac{1}{r!} \int_{\beta}^{\infty} e^{-r} d t=e^{-\beta}\left[1+\beta+\frac{\beta^{2}}{2!}+\ldots+\frac{\beta^{r-1}}{(r-1)!}+\frac{\beta^{r}}{r!}\right] .
$$

Puting. $\beta=\chi^{2} / 2$ and $r=\frac{\nu-2}{2}=\frac{v}{2}-1$, (since $r$ is an integer, $v=2 r+2$ must be even), we get

$$
\begin{align*}
& \frac{1}{\{(\nu / 2)-1\}!} \int_{\chi^{2} \Omega}^{\infty} e^{-t} t^{(v / 2)-1} d t \\
& \quad=\exp \left(-\chi^{2} / 2\right)\left[1+\frac{x^{2}}{2}+\frac{\chi^{4}}{2.4}+\frac{x^{6}}{2.4 .6}+\ldots \frac{\chi^{\nu-2}}{2.4 .6 \ldots .(v-2)}\right] \tag{*}
\end{align*}
$$

Taking $t=\chi^{2} / 2$ in the integral on the L.H.S., 'we get
L.H.S. $=\frac{1}{\{(v / 2)-1\}!} \int_{x}^{\infty} \exp \left(-\chi^{2} / 2\right) \cdot\left(\chi^{2} / 2\right)^{(v / 2)-1} d\left(\chi^{2} / 2\right)$

$$
\begin{equation*}
=\frac{1}{2^{(n-2) / 2} \Gamma(\nu / 2)} \int_{x}^{\infty} \exp \left(-\chi^{2} / 2\right) \chi^{\nu-1} d x . \tag{}
\end{equation*}
$$

From ( ${ }^{*}$ ) and ( ${ }^{* *)}$, we.get the required result.
Let the given value of $\chi^{2}$ be $\chi_{0}{ }^{2}$, then

$$
\begin{aligned}
P=P\left(x^{2}>x_{0}{ }^{2}\right) & =\frac{1}{2^{(v-2) / 2} \Gamma(v / 2)} \int_{x_{0}}^{\infty} \exp \left(-x^{2} \Omega\right) x^{\nu-1} d x \\
& =\exp \left(-x_{0}^{2} / 2\right) \cdot\left[1+\frac{\chi_{0}{ }^{2}}{2}+\frac{x_{0}{ }^{4}}{2.4}+\ldots+\frac{\chi_{0}^{v-2}}{2: 4 \ldots(v-2)}\right] \\
& =e^{-\lambda\left[1+\lambda+\frac{\lambda^{2}}{2!}+\frac{\lambda^{3}}{3!}+\ldots+\frac{\lambda^{\frac{v}{2}-1}}{\cdot[(v / 2)-1]!}\right],} \\
\text { where } \quad \lambda & =x_{0}{ }^{2} / 2 .
\end{aligned}
$$

The terms on the right hand side viz., $e^{-\lambda}, \lambda e^{-\lambda}, \frac{\lambda^{2}}{2!} e^{-\lambda}$...etc. are the successive terms of the Poisson distribution with parameter $\lambda=\chi_{0}{ }^{2} / 2$.

Hence the result.
Example 13.4. If $X$ and $Y$ are independent normal variates with means $\mu_{1}, \mu_{2}$ and variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ respectively, derive the distribution of

$$
Z=\left(X-\mu_{1}\right) /\left(Y-\mu_{2}\right) .
$$

What is the name of the distribution so obtained? Mention one important property of this distribution.

Solution. Here $Z^{2}=\frac{\left(X-\mu_{1}\right)^{2}}{\left(Y-\mu_{2}\right)^{2}} \Rightarrow \frac{\sigma_{2}^{2}}{\sigma_{1}{ }^{2}} \cdot Z^{2}=\frac{\left[\left(X-\mu_{1}\right) / \sigma_{1}\right]^{2}}{\left[\left(Y-\mu_{2}\right) / \sigma_{2}\right]^{2}}$

But $\left\{\left(X-\mu_{1}\right) / \sigma_{1}\right\}^{2}$ and $\left\{\left(Y-\mu_{2}\right) / \sigma_{2}\right\}^{2}$, being the squares of independent standard normal variates, are independent $\boldsymbol{\chi}^{2}$-variates with 1 d.f. each.

Thus $\frac{\sigma_{2}{ }^{2} Z^{2}}{\sigma_{1}{ }^{2}}$, being the quotient of two independent $\chi^{2}$-variates each with 1 d.f. is $\beta_{2}\left(\frac{1}{2}, \frac{1}{2}\right)$ variate (c.f. Theorem 13•1).

Hence its probability differential is given by

$$
\begin{aligned}
d F\left(\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}} z^{2}\right) & =\frac{1}{B\left(\frac{1}{2}, \frac{1}{2}\right)} \times \frac{\left(\sigma_{2}^{2} z^{2} / \sigma_{1}{ }^{2}\right)^{(1 / 2)-1}}{\left(1+\frac{\sigma_{2}{ }^{2} z^{2}}{\sigma_{1}{ }^{2}}\right)^{\frac{1}{2}+\frac{1}{2}}} d\left(\sigma_{2}^{2} z^{2} / \sigma_{1}{ }^{2}\right) \\
& =\frac{\Gamma\left(\frac{1}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \cdot \frac{\left(\frac{\sigma_{2}{ }^{2} z^{2}}{\sigma_{1}{ }^{2}}\right)^{\frac{1}{2}-1}}{:\left(1+\frac{\sigma_{2}{ }^{2} z^{2}}{\sigma_{1}{ }^{2}}\right)} \cdot \frac{\sigma_{2}{ }^{2}}{\sigma_{1}{ }^{2}} d\left(z^{2}\right) \\
& =\frac{\sigma_{1} \sigma_{2}}{\pi\left(\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2} z^{2}\right) z} d z^{2}, 0<z^{2}<\infty \quad[\because \Gamma(1 / 2)=\sqrt{\pi}]
\end{aligned}
$$

Thus the probability differential of $Z$ is given by

$$
d F(z)=f(z) d z=\frac{\sigma_{1} \sigma_{2}}{\pi\left(\sigma_{1}^{2}+\sigma_{2}^{2} z^{2}\right)} d z,-\infty<z<\infty
$$

If $\sigma_{1}=\sigma_{2}=1$, then it conforms to staṇdard Caụchy distribution,

$$
d F(z)=\frac{1}{\pi} \cdot \frac{d z}{\left(1+z^{2}\right)},-\infty<\frac{1}{z}<\infty
$$

[For its properties c.f. Chapter 8].

$$
\begin{array}{ll}
\text { Aliter } & Z=\frac{X-\mu_{1}}{Y-\mu_{2}}, \\
\Rightarrow & \frac{\sigma_{2}}{\sigma_{1:}} Z=\frac{\left(X-\mu_{1}\right) / \sigma_{1}}{\left(Y-\mu_{2}\right) / \sigma_{2}}
\end{array}
$$

Now $\frac{\sigma_{2}}{\sigma_{1}} Z$, being the ratio of two independent standard normal variates is a standard Cauchy variate

$$
\begin{aligned}
\therefore \quad d F\left(\frac{\sigma_{2}}{\sigma_{1}} z\right) & =\frac{d\left(\frac{\sigma_{2}}{\sigma_{1}} z\right)}{\pi\left[1+\left(\frac{\sigma_{2}}{\sigma_{1}} z\right)^{2}\right]} \\
& =\frac{\sigma_{1} \sigma_{2}}{\pi\left(\sigma_{1}{ }^{2}+\dot{\sigma}_{2}{ }^{2} z^{2}\right)} d z,-\infty<z<\infty
\end{aligned}
$$

Example 13.5. $X_{i},(i=1,2, \ldots, n)$ are independently and normally distributed with zero mean and common variance $\sigma^{2}$.

Let $\xi_{i}=\sum_{j=1}^{n} c_{i j} X_{j} ; i=1,2, \ldots, n$, where $\sum_{j=1}^{n} c_{i j} c_{i^{\prime} j}=\delta_{i i}^{\prime}$
where $\delta_{i i}{ }^{\prime}$ is Kroneker delta. Show that

$$
\left[\sum_{i=1}^{n} x_{i}{ }^{2}-\sum_{i=1}^{p} \xi_{i}{ }^{2}\right] / \sigma^{2}
$$

is distributed as $\chi^{2}$-variate with $(n-p)$ degrees of freedom.
[Delhi Univ. M.Sc. (Stat.); 1990]
Solution. Since $\delta_{i i}{ }^{\prime}=\sum_{j=1}^{n} c_{i j} c_{i j}^{\prime}$
is a Kroneker delta, we have

$$
\sum_{j=1}^{n} c_{i j} c_{i j}^{\prime}=\left\{\begin{array}{l}
0, i \neq i^{\prime} \\
1, i=i^{\prime}
\end{array}\right.
$$

i.e., $X_{i}^{\prime}$ 's are transformed to $\xi_{i}$ 's by means of a linear orthogonal transformation. Hence by Fisher's Lemma, $\xi_{i},(i=1,2, \ldots, n)$ are independent normal variates with zero mean and common variance $\sigma^{2}$.

Since the transformation is orthogonal, we have

$$
\begin{aligned}
-\sum_{i=1}^{n} X_{i}^{2} & =\sum_{i=1}^{n} \xi_{i}^{2}, \\
\therefore \quad \frac{\left[\sum_{i=1}^{n} X_{i}^{2}-\sum_{i=1}^{p} \xi_{i}^{2}\right]}{\sigma^{2}} & =\frac{\sum_{i=1}^{n} \xi_{i}^{2}-\sum_{i=1}^{p} \xi_{i}^{2}}{\sum_{i=p+1}^{n} \xi_{i}^{2}} \\
\text { Now } \quad \sigma^{2} & =\frac{\sum_{i=p+1}^{n} \xi_{i=p+1}^{2}}{\sigma^{2}}\left(\xi_{i} / \sigma\right)^{2}
\end{aligned}
$$

being the sum of the squares of $(n-p)$ independent standard normal variates is a $\chi^{2}$-variate with $(n-p)$ degrees of freedom. Hence the result.

Example 13.6. Show that the m.g.f. of $Y=\log \chi^{2}$, where $\chi^{2}{ }^{n}$ follows chi-square distribution with $n d f$. , is given by

$$
M_{\mathrm{r}}(t)=2^{t} \Gamma\left(\frac{n}{2}+t\right) / \Gamma(n / 2)
$$

If $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are independent $\chi^{2}$-variates each with n.d.f. and $U=\chi_{1}{ }^{2} / \chi_{2}{ }^{2}$. deduce that for positive integer $k$,

$$
E\left(U^{\prime}\right)=\Gamma\left(\frac{n}{2}+k\right) \Gamma\left(\frac{n}{2}=k\right) /\left[\Gamma\left(\frac{n}{2}\right)\right]^{2}
$$

Solution. $\dot{y}=\log \chi^{2} \Rightarrow x^{2}=e^{y} \Rightarrow d x^{2}=e^{y} d y$.
The probability differential of $\chi^{2}$ viz.,

$$
d P\left(x^{2}\right)=\frac{1}{2^{N_{2}^{2}} \Gamma(n / 2)} \cdot e^{-x^{2 / 2}}\left(x^{2}\right)^{\frac{n}{2}-1} d x^{2}, 0<x^{2}<\infty
$$

transforms to

$$
\begin{align*}
& d G(y)=\frac{1}{2^{n / 2} \Gamma\left(n^{\prime} / 2\right)} \exp \left[-\frac{1}{2} e^{y}+\frac{n y}{2}\right] d y,-\infty<y<\infty \\
& M_{y}(t)=\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2} e^{y}+\frac{n y}{2}+t y\right] d y . \\
& =\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{0}^{\infty} e^{-z(2 z)^{\frac{n}{2}+1} \frac{d z}{z}, ~} \\
& =\frac{2^{t}}{\Gamma(n / 2)} \int_{0}^{\infty} e^{-z} z^{\frac{n}{2}+t-1} d z \\
& =2^{\prime} \Gamma\left(\frac{n}{2}+t\right) / \Gamma\left(\frac{n}{2}\right) \\
& E\left(U^{k}\right)=E\left[\left(\frac{\chi_{1}^{2}}{\chi_{2}^{2}}\right)^{k}\right]=E\left[\exp \left\{\log \left(\frac{\chi_{1}^{2}}{\chi_{2}^{2}}\right)^{k}\right\}\right] \text {. } \\
& =E\left[e^{\left.k \log \chi_{1}{ }^{2}-k \log \chi_{2}{ }^{2}\right]}\right. \\
& =E\left(e^{k \log \chi_{1}{ }^{2}}\right) \cdot E\left(e^{-k \log \chi_{2}{ }^{2}}\right) \\
& {\left[\because \chi_{1}{ }^{2} \text { and } \chi_{2}{ }^{2} \text { are independent }\right]} \\
& =M_{\log \chi_{1}{ }^{2}}{ }^{(k)} \cdot M_{\log \chi_{2}}{ }^{2(-k)} \\
& =\frac{2^{k} \Gamma\left(\frac{n}{2}+k\right)}{\Gamma(n / 2)} \cdot \frac{2^{-k} \Gamma\left(\frac{n}{2}-k\right)}{\Gamma(n / 2)}  \tag{From}\\
& =\Gamma\left(\frac{n}{2}+k\right) \Gamma\left(\frac{n}{2}-k\right) /\left[\Gamma\left(\frac{n}{2}\right)\right]^{2}
\end{align*}
$$

Example 13.7. If $X$ is chi-square variate with n.d.f., then prove that for large $n, \sqrt{2 X} \sim N(\sqrt{2 n}, 1)$
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
Solution. We have $E(X)=n, \operatorname{Var}(X)=2 n$

$$
Z=\frac{X-E(X)}{\sigma_{X}}=\frac{X-n}{\sqrt{2 n}} \sim N(0,1), \text { for large. } n .
$$

Consider,

$$
\begin{aligned}
P\left(\frac{X-n}{\sqrt{2 n}} \leq z\right) & =P(X \leq n+z \sqrt{2 n}) \\
& =P\left[\sqrt{2 X} \leq(2 n+2 z \sqrt{2 n})^{1 / 2}\right] \\
& =P\left[\sqrt{2 X} \leq \sqrt{2 n}\left(1+z \sqrt{\frac{2}{n}}\right)^{1 / 2}\right] \\
& =P\left[\sqrt{2 X} \leq \sqrt{2 n}\left(1+\frac{z}{\sqrt{2 n}}-\frac{z^{2}}{4 n}+\ldots\right)\right] .
\end{aligned}
$$

$$
\begin{aligned}
& \approx P[\sqrt{2 X} \leq \sqrt{2 n}+z], \text { for large } n . \\
& =P[\sqrt{2 X}-\sqrt{2 n} \leq 2], \text { for large } n .
\end{aligned}
$$

Since for large $n,(X-n) / \sqrt{2 n} \sim N(0,1)$, we conclude that

$$
\sqrt{2 X}-\sqrt{2 n} \sim N(0,1) \text { for large } n
$$

$\Rightarrow \quad \sqrt{2 X}$ is asymptotically $N(\sqrt{2 n}, 1)$.
Remark. This approximation is often used for the value of $n$ larger than 30. This result does not reflect anything as to how good the approximation is, for moderate values of $n$. R.A. Fisher has proved that the approximation is improved by taking $\sqrt{(2 n-1)}$ instead of $\sqrt{2 n}$. A still better approximation is $\left(\chi^{2} / n\right)^{1 n} \sim N\left(1-\frac{2}{9 n}, \frac{2}{9 n}\right)$

Example 13.8. For a chi-square distribution with $n$ d.f. establish.the following recurrence relation between the moments :

$$
\mu_{r+1}=2 r\left(\mu_{r}+n \mu_{r-1}\right), r \geq 1 .
$$

Hence find $\beta_{1}$ and $\beta_{2}$.
[Delhi Univ.B.Sc. (Stat. Hons.), 1991]
Solution. If $X \sim \chi^{2}{ }_{(n)}$ then its m.g.f. about osigin is

$$
\begin{equation*}
M_{X}(t)=E\left(e^{e x}\right)=(1-2 t)^{-n / 2} ; t<\frac{1}{2} \tag{*}
\end{equation*}
$$

Also $E(X)=n=\mu$ (say).
Hence m.g.f. about mean, say, $M(t)$ is

$$
\begin{aligned}
M(t)=M_{X-\mu}(t) & =E\left(e^{t(X-\mu)}\right)=e^{-\mu} . E\left(e^{(X)}\right) \\
& =e^{-n t}(\dot{1}-2 t)^{-\mu / 2}
\end{aligned}
$$

Taking logarithms of both sides, we get

$$
\begin{equation*}
\log M(t)=-n t-\frac{n}{2} \log (1-2 t) \tag{*}
\end{equation*}
$$

Differentiating w.r. to $t$, we have

$$
\begin{aligned}
& \frac{M^{\prime}(t)}{M(t)}=-n^{\prime}+\frac{n}{2} \cdot \frac{2}{(1-2 t)}=\frac{2 n t}{(1-2 t)} \\
\Rightarrow \quad & (1-2 t) M^{\prime}(t)=2 n t M(t)
\end{aligned}
$$

Differentiating $r$ times w.r. to $t$ by Leibnitz theorem, we get

$$
(1-2 t) M^{r+1}(t)+r(-2) M^{r}(t)=2 n t \cdot 1^{r}(t)+2 n r M^{r-1}(t)
$$

Putting $t=0$ and using the relation,

$$
\begin{aligned}
\mu_{r} & =\left[\frac{d^{r}}{d r^{\prime}} \quad M(t)\right]_{t=0}=M^{r}(0)_{r} \text { we get } \\
\mu_{r+1}-2 r \mu_{r} & =2 n r \mu_{r-1} \\
\mu_{r+1} & =2 r\left(\mu_{r}+n \mu_{r-1}\right), r \geq 1 . \\
\text { Substituting } r & =1,2,3 ; \text { we get }
\end{aligned}
$$

$$
\begin{aligned}
& \mu_{2}=2 n \mu_{0}=2 n \\
& \mu_{3}=4\left(\mu_{2}+n \mu_{1}\right)=8 n \\
& \mu_{4}=6\left(\mu_{3}+n \mu_{2}\right)=48 n+12 n^{2} \\
& \therefore \quad \beta_{1}=\frac{\mu_{3}^{2}}{\mu_{2}^{2}}=\frac{8}{n} \quad \text { and } \quad \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=3+\frac{12}{n}
\end{aligned}
$$

## EXERCISE 13(a)

1. (a) Derive the-p.d.f. of chi-square distribution with $n$ degrees of freedom.
(b) If $X$ has a chi-square distribution with $n$ d.f., find m.g.f. $M_{X}(t)$.

Deduce that :
(i) $\mu_{r}^{\prime}=E X^{r}=2^{r} \Gamma[(n / 2)+r] / \Gamma(n / 2)$.
(ii) $k_{r}=r$ th cumulant $=n 2^{r-1}(r-1)$ !
(iii) $k_{1} k_{3}=2 k_{2}{ }^{2}, 2 \beta_{2}-3 \beta_{1}-6=0$.
2. If $X \sim \chi^{2}{ }_{(n)}$, show that :
(i) Mode is at $x=n-2$.
(ii) The points of inflexion are equidistant from the mode.

Hint. Points of inflexion are at $x=(n-2) \pm[2(n-2)]^{1 / 2}$
3. If $X \sim \chi^{2}{ }_{(n)}$, obtain the m.g.f. of $X$. Hence find the m.g.f. of standard chi-square variate and obtain its limiting form as $n \rightarrow \infty$. Also interpret the result.
4. (a) Let $X \sim N(0,1)$ and $Y=X^{2}$. Calculate $E(Y)$ in two different ways.

Ans. $E(Y)=1$. (Use Normal distribution and chi-square distribution).
(b) Let $X_{1}$ and $X_{2}$ be independent standard normal variates and let

$$
Y=\left(X_{2}-X_{1}\right)^{2} / 2 \text {. Find the distribution of } Y .
$$

Ans. $Y \sim \chi^{2}(1)$.
5. If $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d. exponential variates with parameter $\lambda$, prove that

$$
2 \lambda \sum_{i=1}^{n} X_{i} \sim \chi^{2}(2 n)
$$

6. (a) If $X \sim \mathrm{U}[01]$, show that $-2 \log X \sim \chi^{2}{ }_{(2)}$.

Hence show that if $X_{1}, X_{2}, \ldots, X_{n}$ are i.i:d $\mathrm{U}[0,1]$ variates, and if
$P=X_{1} X_{2} \ldots X_{n}$, then $-2 \log _{e} P \sim \chi^{2}(2 n)$
Hint. Find m.g.f. of $-2 \log X$.
(b) If $X_{1}, X_{2}, \ldots, X_{n}$ are independent random variables with continuous distribution functions $F_{1}, F_{2}, \ldots, F_{n}$ respectively, show that

$$
-2 \log \left[F_{1}\left(X_{1}\right) . F_{2}\left(X_{2}\right) \ldots F_{n}\left(X_{n}\right)\right] \sim \chi^{2}(2 n)
$$

Hint. Use $F(X) \sim U[0,1]$ and Part (a) above.
7. (a) I.et $X$ and $Y$ be two independent random variables having chi-square distributiora with degrees of freedom $m$ and $n$ respectively.
(i) Obtain the distribution of $U=\frac{X}{X+Y}$,
(ii) When $m=n$, show that the distribution of $U$ is symmetrical about $\frac{1}{2}$. Hence or otherwise derive the $r$ th moment about the mean of $U$ when $m:=n$.
(iii) Deduce the distribution of $U$ when $m=n=1$.,
(b) If $X$ and $Y$ are independently distributed chi-square variates with $m$ and $n$ degrees of freedom respectively, show that $U=X+Y$ and $V=X / Y$ are independently distributed.
[Gujarat Univ: B.Sc., 1992]
(c) If $\chi_{1}^{2}$ and $\chi_{2}^{2}$ are independent $\chi^{2}$ variates with $n_{1}$ and $n_{2}$ degrees of freedom respectively, then show that:
(i) $\chi^{2}=\chi_{1}^{2}+\chi_{2}^{2}$ is a $\chi^{2}$-variate with $\left(n_{1}+n_{2}\right)$ degrees of freedom
(ii) $T^{2}=\frac{\chi_{1}{ }^{2}}{\chi_{2}^{2}}$ is a $\beta_{2}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)$ variate.
[Delhi Univ. B.Sc. (Mathe. Hons.), 1987]
8. If $X_{i}(i=1,2, \ldots, n)$ are $n$ independent normal variates with zero means and unit variances, show that $\sum_{i=1}^{n} X_{i}$ and $\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}$ are independently distributed.

Hence or otherwise obtain the distribution of

$$
U=\frac{\sum_{i=1}^{n} X_{i}}{\sqrt{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}}}
$$

9. (a) Prove that $\frac{n S^{2}}{\sigma^{2}}$ is distributed like $\chi^{2}$ with $(n-1)$ degrees of freedom, where $S^{2}$ and $\sigma^{2}$ are the variances of sample (of size $n$ ) and the population respectively. [Burdwan Univ. B.Sc. (Maths.) Hone.), 1992]
(b) Let $X / \sigma_{1}{ }^{2}$ and $Y / \sigma_{2}^{2}$ be two independent chi-square variates with $n$ and $m$ degrees of freedom respectively. Find an unbiased estimate of $\left(\sigma_{1} / \sigma_{2}\right)^{2}$ and find its variance. Show that $X / Y$ and $\left(X / \sigma_{1}{ }^{2}\right)+\left(Y / \sigma_{2}{ }^{2}\right)$ are independently distributed. Name the distributions of $X / Y$ and $\left(X / \sigma_{1}^{2}\right)+\left(Y / \sigma_{2}{ }^{2}\right)$.
10. $X$ denotes the random variable with chi-square distribution having $n$ degrees of freedom. Show that for suitably chosen constants $a_{n}$ and $b_{n}$, the moment generating function of $\frac{X-a_{n}}{b_{n}}:$ :nds to that of the standard normal distribution as $n \rightarrow \infty$. From this what would you conclude about the behaviour, for large $n$, of $P\left(\frac{X-a_{n}}{b_{n}} \leq x^{\prime}\right)$ ?
11. Show that

$$
P\left(\chi^{2}{ }_{2 v}+2 \geq 2 \lambda\right\}=\frac{1}{v!} \int_{i}^{\infty} e^{-y} y^{v} d y=\sum_{r=0}^{v} \frac{e^{-\lambda} \lambda^{r}}{r!}
$$

where $\lambda=\frac{1}{2} x_{0}{ }^{2}$.
Explain the uses of this result.[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
12. $X$ is a Poisson variate with parameter $\lambda$ and $\chi^{2}$ is a chi-square variate with $2 k$ d.f. Prove that for all positive integers $k$,

$$
P\{X \leq k-1]=P\left(\chi^{2}>2 \lambda\right]
$$

Hint. $P\left(\chi^{2}>2 \lambda\right)=\frac{1}{2^{k} \Gamma(k)} \int_{\lambda}^{\infty} \exp \left(-\frac{1}{2} \chi^{2}\right)\left(\chi^{2}\right)^{k-1} d \chi^{2}$

$$
\begin{aligned}
& =\frac{1}{(k-1)!} \int_{\lambda}^{\infty} e^{-y} y^{k-1} d y \\
& =\frac{1}{(k-1)!}\left\{\lambda^{k-1} e^{-\lambda}+(k-1) \int_{\lambda}^{\infty} e^{-y} y^{k-2} d y\right\}
\end{aligned}
$$

By repeated integration, we get the required result.
13. Let $X_{1}, X_{2}, \ldots, X_{m}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent random samples from a normal population with mean zero and variance $\boldsymbol{\sigma}^{\mathbf{2}}$. Let their means be $\bar{X}$ and $\bar{Y}$ and their variances be $S_{X}{ }^{2}$ and $S_{Y}{ }^{2}$ respectivcily.

Let the pooled variance $S_{p}^{2}$ be defined as:

$$
S_{p}^{2}=\frac{(m-1) S_{X}^{2}+(n-1) S_{Y}^{2}}{(m+n-2)}
$$

Prove that $(\bar{X}-\bar{Y})$ and $(m+n-2) S_{p}{ }^{2} / \sigma^{2}$ are independently distributed, the former as a normal variate with zero mean and variance $\sigma^{2}\{(1 / \underline{m})+(1 / n)\}$ and the latter as a chi-square variate with $(m+n-2)$ d.f.
[Nagpur Univ B.E., 1992]
14. If $X$ is a random variable following Poisson distribution with parameter $\lambda$, and $\lambda$ is also a random variable so that $2 \alpha \lambda$ is a chi-square variate with $2 p$ degrees of freedom, obtain the unconditional distribution of $X$. Give the name of this distribution and find its mean.
15. $X_{1}, X_{2}$, and $X_{3}$ denote independent central chi-square variates with $v_{1}$, $\nu_{2}$ and $v_{3}$ d.f. respectively.
(i) Show that $X_{1} /\left(X_{1}+X_{2}\right)$ is independently distributed of

$$
\left(X_{1}+X_{2}\right) /\left(X_{1}+X_{2}+X_{3}\right)
$$

(ii) Obtain the joint density function of the distribution of

$$
X=X_{1} /\left(X_{1}+X_{2}+X_{3}\right) \text { and } Y=X_{2} /\left(X_{1}+X_{2}+X_{3}\right)
$$

(iii) Hence or otherwise obtain the mean and variance of $X$ and $Y$ and $\operatorname{Cov}(X, Y)$.
16. Prove that each linear constraint on $\left(f_{i}\right), i=1,2, \ldots, n$ reduces by unity the number of degrees of freedom of the chi-square,

$$
\sum_{i=1}^{n}\left\{\left(f_{i}-e_{i}\right)^{2} / e_{i}\right)
$$

where $e_{i}=E\left(f_{i}\right)$.
17. If $X$ follows a chi-square distribution with $n$ d.f. so that $E(X)=n$ and $V(X)=2 n$, prove that $(X-n) / \sqrt{2 n}$ is a $N(0,1)$, for large $n$.
18. If $y d x$ is the probability that $X$ lies between $x$ and $x+d x$ and if $y$ is given by the solution of the differential equation

$$
\frac{d y}{d x}=\frac{y(a-x)}{b x+c}
$$

show that, (for suitable values of the constants $a, b$ and $c$ ), a certain linear function of $X$ has the $\chi^{2}$-distribution with $n$ degrees of freedom, where

$$
n=2\left(1+\frac{a}{b}+\frac{c}{b^{2}}\right)
$$

19. If $X_{1}$ and $X_{2}$ are independently distributed, each as $\chi^{2}$ variate with 2 d.f., show that the density function of $Y=\frac{1}{2}\left(X_{1}-X_{2}\right)$ is

$$
g(y)=\frac{1}{2} e^{-|y|},-\infty<y<\infty .
$$

20. If $X$ and $Y$ are independent r.v.'s having rectangular distribution in the interval $(0,1)$, show that

$$
U=\sqrt{-2 \log X} \cos 2 \pi Y \text { and } V=\sqrt{-2 \log X} \sin 2 \pi Y
$$

are independently distributed as $N(0,1)$. Hence show that $U^{2}$ and $V^{2}$ are independently distributed as $\chi^{2}$-variates, each with 1 d.f.

Hint. $\frac{1}{J}=\frac{\partial(u, v)}{\partial(x, y)}=-\frac{2 \pi}{x}$

$$
\text { and } u^{2}+v^{2}=-2 \log x \Rightarrow x=\exp \left[-\frac{1}{2}\left(u^{2}+v^{2}\right)\right]
$$

21. Find the p.d.f. of $\chi_{n}=+\sqrt{\chi_{n}{ }^{2}}$, where $\chi_{n}{ }^{2}$ is a $\chi^{2}$-variate with $n$ d.f. and show that

$$
\mu_{r}^{\prime}=E\left(\chi_{n}^{\prime}\right)=2^{r / 2} \frac{\Gamma[(n+r) / 2]}{\Gamma(n / 2)}
$$

Hence establish that for large $n$,

$$
E\left(\chi_{n}^{2}\right) \simeq\left[E\left(\chi_{n}\right)\right]^{2}
$$

'[Hint. $\quad E\left(\chi_{n}{ }^{2}\right)=n$ and $E\left(\chi_{n}\right)=\mu_{1}^{\prime}=2^{1 / 2} \frac{\Gamma[(n+1) / 2]}{\Gamma(n / 2)}$
Now use $\frac{\Gamma(n+k)}{\Gamma n}=n^{k}$, for large values of $n$. [c.f. Remark to $\S$ 14.5.7]
22. Let

$$
P_{x}=\frac{1}{2^{n / 2} \Gamma(n / 2)} \int_{0}^{x} w^{(n-2) / 2} \cdot e^{-w / 2} d w, x>0 .
$$

Show that

$$
x<\frac{n}{1-P_{x}}
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
23. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $N\left(\mu, \sigma^{2}\right)$, and $k$ be a positive integer. Find $E\left(S^{2 k}\right)$. In particular, find $E\left(S^{2}\right)$ and $\operatorname{Var}\left(S^{2}\right)$.

$$
\left[S^{2}=(n-1)^{-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2} ; \bar{X}=n^{-1} \sum_{i=1}^{n} X_{i}\right]
$$

Ans. $E\left(S^{2 k}\right)=\left(\frac{2 \sigma^{2}}{n-1}\right)^{k} \cdot \frac{\Gamma\left(k+\frac{n-1}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} ; k>0, n>1$

$$
E\left(S^{2}\right)=\sigma^{2}, \operatorname{Var}\left(S^{2}\right)=2 \sigma^{4} /(n-1)
$$

24. Let $X_{1}$ and $X_{2}$, be independent random variables, each $N(0,1)$. Find the joint distribution of $Y_{1}=X_{1}{ }^{2}+X_{2}^{2}$ and $Y_{2}=X_{1} / X_{2}$. Find the marginal distributions of $Y_{1}$ and $Y_{2}$. Are $Y_{1}$ and $Y_{2}$ independent?

Ans. $Y_{1} \sim \chi^{2}{ }_{(2)}$ and $Y_{2}$ is standard Cauchy variate. Yes.
25. Let $X_{1}$ and $X_{2}$ be independent standard normal variates. Let

$$
Y_{1}=X_{1}+X_{2} \text { and } Y_{2}=X_{1}^{2}+X_{2}^{2}
$$

(i) Show that the joint m.g.f. of $Y_{1}$ an $Y_{2}$ is:

$$
M\left(t_{1}, t_{2}\right)=\frac{1}{1-2 t_{2}} \exp \left[\frac{t_{1}{ }^{2}}{1-2 t_{2}}\right] ;-\infty<t_{1}<\infty,-\infty<t_{2}<\frac{1}{2}
$$

(ii) Hence or otherwise, show that $Y_{1}$ is a normal variate and $Y_{2}$ is a chi-square variate.
(iii) Are $Y_{1}$ and $Y_{2}$ independent? If not, find the correlation coefficient of $Y_{1}$ and $Y_{2}$.
[Delhi Univ. B.Sc. (Maths. Hons.), 1989]
Ans. $\left(Y_{1}, Y_{2}\right)$ are not independent. $\rho\left(Y_{1}, Y_{2}\right)=0$.
26. If $X_{1}, X_{2}, \ldots, X_{n}$ are independently and normally distributed with the same mean but different variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \ldots, \sigma_{n}{ }^{2}$ and assuming that

$$
U=\frac{\sum_{i}\left(X_{i} / \sigma_{i}^{2}\right)}{\sum_{i}\left(1 / \sigma_{i}^{2}\right)} \text { and } V=\sum_{i=1}^{n}\left[\frac{\left(X_{i}-U\right)^{2}}{\sigma_{i}^{2}}\right]
$$

are independently distributed, show that $U \sim \dot{N}\left\{0,1 /\left(\sum_{i} \sigma_{i}{ }^{2}\right)\right\}$ and $V$ has $\chi^{2}$ distribution with $(n-1)$ d.f.
27. If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from $N\left(\mu, \sigma^{2}\right)$, find the mean and variance of

$$
S=\left[\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2} /(n-1)\right]^{1 / 2}
$$

[Delhi Univ. B.Sc. (Mathe. Hons.), 1988]
28. Let $X_{1}, X_{2}, \ldots, X_{1}$ be a random sample from $N(0,1)$. Define :

$$
\bar{X}_{k}=\frac{1}{k} \sum_{i=1}^{k} X_{i} \text { and } \bar{X}_{n-k}=\frac{1}{n-k} \sum_{i=k+1}^{n} X_{i}
$$

(a) What is the distribution of $\frac{1}{2}\left(\bar{X}_{k}+\bar{X}_{n-k}\right)$ ?
(b) What is the distribution of $k \bar{X}_{k}^{2}+(n-k) \bar{X}_{n-k}$ ?
(c) What is the distribution of $X_{i}^{2} / X_{j}^{2}, i \neq j$ ?
(d) What is the distribution of $X_{i} / X_{j}, i \neq j$ ?

Ans.
(a) $N\left(0, \frac{n}{4 k(n-k)}\right)$; (b) $\chi^{2}(2)$
(c) $\beta_{2}\left(\frac{1}{2}, \frac{1}{2}\right)$ or $F(1,1)$ [See § 14.5]
(d) Standard Cauchy distribution.

## OBJECTIVE TYPE QUESTIONS

I. Choose the correct answer from $B$ and match it with each item in $A$.

## A

B
(a) $\beta_{2}$ for a chi-square distribution
(b) $\beta_{1}$ for a chi-square distribution
(c) Mean for a chi-square distribution
(d) Variance for a chi-square distribution
(e) Characteristic function for $\chi^{2}$ distribution
(f) Mode of $\chi^{2}$-distribution
(g) M.G.F. of $\chi^{2}$-distribution
(h) Skewness of $\chi^{2}$-distribution
(1) $(1-2 i t)^{-n / 2}$
(2) $8 / n$
(3) $\quad 2 n$
(4) $(1-2 t)-n / 2$
(5) $(12 / n)+3$
(G) $\sqrt{2 / n}$
(7) $n$
(8) $(n-2)$
II. State which of the following statement are Truc and which are False. In case of false statements, give the correct statement.
(i) Normal distribution is particular case of $\chi^{2}$-distribution for one d.f.
(ii) For large degrees of freedom, chi-square distribution tends to normal distribution.
(iii) The sum of independent chi-square variates is also a chi-square variate.
(iv) For the validity of $\chi^{2}$-test, it is always necessary that the sample observations should be independent.
(v) The chi-square distribution maintains its character of continuity if cell frequency is less than 5 .
(vi) Each linear constraint reduces the number of degrees of freedom of chi-square by unity.
(vii) In a chi-square test of goodness of fit, if the calculated value of $\chi^{2}$ is zero then the fit is a bad fit.
III. Mention the correct answer :
(i) The mean of a chi-square distribution with $n$ d.f. is
(a) $2 n$,
(b) $n^{2}$,
(c) $\sqrt{n}$,
(d) $n$
(ii) The characteristic function of chi-square distribution is
(a) $(1-2 i t)^{n / 2}$
(b) $(1+2 i t)^{n / 2}$
(c) $(1-2 i t)^{-n / 2}$
(iii) The range of $\chi^{2}$-variate is
(a) $-\infty$ to $+\infty$, (b) 0 to $\infty$, (c) 0 to 1 , (d) $-\infty$ to 0 .
(iv) The skewness in a chi-square distribution will be zero if
(a) $n \rightarrow \infty$
(b) $n=0$,
(c) $n=1$
(d) $n<0$
(v) The moment generating function of a $\chi^{2}$-distribution with $n$. degrees of freedom is
(a) $(1-t)^{-n / 2}$,
(b) $(1-2 t)^{-n / 2}$,
(c) $(1-3 t)^{-n / 2}$,
(d) $(1-2 t)^{1 / 2}$
(iv) Chi-square distribution is
(a) Continuous, (b) multimodal, (c) symmetrical.
IV. Mention some prominent features of the chi-square distribution with $n$ degrees of freedom.
V. If $X$ and $Y$ are independent random variables having chi-square distribution with $m$ and $n$ degrees of freedom respectively, write down the distributions of (i) $X+Y$, (ii) $X / Y$, (iii) $X /(X+Y$.
VI. (a) For how many degrees of freedom does the $\chi^{2}$-distribution reduce to negative exponential distribution?
(b) Givé an example of two independent variates none of which is a chi-square variate, although their sum is a chi-square variate.
13.7. Applications of Chi-square Distribution. $\chi^{\mathbf{2}}$-distribution has a large number of applications in Statistics, some of which are enumerated below:
(i) To test if the hypothetical value of the population variance is $\sigma^{2}=\sigma_{0}^{2}$ (say).
(ii) To test the 'goodness of fit'.
(iii) To test the independence of attributes.
(iv) To test the homogeneity of independent estimates of the population variance.
(v) To combine various probabilities obtained from independent experiments to give a single test of significance.
(vi) To test the homogeneity of independent estimates of the population correlation coefficient.

In the following sections we shall briefly discuss these applications.
13.7.1. Chi-square Test for Population Variance. Suppose we want to test if a random sample $x_{i},(i=1,2, \ldots, n)$ has been drawn from a normal population with a specified variance $\sigma^{2}=\sigma_{0}^{2}$, (say).

Under the null hypothesis that the population variance is $\sigma^{2}=\sigma_{0}{ }^{2}$, the statistic

$$
\chi^{2}=\sum_{i=1}^{n}\left[\frac{\left(x_{i}-\bar{x}\right)^{2}}{\sigma_{0}^{2}}\right]=\frac{1}{\sigma_{0}^{2}}\left[\sum_{i=1}^{n} x_{i}^{2}-\frac{\left(\sum x_{i}\right)^{2}}{n}\right]=n s^{2} / \sigma_{0}^{2}
$$

follows chi-square distribution with $(n-1)$ d.f.
By comparing the calculated value with the tabulated value of $\chi^{2}$ for $(n-1)$ d.f. at certain level of significance, (usually $5 \%$ ) we may retain or reject the null hypothesis.

Remarks. 1. The above test (13-14) can be applied only if the population from which sample is drawn is normal.
2. If the sample size $n$ is large ( $>30$ ), then we can use Fisher's approximation
i.e.,

$$
\begin{gather*}
\sqrt{2 \chi^{2}} \sim N(\sqrt{2 n-1}, 1) \\
Z=\sqrt{2 \chi^{2}}-\sqrt{2 n-1} \sim N(0,1) \tag{13-14a}
\end{gather*}
$$

and apply Normal Test.
3. For a detailed discussion on the significant values, (critical values), for testing $H_{0}: \sigma^{2}=\sigma_{0}{ }^{2}$ against various alternatives: (i) $\sigma^{2}>\sigma_{0}{ }^{2}$; (ii) $\sigma^{2}<\sigma_{0}{ }^{2}$ and (iii) $\sigma^{2} \neq \sigma_{0}{ }^{2}$, see Remark 1 to § 16.7.4.

Example 13.9. It is believed that the precision (as measured by the variance) of an instrument is no more than 0.16. Write down the null and alternative hypothesis for testing this belief. Carry out the test at $1 \%$ level, given 11 measurements of the same subject on the instrument :
$2.5,2.3,2.4,2.3,2.5,2.7,2.5,2.6,2.6,2.7,2.5$. [Calicut Univ: B.Sc. (Main Stat.), April 1989]
Solution. Null Hypothesis, $H_{0}: \sigma^{\mathbf{2}}=\mathbf{0} .16$
Alternative Hypothesis: $H_{1}: \sigma^{2}>0.16$.
COMPUTATION OF SAMPLE VÁRIANCE

| $X$ | $X-\bar{X}$ | $(X-\bar{X})^{2}$ |
| :---: | :---: | :---: |
| 2.5 | -0.01 | 0.0001 |
| 2.3 | -0.21 | 0.0441 |
| 2.4 | -0.11 | 0.0121 |
| 2.3 | -0.21 | 0.0441 |
| 2.5 | -0.01 | 0.0001 |
| 2.7 | +0.19 | 0.0361 |
| 2.5 | -0.01 | 0.0001 |
| 2.6 | +0.09 | 0.0081 |
| 2.6 | +0.09 | 0.0081 |
| 2.7 | +0.19 | 0.0361 |
| 2.5 | -0.01 | 0.0001 |
| $\bar{X}=\frac{27.6}{11}=2.51$ |  | $\Sigma(X-\bar{X})^{2}=0.1891$ |

Under the null hypothesis $H_{0}: \sigma^{2}=0.16$, the test statistic is :

$$
\chi^{2}=\frac{n s^{2}}{\sigma^{2}}=\frac{\sum(X-\bar{X})^{2}}{\sigma^{2}}=\frac{0.1891}{0.16}=1 \cdot 182
$$

which follows $\chi^{2}$-distribution with d.f. $(11-1)=10$.
Since the calculated value of $\chi^{2}$ is less than the tabulated value 23.2 of $\chi^{2}$ for 10 d.f. at $1 \%$ level of significance, it is not significant. Hence $H_{0}$ may be accepted and we conclude that the data are consistent with the hypothesis that the precision of the instrument is 0.16 .

Example 3•10. Test the hypothesis that $\sigma=10$, given that $s=15$ for a random sample of size 50 from a normal population.

Solution. Null Hypothesis, $H_{0}: \sigma=10$.
We are given $\quad n=50, \quad s=15$

$$
\therefore \quad \chi^{2}=\frac{n s^{2}}{\sigma^{2}}=\frac{50 \times 225}{100}=112.5
$$

Since $n$ is large, using $(13 \cdot 14 a)$, the test statistic is

$$
Z=\sqrt{2 \varkappa^{2}}-\sqrt{2 n-1} \sim N(0,1)
$$

Now, $\quad Z=\sqrt{225}-\sqrt{99}=15-9.95=5.05$
Sine $|Z|>3$, it is significant at all levels of significance and hence $H_{0}$ is rejected and we conclude that $\sigma \neq 10$.

13•7.2. Chi-square Test of Goodness of Fit. A very poperliul test for testing the significance of the discrepancy between theory, and experiment was given by Prof. Karl Pearson in 1900 and is known as "Chi-square test of goodness of fit." It enables us to find if the deviation of the experiment from theory is just by chance or is it really due to the inadequacy of the theory to fit the observed data.

If $O_{i},(i=1,2, \ldots, n)$ is a set of observed (experimental) frequencies and $E_{i}$ ( $i=I, 2, \ldots, n$ ) is the corresponding set of expected (theoretical or hypothetical) frequencies, then Karl Pearson's chi-square, given by

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{n}\left[\frac{\left(O_{i}-E_{i}\right)^{2}}{E_{i}}\right], \quad\left(\sum_{i=1}^{n} O_{i}=\sum_{i=1}^{n} E_{i}\right) \tag{13;15}
\end{equation*}
$$

follows chi-square distribution with $(n-1)$ d.f.
Remark. This is an approximate test for large values of $n$. The conditions for the validity of the $\chi^{2}$-test of goodness of fit have already been given in § 13.5 on page 13.15 .

Example 13•11. The following figures show the distribution of digits in numbers chosen at random from a telephone directory :
Digits : $\begin{array}{llllllllllll} & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & T o t a l\end{array}$
Frequency: $10261107997966 \quad 10759331107972964 \quad 85310,000$

Test whether the digits may be taken to occur equally frequently in the directory.
[Osmania Univ. M.A. (Eco.), 1992]
Solution. Here we set up the null hypothesis that the digits occur equally frequently in the directory.

Under the null hypothesis, the expected frequency for each of the digits $0,1,2, \ldots, 9$ is $10000 / 10=1000$. The value of $\chi^{2}$ is computed as follows :

CALCULATIONS FOR $\boldsymbol{\chi}^{\mathbf{2}}$

| Digits | Observed Frequency (O) | Expected Frequency (E) | $(O-E)^{2}$ | $(O-E)^{2} / E$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1026 | 1000 | 676 | 0.676 |
| 1 | 1107 | 1000 | 11449 | 11.449 |
| 2 | 997 | 1000 | 9 | 0.009 |
| 3 | 966 | 1000 | 1156 | 1.156 |
| 4 | 1075 | 1000 | 5625 | 5.625 |
| 5 | 933 | 1000 | 4489 | $4.489{ }^{\circ}$ |
| 6 | 1107 | 1000 | 11449 | 11.449 |
| 7 | 972 | 1000 | 784 | 0.784 |
| 8 | 964 | 1000 | 1296 | 1.296 |
| 9 | 853 | 1000 | 21609 | 21.609 |
| Total | 10,000 | 10,000 |  | 58.542 |
| $\chi^{2}=\sum\left[\frac{(O-E)^{2}}{E}\right]=58.542$ |  |  |  |  |

The number of degrees of freedom $=10-1=9$, (since we are given 10 frequencits. subjected to only one linear constraint $\Sigma O=\Sigma E=10,000$ ).

The tabulated $\chi^{2}{ }_{0.05}$ for 9 d.f. $=16.919$
Since the calculated $\chi^{2}$ is much greater than the tabulated value, it is highly significant and we reject the null hypothesis. Thus we conclude that the digits are not uniformly distributed in the directory.

Example 13.12. The following table gives the number of aircraft accidents that occurs during the various days of the week. Find whether the accidents are uniformly distributed over the week.
Days ... Sun. Mon. Tues. Wed. Thus. Fri. Sat.
No. of accidents ... $14 \quad 16 \quad 8 \quad 12 \quad 11 \quad 9 \quad 14$
(Given : the values of chi-square significant at 5, 6, 7, d.f. are respectively* 11.07, 12.59, 14.07 at the $5 \%$ level of significance.

Solution. Here we set up the null hypothesis that the accidents are uniformly distributed over the week.

Under the null hypothesis, the expected frequencies of the accidents on' each of the days would be:
Days ... Sun. Mon. Tues. Wed. Thus. Fri. Sat. Total $\begin{array}{llllllllll}\text { No. of accidents } & . . & 12 & 12 & 12 & 12 & 12 & 12 & 12 & 84\end{array}$

$$
\begin{aligned}
\chi^{2} & =\frac{(14-12)^{2}}{12}+\frac{(16-12)^{2}}{12}+\frac{(8-12)^{2}}{12}+\frac{(12-12)^{2}}{12} \\
& +\frac{(11-12)^{2}}{12}+\frac{(9-12)^{2}}{12}+\frac{(14-12)^{2}}{12} \\
& =\frac{1}{12}(4+16+16+0+1+9+4)=\frac{50}{12} \\
& =4.17
\end{aligned}
$$

The number of degrees of freedom

$$
\begin{aligned}
& =\text { Number of observations }- \text { Number of independent constraints. } \\
& =7-1=6
\end{aligned}
$$

The tabulated $\chi^{2}{ }_{0.05}$ for 6 d.f. $=12.59$
Since the calculated $\chi^{2}$ is much less than the tabulated value, it is highly insignificant and we accept the null hypothesis. Hence we conclude that the accidents are uniformly distributed over the week.

Example 13-13. The theory predicts the proportion of beans in the four groups $A, B, C$ and $D$ should be $9: 3: 3: 1$. In an experiment among 1600 beans, the numbers in the four groups were 882,3i3, 287 and 118. Does the experimental result support the theory? [Agra Univ. B.Sc., 1991]

Solution. Null Hypothesis : We set up the null hypothesis that the theory fits well into the experiment, i.e., the experimental results support the theory.

Under the null hypothesis, the expected (theoretical) frequencies can be computed as follows :

Total number of beans $=882+313+287+118=1600$
These are to be divided in the ratio $9: 3: 3: 1$

$$
\begin{aligned}
\therefore \quad E(882) & =\frac{9}{16} \times 1600=900, \quad E(313)=\frac{3}{16} \times 1600=300 \\
E(287) & =\frac{3}{16} \times 1600=300, \quad E(118)=\frac{1}{16} \times 1600=100 \\
\therefore \quad \chi^{2} & =\sum\left[\frac{(O-E)^{2}}{E}\right] \\
& =\frac{(882-900)^{2}}{900}+\frac{(313-300)^{2}}{300}+\frac{(287-300)^{2}}{300}+\frac{(118-100)^{2}}{100} \\
& =0.3600+0.5633+0.5633+3.2400=4.7266 \\
d . f .=4-1 & =3, \text { and tabulated } \chi^{2} .0 .05 \text { for } 3 \text { d.f. }=7.815
\end{aligned}
$$

Since the calculated value of $\chi^{2}$ is less than the tabulated value, it is not significant. Hence the null hypothesis may be accepted at $5 \%$ level of significance and we may conclude that there is good correspondence between theory and experiment.

Example 13•14. A survey of 320 families with 5 children each revealed the following distribution :

| No. of boys : | 5 | 4 | 3 | 2 | 1 | 0 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| No. of girls : | 0 | 1 | 2 | 3 | 4 | 5 |
| No. of families : | 14 | 56 | 110 | 88 | 40 | 12 |

Is this result consistent with the hypothesis that male and female births are' equally probable?

Solution. Let us set up the null hypothesis that the data are consistent ' with the hypothesis of equal probability for male and female births. Then under the null hypothesis :

$$
\begin{aligned}
p & =\text { Probability of male birth }=\frac{1}{2}=q \\
p(r) & =\text { Probability of ' } r^{\prime} \text { male births in a family of } 5 \\
& =\binom{5}{r} p^{r} q^{S-r}=\binom{5}{r}\left(\frac{1}{2}\right)^{5}
\end{aligned}
$$

The frequency of $r$ male births is given by:

$$
\begin{align*}
f(r) & =N . p(r)=320 \times\binom{\dot{\zeta}}{r} \times\left(\frac{1}{2}\right)^{5} \\
& =10 \times\binom{ 5}{r} \tag{*}
\end{align*}
$$

Substituting $r=0,1,2,3,4$ successively in (*), we get the expected frequencies as follows :

$$
\begin{array}{ll}
f(0)=10 \times 1=10, & f(1)=10 \times{ }^{5} C_{1}=50 \\
f(2)=10 \times{ }^{5} C_{2}=100, & f(3)=10 \times{ }^{5} C_{3}=100 \\
f(4)=10 \times{ }^{5} C_{4}=50, & f(5)=10 \times{ }^{5} C_{5}=10
\end{array}
$$

CALCULATIONS FOR $\chi^{2}$

| Observed <br> Frequencies <br> $(O)$ | Expected <br> Frequencies <br> $(E)$ | $(O-E)^{2}$ | $(O-E)^{2} / E$ |
| :---: | :---: | :---: | :---: |
| 14 | 10 | 16 | 1.6000 |
| 56 | 50 | 36 | 0.7200 |
| 110 | 100 | 100 | 1.0000 |
| 88 | 100 | 144 | 1.4400 |
| 40 | 50 | 100 | 2.0000 |
| 12 | 10 | 4 | 0.4000 |
| Total 320 | 320 | 7.1600 |  |

Tabulated $\chi^{2}{ }_{0.05}$ for $6-1=5$ d.f. is.11.07.
Calculated value of $\chi^{2}$ is less than the tabulated value, it is not significant at $5 \%$ level of significance and hence the null hypothesis of equal probability for male and female births may be accepted.

Example 13-15. Fit a Poisson distribution to the following data and test the goodness of fit.

| $X:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f:$ | 275 | 72 | 30 | 7 | 5 | 2 | 1 |

Solution. Mean of the given distribution is :

$$
\bar{X}=\frac{\sum_{i} f_{i} x_{i}}{N}=\frac{189}{392}=0.482
$$

In order to fit a Poisson distribution to the given data, we take the mean (parameter) $m$ of the Poisson distribution equal to the mean of the given distribution, i.e., we take.

$$
m=\bar{X}=0.482
$$

The frequency of $r$ successes is given by the Poisson law as :

$$
\begin{aligned}
f(r) & =N p(r)=392 \times \frac{e^{-0.482}(0.482) r}{r!} ; r=0,1,2, \ldots, 6 \\
\text { Now } f(0) & =392 \times e^{-0.482}=392 \times \text { Antilog }[-0.482 \log e] \\
& =392 \times \text { Antilog }[-0.482 \times \log 2.7183] \quad(\because e=2.7183) \\
& =392 \times \text { Antilog }[-0.482 \times 0.4343] \\
& =392 \times \text { Antilog }[-0.2093] \\
& =392 \times \text { Antilog }[1.7907]=392 \times 0.6176 \\
& =242.1 \\
f(1) & =m \times f(0)=0.482 \times 242.1=116.69 \\
f(2) & =\frac{m}{2} \times f(1)=0.241 \times 116.69 \\
f(3) & =\frac{m}{3} \times f(2)=\frac{0.482}{3} \times 28.12=4.518 \\
f(4) & =\frac{m}{4} \times f(3)=\frac{0.482}{4} \times 4.518=0.544 \\
f(5) & =\frac{m}{5} \times f(4)=\frac{0.482}{5} \times 0.544=0.052 \\
f(6) & =\frac{m}{6} \times f(5)=\frac{0.482}{6} \times 0.052=0.004
\end{aligned}
$$

Hence the theoretical Poisson frequencies correct to one decimal place are as given below :

| $X$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Expected <br> Frequency | 242.1 | 116.7 | 28.1 | 4.5 | 0.5 | 0.1 | 0 | 392 |

CALCULATIONS FOR CHI-SQUARE

| Observed <br> frequency <br> $(O)$ | Expected <br> frequency <br> $(E)$ | $(O-E)$ | $(O-E)^{2}$ | $(O-E)^{2 / E}$ |
| :---: | :---: | :---: | :---: | :---: |
| 275 | 242.1 | 32.9 | 1082.41 | 4.471 |
| 72 | 116.7 | 44.7 | 1998.09 | 17.121 |
| 30 | 28.1 | 1.9 | 3.61 | 0.128 |


| $\left.\begin{array}{l}7 \\ 5 \\ 2 \\ 1\end{array}\right\} 15$ | $\left.\begin{array}{l}4 \cdot 5 \\ 0 \cdot 5 \\ 0 \cdot 1 \\ 0\end{array}\right\} 5 \cdot 1$ | 9.9 | 98.01 | $19 \cdot 217$ |
| :---: | :---: | :---: | :---: | :---: |
| 392 | 392.0 |  |  | 40.937 |
| $\therefore \quad \chi^{2}=\sum \frac{(O-E)^{2}}{E}=40.937$ |  |  |  |  |

Degrees of freedom $=7-1-1-3=2$
(One d.f. being lost because of the linear constraint $\sum O=\Sigma E ; 1$ d.f. is lost because the parameter $m$ has been estimated from the given data and is then used for computing the expected frequencies; 3 d.f. are lost because of pooling the last.four expected cell frequencies which are less than five.)

Tabulated value of $\chi^{2}$ for 2 d.f. at $5 \%$ level of significance is 5.99 .
Conclusion. Since calculated value of $\chi^{2}(40.937)$ is much greater than 5.99 , it is highly significant. Hence we conclude that Poisson distribution is not a good fit to the given data.

## EXERCISE 13(b)

1. (a) Define Chi-square and obtain its sampling distribution. Mention ome prominent features of its frequency curve. Obtain the mean and the variance of the chi-square distribution.
(b) Show that the sum of two independent variates having chi-square distributions, has a chi-square distribution.
2. (a) Write a short note on the Chi-square test of goodness of fit of a random sample to a hypothetical distribution
(b) Describe the Chi-square test of significance and state the various uses to which it can be put.
(c) Discuss the $\chi^{2}$-test of goodness of fit of a theoretical distribution to an observed.frequency distribution. How are the degrees of freedom ascertained when some parameters of the.theoretical distribution have to be estimated from the data?
3. (a) The following table gives the number of aircraft accidents that occurred during the seven days of the week. Find whether the accidents are uniformly distributed over the week.

| Days | : | Mon. | Tue. | Wed. | Thur. | Fri. | Sat. | Total |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. of accidents $:$ | 14 | 18 | 12 | 11 | 15 | 14 | 84 |  |

Ans. $H_{0}$ : Accidents are uniformly distributed over. the week. $\chi^{2}=2.143$; Not significant. $H_{0}$ may be accepted.
(b) A die is thrown 60 times with the following results.

| Face | $:$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | $:$ | 8 | 7 | 12 | 8 | 14 | 11 |

Test at $5 \%$ level of significance if the die is honest, assuming that $P\left(\boldsymbol{x}^{2}>11.1\right)=0.05$ with 5 d.f. $\quad$ [Burdwan Univ. B.Sc. (Hons.), 1991]
4. (a) In 250 digits from the lottery numbers, the frequencies of the digits $0,1,2, \ldots, 9$ were $23,25,20,23,23,22,29,25,33$ and 27 . Test the hypothesis that they were randomly drawn.
(b) 200 digits we chosen at random from a set of tables. The frequencies of the digits were:

| Digits | $\vdots$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Frequency | $:$ | 18 | 19 | 23 | 21 | 16 | 25 | 22 | 20 | 21 | 15 |

Use $\chi^{2}$ test to assess the correctness of hypothesis that the digits were distributed in equal numbers in the table, given that the values of $\chi^{2}$ are respectively $16 \cdot 9$, 18.3 and 19.7 for 9,10 and 11 degrees of freedom at $5 \%$ level of significance.
[Delhi Univ. B.Sc., 1992]
Ans. $\chi^{2}=4 \cdot 3$. Hypothesis seems to be correct.
5. Among 64 offsprings of a certain cross between guinea pigs, 34 were red, 10 were black and 20 were white. According to the genetic model these numbers should be in the ratio $9: 3: 4$. Are the data consistent with the model at 5 per cent level?
[You are given that the value of $\chi^{2}$ with the probability 0.05 being exceeded is 5.99 for 2 d.f. and 3.84 for 1 d.f.]
6. In an experiment on pea-breeding, Mendal obtained the following frequencies of seeds : 315 round and yellow, 101 wrinkled and yellow; 108 round and green, 32 wrinkled and green. Total 556 . Theory predicts that the frequencies should be in the proportion $9: 3: 3: 1$ respectively. Set up proper hypothesis and test it at $10 \%$ level of significance.

Ans. $\chi^{2}=0.51$. There seems to be good correspondence between theory and experiment.
7. (a) Selfed progenies of a cross between pure strains of plant segregated as follows :

|  |  | Early flowering | Late flowering |
| :--- | :---: | :---: | :---: |
| Tall | $:$ | 120 | 48 |
| Short | $:$ | 36 | 13 |

Do the results agree with the theoretical frequencies which specify a 9:3:3:1 ratio?
(b)Children having one parent of blood-type $M$ and the other type $N$ will always be one of the three types $M, M N, N$ and average proportions of these will be $1: 2: 1$.

Out of 300 children having one $M$ parent and one $N$ parent, $30 \%$ were found to be of type $M, 45 \%$ of type $M N$ and the remaining of type $N$. Use $\chi^{2}$ to test the hypothesis.
[Patna Univ. B.Sc., 1991]
(c) A genetical law says that children having one parent of blood group $M$ and the other parent of blood group $N$ will always be one of the three blood groups $M, M N, N$; and that the average number of children in these groups will be in the ratio $1: 2: 1$. The report on an experiment states as follows :"Of 162 children having one $M$ parent, and one $N$ parent, $284 \%$ were found to be of group $M, 42 \%$ of group $M N$ and the rest of the group $N^{\prime \prime}$. Do the data in the report conform to the expected genetic ratio $1: 2: 1$ ?
(d) A bird watcher sitting in a park has spotted a number'of birds belonging to 6 categories. The exact classification is given below :

| Category | $:$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :---: | :---: | :--- | :--- |
| Frequency | $:$ | 6 | 7 | 13 | 17 | 6 | 5 |

Test at $5 \%$ level of significance whether or not the data is compatible with the assumption that this particular park is visited by birds belonging to these six categories in the proportion $1: 1: 2: 3: 1: 1$.
[Given $P\left(\chi^{2} \geq 11.07\right)=0.05$ for 5 degrees of freedom]
[Cailcutta Univ. B.Sc. (Mathe. Hons.), 1991]
(e) Every clinical thermometer is classified into one of four categories $A, B$, $C, D$ on the basis of inspection and test. From past experience it is known that thermometers produced by a certain manufacturer are distributed among the four categories in the following proportions :

| Category | $:$ | $A$ | $B$ | $C$ | $D$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Proportion | $:$ | 0.87 | 0.09 | 0.03 | 0.01 |

A new lot of 1336 thermometers is submitted by the manufacturer for inspection and test and the following distribution into four categories results :

| Category | $:$ | $A$ | $B$ | $C$ | $D$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| No. of thermometers reported | $:$ | 1188 | 91 | 47 | 10. |

Does this new lot of thermometers differ from the previous experience with regards to proportion of thermometers in each category?
8. (a) Five unbiased dice were thrown 96 times and the number of times 4 , 5 or 6 was obtained is given below.

| No. of dice showing 4. 5 or $6:$ | 5 | 4 | 3 | 2 | 1 | 0 |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Frequency | $:$ | 8 | 18 | 35 | 24 | 10 | 1 |

Fit a suitable distribution and test for the goodness of fit as far as you can proceed without the use of any tables and state how you would proceed further.
[Gauhati Univ. B.Sc., 1992]
(b) In 120 throws of a single die, the following distribution of faces was obtained:

| Faces | $:$ | 1 | 2 | 3 | 4 | 5 | 6 | Total |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | $:$ | 30 | 25 | 18 | 10 | 22 | 15 | 120 |

Compute the statistic you would use to test whether the results constituted refutation of the "equal probability" (null hypothesis). Also state how you would proceed further.
[Nagpur Univ, B.Sc., 1992]
(c) Given below is the number of male and female births in 1,000 families having five children :

| Number of <br> male births | Number ij <br> female births | Number of <br> families |
| :---: | :---: | :---: |
| 0 | 5 | 40 |
| 1 | 4 | 300 |
| 2 | 3 | 250 |
| 3 | 2 | 200 |
| 4 | 1 | 30 |

Test whether the given data is consistent with the hypothesis that the binomial law holds if the chance of a male birth is equal to that of a female birth.

| Five-pig |  |
| :---: | :---: |
| (d) litters |  |
| Number of males | Number of |
| in litter | litters |
| 0 | 2 |
| 1 | 20 |
| 2 | 41 |
| 3 | 35 |
| 4 | 14 |
| 5 | 4 |

Test whether each of the above two samples is a binomial sample ( $i$ ) with $p$ $=0.5$, given a priori and (ii) with $p$ determined from the data. Test the significance of the difference between the two sample $p$ 's.
9. (a) The following table gives the count of yeast cells in square of a cyclometer. A square millimeter is divided into 400 equal squares and the number of these squares containing $0,1,2, \ldots$ cells are recorded-

| Number of cells : | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Frequency : | 0 | 20 | 43 | 53 | 86 | 70 | 54 | 37 | 18 | 10 | 5 |
| Number of cells : | 11 | 12 | 13 | 14 | 15 | 16 |  |  |  |  |  |

Fit a Poisson distribution to the data and test the goodness of fit.
(b) The following is the distribution of the hourly number of trucks arriving at a company's warehouse.
Trucks arriving per hour : $\begin{array}{llllllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8\end{array}$
$\begin{array}{lllllllllll}\text { Frequency } & : & 52 & 151 & 130 & 102 & 45 & 12 & 5 & 1 & 2\end{array}$
Find the mean of the distribution and using its mean, (rounded to one decimal) as the parameter $\lambda$, fit a Poisson distribution. Test for goodness of fit at the level of significance $\alpha=0.05$
[Madras Institute of Technology, 1992]
(c) Obtain the equation of the normal curve that may be fitted to the following data:

| Class | $:$ | $60-65$ | $65-70$ | $70-75$ | $75-80$ | $80 — 85$ | $85-90$ | $90 — 95$ | $95 — 100$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frequency | $:$ | 3 | 21 | 150 | 335 | 326 | 135 | 26 | 4 |

Obtain the expected normal frequencies and test the goodness of fit.
10. Aitken gives the following distribution of times shown by two samples of 504 watches each, displayed in watch-maker's windows:

| Class interval for <br> time shown | Frequency of watches <br> from sample I | Frequency of watches <br> from sample in |
| :---: | :---: | :---: |
| $0-2$ | 75 | 83 |
| $2-4$ | 93 | 86 |
| $4-6$ | 94 | 94 |
| $6-8$ | 76 | 72 |
| $8-10$ | 80 | 82 |
| $10-12$ | -86 | 87 |
| Total | $\underline{504}$ | $\underline{504}$ |
|  |  |  |

Calculate the expected frequencies of watches in the various class intervals under the hypothesis that the times shown are uniformly distributed over the interval $(0,12)$, separately for the two samples and also for the combined sample of all the 1,008 watches.

Test the goodness of fit for the two samples separately and for the.combined sample. Test also the significance of the sum of the values of $\chi^{2}$ for the two separate samples.
11. The following independent observations were made on the price of grain in 10 consecutive months :

| Month | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Price (in Rs.) : | 115 | 118 | 120 | 140 | 135 | 137 | 139 | 142 | 144 | 150 |

Test the hypothesis that the expected price in the $i$ th month is Rs. $(100+3 i), i=1,2, \ldots, 10$ with a standard deviation of Rs. 5 under the assumption that the prices are normally distributed.
12. To test a hypothesis $H_{0}$, an experiment is performed 3 times. The resulting values of chi-square are 2.37, 1.86 and 3.54, each of which corresponds to one degree of freedom. Show that while $H_{0}$ cannot be rejected at $5 \%$ level on the basis of any individual experiment, it can be rejected when the three experiments are collectively counted.
[Poona Univ. B.Sc., 1991]
[Hint. Use additive property of chi-square variates.]
13. (a) Describe the chi-square test for testing a hypothesis that a normal population has a specified variance $\sigma^{2}$.
(b) Give the approximation to the test statistic in (a) if $n$, the sample size, is sufficiently large.
(c) A sample of 15 yalues shows that the s.d. is 6.4 . Is this compatible with the hypothesis that the sample is from a normal population with s.d.. 5 ?

Ans. $H_{0}: \sigma=5, \chi^{2}=24.58$; Significant. Population s.d. is not 5 .
(d) Test the hypothesis that $\sigma=8$, given that $s=10$ for a random sample of size 51 from a normal ' population.

Ans. $Z=\sqrt{2 \chi^{2}}-\sqrt{(2 n-1)}=\sqrt{2 \times 79.69}-\sqrt{101}=2.57$. Significant at $5 \%$ level of significance.
14. (a) A manufacturer claims that the life time of a certain brand of batteries produced by his factory has a variance of 5000 (hours) ${ }^{2}$. A sample of size 26 has a variance of 7200 (hours) ${ }^{2}$. Assuming that it is reasonable to treat these data as a random sample from a normal population, test the manufacturer's claim at the $\alpha=0.02$ level.

Hint. $H_{0}: \sigma^{2}=5000$ (hours) ${ }^{2} ; H_{1}: \sigma^{2} \neq 5000$ (hours) ${ }^{2}$ (Two-tailed)
Critical region is: $\chi^{2}<\chi^{2}{ }_{(25)}(0.99)$ ar. $; \chi^{2}>\chi^{2}{ }_{(25)}(0.01)$.
(b) A manufacturer recorded the cut-off bias (Volt) of a sample of 10 tubes as follows:

$$
12 \cdot 1,12 \cdot 3,11 \cdot 8,12 \cdot 0,12 \cdot 4, \cdot 12 \cdot 0,12 \cdot 1,11 \cdot 9,12 \cdot 2,12 \cdot 2
$$

The variability of cut-off bias for tubes of a standard type as measured by the standard deviation is 0.208 volts. Is the variability of the new tube with respect to cut-off bias less than that of the standard type?

Hint : $H_{0}: \sigma^{2}=(0.208)^{2}(\text { Volts })^{2}=\sigma_{0}^{2}($ say $) ; H_{1}: \sigma^{2}<\sigma_{0}^{2}$ Critical region is : $\chi^{2}<\chi^{2}{ }_{(n-1)}(1-\alpha)=\chi^{2}{ }_{(9)}(0.95) ; \alpha=0.05$
13.7.3. Independence of Attributes. Let us consider two attributes $A$ and $B, A$ divided into $r$ classes $A_{1}, A_{2}, \ldots, A_{r}$ and $B$ divided into $s$ classes $B_{1}, B_{2}, \ldots, B_{s}$. Such a classification in which attributes are divided into more than two classes is known as manifold classification. The various cell frequencies can be expressed in the following table known as $r \times s$ manifold contingency table where $\left(A_{i}\right)$ is the number of persons possessing the attribute $A_{i},(i=1,2, \ldots, r),\left(B_{j}\right)$ is the number of persons posse. sing the attribute $B_{j}$ $(j=1,2, \ldots, s)$ and $\left(A_{i} B_{j}\right)$ is the number of persons possessing both the attributes $A_{i}$ and $B_{j},[i=1,2, \ldots, r ; j=1,2, \ldots, s]$. Also

$$
\sum_{i=1}^{r}\left(A_{i}\right)=\sum_{j=1}^{s}\left(B_{j}\right)=N, \text { is the total frequency. }
$$

$r \times s$ CONTINGENCY TABLE

|  | $A_{1}$ | $A_{2}$ | $\ldots$ | $A_{i}$ | ...... | $A_{r}$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{1}{ }^{\text {. }}$ | ( $A_{1} B_{1}$ ) | $\left(A_{2} B_{1}\right)$ | ...... | $\left(A_{i} B_{1}\right)$ | ..... | $\left(A_{r} B_{l}\right)$ | $\left(B_{1}\right)$ |
| $B_{2}$ | ( $A_{1} B_{2}$ ) | $\left(A_{2} B_{2}\right)$ | ...... | $\left(A_{i} B_{2}\right)$ | $\ldots$ | $\left(A_{r} B_{2}\right)$ | $\left(B_{2}\right)$ |
| : |  |  |  |  |  |  |  |
| $B_{j}$ | ( $A_{1} B_{j}$ ) | $\left(A_{2} B_{j}\right)$ | $\cdots$ | $\left(A_{i} B_{j}\right)$ | ...... | $\left(A_{r} B_{j}\right)$ | $\left(B_{j}\right)$ |
| ! |  |  |  |  |  |  |  |
| $B_{s}$ | $\left(A_{1} B_{s}\right)$ | $\left(A_{2} B_{8}\right)$ | ...... | $\left(A_{i} B_{s}\right)$ | ...... | ( $A_{r} \dot{B}_{s}$ ) | ( $B_{s}$ ) |
| Total | $\left(A_{1}\right)$ | $\left(A_{2}\right)$ | ... | $\left(A_{i}\right)$ | $\ldots$ | ( $A_{r}$ ) | $N$ |

The problem is to test if two attributes $A$ and $B$ under consideration are independent or not.

Under the null hypothesis that the attributes are independent, the theoretical cell frequencies are calculated as follows :
$P\left[A_{i}\right]=$ Probability that à person possesses the attribute $A_{i}$

$$
=\frac{\left(A_{i}\right)}{N} ; i=1,2, \ldots, r
$$

$P\left[B_{j}\right]=$ Probability that a person possesses the atribute $B_{j}$

$$
=\frac{\left(B_{j}\right)}{N} ; j=1,2, \ldots, s
$$

$P\left[A_{i} B_{j}\right]=$ Probability that a person possesses the atuributes $A_{i}$ ând $B_{j}$

$$
=P\left(A_{i}\right) P\left(B_{j}\right)
$$

(By compound probability theorem, since the attributes $A_{i}$ and $B_{j}$ are independent, under the null hypothesis).

$$
\therefore \quad P\left[A_{i} B_{j}\right]=\frac{\left(A_{i}\right)}{N} \cdot \frac{\left(B_{i}\right)}{N} ; i=1,2, \ldots, r ; j=1,2, \ldots, s
$$

$\therefore\left(A_{i} B_{j}\right)_{0}=$ Expected number of persons possessing both the attributes $A_{i}$ and $B_{j}$.

$$
\begin{equation*}
=N \cdot P\left[A_{i} B_{j}\right]=\frac{\left(A_{i}\right)\left(B_{j}\right)}{N} \tag{13.16}
\end{equation*}
$$

$\Rightarrow \quad\left(A_{i} B_{j}\right)_{0}=\frac{\left(A_{i}\right)\left(B_{j}\right)}{N},(i=1,2, \ldots, r ; j=1,2, \ldots, s)$
By using this formula we can find out expected frequencies for each of the ceil-frequencies $\left(A_{i} B_{j}\right),(i=1,2, \ldots, r ; j=1,2, \ldots, . s)$, under the. null hypothësis of independence of atributes.

The exact test for the independence of attributes is very complicated but a fair degree of approximation is given, for large samples, (large $N$ ), by the $\chi^{2}$-test of goodness of fit, viz.,

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{r} \sum_{j=1}^{s}\left[\frac{\left[\left(A_{i} B_{j}\right)-\left(A_{i} B_{j}\right)_{0}\right]^{2}}{\left(A_{i} B_{j}\right)_{0}}\right], \tag{13-16a}
\end{equation*}
$$

which is distributed as a $\chi^{2}$-variate with $(r-1)(s-1)$ d.f. [c.f. Note below on degrees of freedom].

Remark. $\phi^{2}=\chi^{2} / N$ is known as mean-square contingency.
Since the limits for $\chi^{2}$ and $\phi^{2}$ vary in different cases, they cannot be used for establishing the closeness of the relationship between qualitative characters under study. Prof. Karl Pearson suggested another measure, known as "coefficient of mean square coniingency" which is denoted by $C$ and is given by

$$
\begin{equation*}
C=\sqrt{\frac{\chi^{2}}{\chi^{2}+N}}=\sqrt{\frac{\phi^{2}}{1+\phi^{2}}} \tag{13.17}
\end{equation*}
$$

Obviously $C$ is always less than unity. The maximum value of $C$ depends on $r$ and $s$, the number of classes into which $A$ and $B$ are divided. In a $r \times r$ contingency table, the maximum value of $C=\sqrt{(r-1) / r}$. Since the maximum valuc of $C$ differs for different classification, viz., $r \times r(r=2,3,4, \ldots)$, strictly spcaking, the values of $C$ obtained from different types of classifications are not comparable.

Nute on Degrees of Freedom (d.f.). The number of independent variates which make up the statistic (e.g., $\chi^{2}$ ) is known as the degrees of freedom (d.f.) and is usually denoted by $v$ (the letter ' Nu ' of the Greek alphabet).

The number of degrees of freedom, in gencral, is the total number of observations less the number of independent constraints imposed on the observations. For example, if $k$ is the number of independent constraints in a set of data of $n$ observations then $v=(n-k)$.

Thus in a set of $n$ observations usually, the degrees of freedom for $\chi^{2}$ are $(n-1)$, one d.f. being lost because of the linear constraint $\sum_{i} O_{i}=\sum_{i} E_{i}=N$, on the frequencies (c:f. Theorem 13.3, page 13.12.)

If ' $r$ ' independent linear constraints are imposed on the cell frequencies, then the d.f. are reduced by ' $r$ '.

In addition, if any of the population parameter(s) is (are) calculated from the given data and used for computing the expected frequencies then in applying $\chi^{2}$-test of goodness of fit, we have to subtract one d.f. for each parameter calculated. Thus if ' $s$ ' is the number of population parameters estimated from the sample observations ( $n$ in number), then the required number of degrees of freedom for $\chi^{2}$-test is $(n-s-1)$.

If any one or more of the theoretical frequencies is less than 5 then in applying $\chi^{2}$-test we have also to subtract the degrees of freedom lost in pooling these frequencies with the preceding or succeeding frequency (or frequencies).

In a $r \times s$ contingency table, in calculating the expected frequencies, the row wtals, the column totals and the grand totals remain fixed. The fixation of ' $r$ ' column totals and ' $s$ ' row totals imposes ( $r+s$ ) constraints on the ce!l frequencies. But since

$$
\sum_{i=1}^{r}\left(A_{i}\right)=\sum_{j=1}^{s}\left(B_{j}\right)=N
$$

the total number of independent constraints is only $(r+s-1)$. Further, since the total number of the cell-frequencies is $r \times s$, the required number of degrees of freedom is :

$$
v=r s-(r+s-1)=(r-1)(s-1)
$$

Example 13.6. Two sample polls of votes for two candidates $A$ and $B$ for a public office are taken, one from among the residents of rural areas. The results are given in the table. Examine whether the nature of the area is related to voting preference in this election.

| Votes <br> for <br> Area | $A$ | $B$ | Total |
| :---: | :---: | :---: | :---: |
| Rural | 620 | 380 | 1000 |
| Urban | 550 | 450 | 1000 |
| Total | 1170 | 830 | 2000 |

[Gujarat Univ. B.Sc., 1990]

Solution. Under the null hypothesis that the nature of the area is independent of the voting preference in the election, we get the observed frequencies as follows:

$$
\begin{array}{ll}
E(620)=\frac{1170 \times 1000}{2000}=585, \quad E(380)=\frac{830 \times 1000}{2000}=415, \\
E(550)=\frac{1170 \times 1000}{2000}=585, \text { and } \quad E(450)=\frac{830 \times 1000}{2000}=415
\end{array}
$$

Aliter. In a $2 \times 2$ contingency table, since

$$
\text { d.f. }=(2-1)(2-1)=1 \text {, }
$$

only one of the cell frequencies can be filled up independently and the remaining will follow immediately, since the observed and theoretical marginal totals are fixed. Thus having obtained any one of the theoretical frequencies, (say), $E(520)=585$, the remaining theoretical frequencies can be easily obtained as follows:
and

$$
E(380)=1000-585=415, E(550)=1170-585=585 .
$$

$$
E(450)=1000-585=415
$$

$$
\begin{aligned}
\therefore \quad \chi^{2} & =\sum\left[\frac{(O-E)^{2}}{E}\right]=\frac{(620-585)^{2}}{585}+\frac{(380-415)^{2}}{415} \\
& \quad+\frac{(550-585)^{2}}{585}+\frac{(450-415)^{2}}{415} \\
& =(35)^{2}\left[\frac{1}{585}+\frac{1}{415}+\frac{1}{585}+\frac{1}{415}\right] \\
& =(1225)[2 \times 0.002409+2 \times 0.001709] \doteq 10.0891
\end{aligned}
$$

Tabulaied $\chi^{2}{ }_{0.05}$ for $(2-1)(2-1)=1$ d.f. is $3.841^{\text {. S }}$. Since calculated $\chi^{2}$ is much greater than the tabulated value, it is highly significant and null hypothesis is rejected at $5 \%$ level of significance. Thus we conclude that nature of area is related to voting preference in the election.

Example 13.17. ( $2 \times 2$ contingency table). For the $2 \times 2$ table,

prove that chi-square test of independence gives

$$
\begin{equation*}
\chi^{2}=\frac{N(a d-b c)^{2}}{(a+c)(b+d)(a+b)(c+d)}, N=a+b+c+d \tag{13•18}
\end{equation*}
$$

[Gauhati Univ. B.Sc., 1992]
Solution. Under the hypothesis of independence of atuributes,

$$
\begin{aligned}
& E(a)=\frac{(a+b)(a+c)}{N} \\
& E(b)=\frac{(a+b)(b+d)}{N} \\
& E(c)=\frac{(a+c)(c+d)}{N} \\
& E(d)=\frac{(b+d)(c+d)}{N}
\end{aligned}
$$

and

| $a$ | $b$ | $a+b$ |
| :---: | :---: | :---: |
| $c$ | $d$ | $c+d$ |
| $a+c$ | $b+d$ | $N$ |

$$
\begin{align*}
\therefore \quad \chi^{2} & =\frac{[a-E(a)]^{2}}{E(a)}+\frac{[b-E(b)]^{2}}{E(b)}+\frac{[c-E(c)]^{2}}{E(c)}+\frac{[d-E(d)]^{2}}{E(d)}  \tag{}\\
a-E(a) & =a-\frac{(a+b)(a+c)}{N} \\
& =\frac{a(a+b+c+d)-\left(a^{2}+a c+a b+b c\right)}{N}=\frac{a d-b c}{N}
\end{align*}
$$

Similarly, we will get

$$
b-E(b)=-\frac{a d-b c}{N}=c-E(c) ; d-E(d)=\frac{a d-b c}{N}
$$

Substituting in (*), we get

$$
\begin{aligned}
\chi^{2}= & \frac{(a d-b c)^{2}}{N^{2}}\left[\frac{1}{E(a)}+\frac{1}{E(b)}+\frac{1}{E(c)}+\frac{1}{E(d)}\right] \\
= & \frac{(a d-b c)^{2}}{N}\left[\left\{\frac{1}{(a+b)(a+c)}+\frac{1}{(a+b)(b+d)}\right\}\right. \\
& \left.\quad+\left\{\frac{1}{(a+c)(c+d)}+\frac{1}{(b+d)(c+d)}\right\}\right] \\
= & \frac{(a d-b c)^{2}}{N}\left[\frac{b+-d+a+c}{(a+b)(a+c)(b+d)}+\frac{b+d+a+c}{(a+c)(c+d)(b+d)}\right] \\
= & (a d-b c)^{2}\left[\frac{c+d+a+b}{(a+b)(a+c)(b+d)(c+d)}\right] . \\
= & \frac{N(a d-b c)^{2}}{(a+b)(a+\varepsilon)(b+d)(c+d)}
\end{aligned}
$$

Example 13.18. A random sample of students of Bombay University was selected and asked their opinions about 'autonomous colleges'. The results are given below. Tive same number of each sex was included within each classgroup. Test the hypothesis at $5 \%$ level that opinions are independent of the class groupings :-

| Class | Numbers |  | Total |
| :---: | :---: | :---: | :---: |
|  | Favouring <br> 'autonomous <br> colleges' | Opposed to <br> 'autonomous <br> colleges' |  |
|  | 120 | 80 | 200 |
| S.Y. BA.B.SC.B.Com. | 130 | 70 | 200 |
| T.Y. B.A.B.S./B.Com. | 70 | 30 | 100 |
| M.A./M.Sc./M.Com. | 80 | 20 | 100 |
| Total | 400 | 200 | 600 |

[Bombay Univ. B.Sc., April 1989]
Solution. We set up the null hypothesis that the opinions about autonomous colleges are independent of the class-groupings.

Here the frequencies are arranged in the form of a $4 \times 2$ contingency table. Hence the d.f. are $(4-1) \times(2-1)=3 \times 1=3$. Hence we need to compute independently only three expected frequencies and the remaining expected frequencies can be obtained by subtraction from the row and column totals.

Under the null hypothesis of independence:

$$
\begin{aligned}
& E(120)=\frac{400 \times 200}{600}=133.33 ; E(130)=\frac{400 \times 200}{600}=133.33 \\
& E(70)=\frac{400 \times 100}{600}=66.67
\end{aligned}
$$

Now the table of expected frequencies can be completed as shown below :

| Class | Number |  | Total |
| :---: | :---: | :---: | :---: |
|  | Favouring <br> 'autonomous <br> colleges' | Opposed to <br> (autonomous <br> colleges |  |
| F.Y.B.A./B.Sc./B.Com. | 133.33 | $200-133.33$ <br> $=66.67$ | 200 |
| S.Y.B.A./B.Sc./B.Com. | 133.33 | $200-133.33$ <br> $=66.67$ | 200 |
| T.Y.B.A./B.Sc./B.Com. | 66.67 | $100-66.67$ <br> $=33.33$ | 100 |
| M.A./M.Sc./M.Com. | 66.67 | $100-66.67$ <br> $=33.33$ | 100 |
| Total | 400 | -200 |  |

CALCULATIONS FOR CHI-SQUARE

| $O$ | $E$ | $O-E$ | $(O-E)^{2}$ | $(O-E)^{2} / E$ |
| ---: | ---: | ---: | ---: | ---: |
| 120 | 133.33 | -13.33 | 177.6889 | 1.3327 |
| 130 | 133.33 | -3.33 | 11.0889 | 0.0832 |
| 70 | 66.67 | 3.33, | 11.0889 | 0.1663 |
| 80 | 66.67 | 13.33 | 177.6889 | 2.6652 |
| 80 | 66.67 | 13.33 | 177.6889 | 2.6652 |
| $70:$ | 66.67 | 3.33 | 11.0889 | 0.1663 |
| 30 | 33.33 | -3.33 | 11.0889 | 0.3327 |
| 20 | 33.33 | -13.33 | 177.6889 | 5.3312 |
| Total 400 | 400 |  |  | 12.7428 |

Tabulated (critical) value of $\chi^{2}$ for $(4-1) \times(2-1)=3$ d.f. at $5 \%$ level of significance is 7.815 .

Conclusion. Since calculated value of $\chi^{2}$ is greater than the tabulated value, it is significant at $5 \%$ level of significance and we reject the null hypöthesis. Hence, we conclude that the opinions about autonomous colleges' are dependent on the class-groupings.

Example 13-19. Two researchers adopted different sampling techniques while investigàiting the same group of students to find the number of students falling in different intelligence levels. The results are asfollows :

| Researcher | No. of students in each level. <br> Below Average <br> Average |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{X}$ | 86 | 60 | 44 | 10 | 200 |
| $Y$ | 40 | 33 | .25 | 2 | 100 |
| Total | 126 | 93 | 69 | 12 | 300 |

Would you say that the sampling techniques adopted by the two researchers are significantly different ? (Given. $5 \%$ value of. $\chi^{2}$ for 2 d.f. and 3 d.f. are 5.991 and 7.82 respectively.)

Solution. We set up the null hypothesis that the data obtained are independent of the sampling techniques adopted by the two researchers. In other words, the null hypothesis is that their is no significant difference between the sampling techniques used by the two researchers for collecting the required data.

Here we have a $4 \times 2$ contingency table and d.f. $\equiv(4-1) \times(2-1)=3 \times 1$ $=3$. Hence we need to compute only 3 independent expected frequencies and the remaining expected frequencies can be obtained by subtraction from the marginal row and column totals.

Under the null hypothèsis of independence, we have

$$
\begin{aligned}
& E(86)=\frac{126 \times 200}{300}=84 ; E(60)=\frac{.93 \times 200}{300}=62 ; \\
& E(44)=\frac{69 \times 200}{300}=46
\end{aligned}
$$

The table of expected frequencies can now be completed as shown below :

| Researcher | No. of students in each level |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Below Average | Average | Above average | Genius | Total |
|  | 84 | 62 | 46 | $200-192=8$ | 200 |
| $Y$ | $126-84=42$ | $93-62=31$ | $69-46=23$ | $12-8=4$ | 100 |
| Total | 126 | 93 | 69 | 12 | 300 |

Since we cannot apply the $\chi^{2}$-test straightway here as the last frequency is less than 5 , we should use the technique of pooling in this case as given below :

CALCULATIONS FOR CHI-SQUARE

| $o$ | E | O-E | $(O-E)^{2}$ | $(O-E)^{2} / E$ |
| :---: | :---: | :---: | :---: | :---: |
| 86 | 84 | 2 | 4 | - 0.048 |
| 60 | 62 | -2 | 4 | 0.064 |
| 44 | 46 | -2 | 4 | - 0.087 |
| 10 | 8. | 2 | 4 | 0.500 |
| 40 | 42 | -2 | 4 | 0.095 |
| 33 | 31 | 2 | 4 | $0 \cdot 129$ |
| $\left.{ }_{2}^{25}\right\} .27$ | $\left.{ }^{23} 4\right\} .27$ | 0 | 0 | 0 |
| Total 300 | 300 | 0 | 0 | 0.923 |

After pooling, $\chi^{2}=\sum\left[\frac{(O-E)^{2}}{E}\right]=0.923$
and the $d . f .=(4-1) \times(2-1)-1=3-1=2$, since $1 d . f$. is lost in the method of pooling.

Tabulated value of $\dot{\chi}^{2}$ for $2 d . f$. at $5 \%$ level of significance is 5.991 :

Conclusion. Since calculated value is less that the tabulated value, null hypothesis may be accepted at $5 \%$ level of significance and we may conclude that there is no significant difference in the sampling techniques used by the two researchers.
13.8. Yates' Correction. In a $2 \times 2$ contingency table, the number of d.f. is $(2-1)(2-1)=1$. If any one of the theoretical cell frequencies is less than 5 , then the use of pooling method for $\chi^{2}$-test results in $\chi^{2}$ with 0 d.f. (since $1 d . f$ ? is lost in pooling) which is meaningless. In this case we apply a correction due to F. Yates (1934), which is usually known as "Yates' Correction for Continuity". [As already pointed out, $\chi^{2}$ is a continuous distribution and it fails to maintain its character of continuity if any of the expected frequency is less than S; hence the name 'Correction for Continuity']. This consists in adding 0.5 to the cell frequency which is less than 5 and then adjusting for the remaining cell frequencies accordingly. The $\chi^{2}$-test of goodness of fit is then applied without pooling method.

For a $2 \times 2$ contingency table,

| $a$ | $b$ |
| :--- | :--- |
| $c$ | $d$ |

, we have

$$
\chi^{2}=\frac{N(a d-b c)^{2}}{(a+c)(b+d)(a+b)(c+d)}
$$

According to Yate's correction, as explained above, we subtract (or add) $\frac{1}{2}$ from $a$ and $d$ and add (subtract) $\frac{1}{2}$ to $b$ and $c$ so that the marginal totals are not disturbed at all. Thus, corrected value of $\chi^{2}$ is given as

$$
\begin{align*}
\chi^{2} & =\frac{N\left[\left(a \mp \frac{1}{2}\right)\left(d \mp \frac{1}{2}\right)-\left(b \pm \frac{1}{2}\right)\left(c \pm \frac{1}{2}\right)\right]^{2}}{(a+c)(b+d)(a+b)(c+d)} \\
\text { Numerator } & =N\left[(a d-b c) \mp \frac{1}{2}(a+b+c+d)\right]^{2} \\
& =N\left[|a d-b c|-\frac{N}{2}\right]^{2} \\
\therefore \quad \chi^{2} & =\frac{N[|a d-b c|-N / 2]^{2}}{(\alpha+c)(b+d)(a+b)(c+d)}
\end{align*}
$$

Remarks 1. If ' $N$ is large, the use of Yate's correction will make very little diffcrence in the value of $\chi^{2}$. If, however, $N$ is small, the application of Yates' correction may overstate the probability.
2. It is recommended by many authors and it seems quite logical in the light of the above discussion that Yates' correction be applied to every $2 \times 2$ table, even if no theoretical cell frequency is less than 5.
13.9. Brandt and Snedecor Formula for $2 \times k$ Contingency Table. Let the observations $a_{i j},(i=1,2 ; j=1,2, \ldots, k)$ be arranged in a $2 \times k$ contingency table as follows:

| $A$ | $A_{1}$ | $A 2$ | $\ldots \ldots$ | $A_{i}$ | $\ldots \ldots$ | $A_{k}$ | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ | $B_{1}$ | $a_{11}$ | $a_{12}$ | $\ldots \ldots$ | $a_{1 i}$ | $\ldots \ldots$ | $a_{1 k}$ | $m_{1}$ |
| $B_{2}$ | $a_{21}$ | $a_{22}$ | $\ldots \ldots$ | $a_{2 i}$ | $\ldots \ldots$ | $a_{2 k}$ | $m_{2}$ |  |
| Total | $n_{1}$ | $n_{2}$ | $\ldots \ldots$ | $n_{i}$ | $\ldots \ldots$ | $n_{k}$ | $N$ |  |

Under the hypothesis of independence of attributes, we have

$$
\begin{aligned}
E\left(a_{1 i}\right) & =\frac{n_{i} \times m_{1}}{N} ; E\left(a_{2 i}\right)=\frac{n_{i} \times m_{2}}{N} i i=1,2, \ldots, k \\
\therefore \quad \chi^{2} & =\sum_{i=1}^{k}\left[\frac{\left(a_{1 i}-E\left(a_{1 i}\right)\right]^{2}}{E\left(a_{1 i}\right)}+\frac{\left(a_{2 i}-E\left(a_{2 i}\right)\right]^{2}}{E\left(a_{2 i}\right)}\right] \\
& =\sum_{i=1}^{k}\left\{\frac{\left(a_{1 i}-\frac{m_{1} n_{i}}{N}\right)^{2}}{\left(\frac{m_{1} n_{i}}{N}\right)}+\frac{\left(a_{2 i}-\frac{m_{2} n_{i}}{N}\right)^{2}}{\left(\frac{m_{2} n_{i}}{N}\right)}\right\} \\
& =\sum_{i=1}^{k}\left[\frac{N n_{i}}{m_{1}}\left(\frac{a_{1 i}}{n_{i}}-\frac{m_{1}}{N}\right)^{2}+\frac{N n_{i}}{m_{2}}\left(\frac{a_{2 i}}{n_{i}}-\frac{m_{2}}{N}\right)^{2}\right] \\
& =\sum_{i=1}^{k}\left[\frac{n_{i}}{p}\left(p_{i}-p\right)^{2}+\frac{n_{i}}{q}\left(a_{i}-q\right)^{2}\right]
\end{aligned}
$$

where $\quad p_{i}=\frac{a_{1 i}}{n_{i}}, q_{i}=1-p_{i}=\frac{a_{2 i}}{n_{i}}$
and

$$
p=\frac{m_{1}}{N}, q=1-p=\frac{m_{2}}{N}
$$

$$
\begin{align*}
\therefore \quad \chi^{2} & =\sum_{i=1}^{k}\left[\frac{n_{i}}{p}\left(p_{i}-p\right)^{2}+\frac{n_{i}}{q}\left\{\left(1-p_{i}\right)-(1-p)\right\}^{2}\right] \\
& =\sum_{i=1}^{k} n_{i}\left(p_{i}-p\right)^{2}\left\{\frac{1}{p}+\frac{1}{q}\right\} \\
& =\sum_{i=1}^{k} n_{i}\left(p_{i}-p\right)^{2} \frac{1}{p q} \quad[\because p+ \\
& =\frac{1}{p q} \sum_{i=1}^{k} n_{i}\left(p_{i}^{2}+p^{2}-2 p_{i} p\right)
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{p q}\left[\sum_{i=1}^{k} n_{i} p_{i}{ }^{2}+p^{2} \sum_{i=1}^{k} n_{i}-2 p \sum_{i=1}^{k} p_{i} n_{i}\right] \\
= & \frac{1}{p q}\left[\sum_{i=1}^{k} n_{i} p_{i}{ }^{2}+p^{2} N-2 p . i v p\right] \\
= & \frac{1}{p q}\left[\sum_{i=1}^{k} n_{i} p_{i}{ }^{2}=N p^{2}\right] \\
\text { But } \quad & \sum_{i=1}^{k} n_{i} p_{i}{ }^{2}=\sum_{i=1}^{k} n_{i} p_{i} p_{i}=\sum_{i=1}^{k} a_{1 i} p_{i} \\
\therefore \quad \quad x^{2}= & \frac{1}{p q}\left[\sum_{i=1}^{k} a_{1 i} p_{i}-N p^{2}\right]=\frac{1}{p q}\left[\sum_{i=1}^{k} \frac{a_{1 i}{ }^{2}}{n_{i}}-N p^{2}\right] \\
= & \frac{1}{p q}\left[\sum_{i=1}^{k} \frac{a_{1 i}{ }^{2}}{n_{i}}-m_{1} p\right]=\frac{1}{p q}\left[\sum_{i=1}^{k} \frac{a_{1 i}{ }^{2}}{n_{i}}-\frac{m_{i}{ }^{2}}{N}\right] \tag{13•19}
\end{align*}
$$

Example 13-20. The following table shows three age groups of boys and girls, (a) the number of children affected by a non-infectious disease and (b) the total number of children exposed to risk.

Boys

|  | I | III | III | I | II | III |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | 60 | 25 | 48 | 96 | 18 | 42 |
| (b) | 240 | 470 | 350 | 530 | 200 | 210 |

(i) Test whether there are differences between the incidence rates in the three age groups of boys.
(ii) Test whether the boys and girls are equally susceptible or not.

Solution. (i) We set up the null hypothesis ( $H_{0}$ ) that there is no significant difference between the incidence rates in the three age-groups of boys. In the notations of § 13.9, we have

$$
\left.\begin{array}{l}
a_{11}=60, a_{12}=25, a_{13}=48, m_{1}=133 \\
n_{1}=240, a_{2}=470, n_{3}=350, N=1060
\end{array}\right\}
$$

Substituting these values in (13.19a), we get

$$
\begin{aligned}
\chi^{2} & =\frac{1}{(0.1255)(0.8745)}[15.00+1.33+6.58-133 \times 0.1255] \\
& =\frac{6.2187}{0.1097}=56.688
\end{aligned}
$$

Here $\nu=(3-1)(2-1)=2$.

The tabulated value of $\chi^{2}$ for 2 degrees of freedom at $5 \%$ level of significance is 5.991 . Since calculated value of $\chi^{2}$ is much greater than tabulated value, we reject the null hypothesis and conclude that the incidence rates in the three age-groups of boys differsignificantly.
(ii) Here we set up the null hypothesis that the boys and girls are equally susceptible to the disease. In the usual notations, we have

$$
\text { Here } \quad v=(2-1)(2-1)=1
$$

From the tables, the value of $\chi^{2}$ for 1 degree of freedom at $5 \%$ level of significance is 3.841 which is much less than the calculated value. We, therefore, reject the null hypothesis and conclude that boys and girls are not equally susceptible to the disease.

Example 13.21. Two samples of sizes $N_{1}, N_{2}$ have respectively frequencies $f_{1}, f_{2}, \ldots, f_{n}$ and $f_{1}^{\prime}, f_{2}^{\prime}, \ldots, f_{n}^{\prime}$ under the same headings. Show that $\chi^{2}$ for such a distribution is equal to

$$
\sum_{r=1}^{n} N_{1} N_{2}\left[\frac{\left(\frac{f_{r}}{N_{1}}-\frac{f_{r}^{\prime}}{N_{2}}\right)^{2}}{f_{r}+f_{r}^{\prime}}\right]
$$

[Allahabad Univ: B.Sc., 1992]
Solution. The $2 \times n$ contingency table for which $\chi^{2}$ is to be calculated is given below :

| $A$ | $A_{1}$ | $A_{2}$ | $\cdots$ | $A_{r}$ | $\cdots$ | $A_{n}$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B$ |  | $f_{1}$ | $f_{2}$ | $\cdots$ | $f_{r}$ | $\cdots$ | $f_{n}$ |
| $B_{1}$ | $f_{1}$ | $N_{1}$ |  |  |  |  |  |
| $B_{2}$ | $f_{1}^{\prime}$ | $f_{2}^{\prime}$ | $\cdots$ | $f_{r}^{\prime}$ | $\ldots$ | $f_{n}^{\prime}$ | $N_{2}$ |

Under the hypothesis of independence of attributes, we have

$$
\begin{aligned}
E\left(f_{r}\right) & =\frac{N_{1}\left(f_{r}+f_{r}^{\prime}\right)}{N_{1}+N_{2}}, E\left(f_{r}^{\prime}\right)=\frac{N_{2}\left(f_{r}+f_{r}^{\prime}\right)}{N_{1}+N_{2}} \\
\chi^{2} & =\sum_{r=1}^{n}\left[\frac{\left(f_{r}-E\left(f_{r}\right)\right]^{2}}{E\left(f_{r}\right)}+\frac{\left(f_{r}^{\prime}-E\left(f_{r}^{\prime}\right)\right)^{2}}{E\left(f_{r}^{\prime}\right)}\right]
\end{aligned}
$$

$$
\begin{aligned}
& a_{11}=60+25+48=133 \text { and } a_{12}=96+18+42=156, m_{1}=289 \\
& n_{1}=240+470+350=1060 \text { and } n_{2}=530+200+210=940, N=2000 \\
& \therefore \quad p=\frac{289}{2000}=0.1445, q=1-p=0.8555 \\
& N p^{2}=289 \times 0.1445=41.76 \\
& \therefore \quad \chi^{2}=\frac{1}{(0.1445)(0.8555)}[16.69+25.89-41.76]=6.605
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{r=1}^{n}\left[\frac{\left(N_{1}+N_{2}\right)}{N_{1}\left(f_{r}+f_{r}^{\prime}\right)} \cdot\left\{f_{r}-\frac{N_{1}\left(f_{r}+f_{r}^{\prime}\right)}{N_{1}+N_{2}}\right\}^{2}\right. \\
& \\
& \left.\quad+\frac{\left(N_{1}+N_{2}\right)}{N_{2}\left(f_{r}+f_{r}^{\prime}\right)}\left\{f_{r}^{\prime}-\frac{N_{2}\left(f_{r}+f_{r}^{\prime}\right)}{N_{1}+N_{2}}\right\}^{2}\right] \\
& =\sum_{r=1}^{n}\left[\frac{\left(N_{2} f_{r}-N_{1} f_{r}^{\prime}\right)^{2}}{N_{1}\left(N_{1}+N_{2}\right)\left(f_{r}+f_{r}^{\prime}\right)}+\frac{\left(N_{1} f_{r}^{\prime}-N_{2} f_{r}\right)^{2}}{N_{2}\left(N_{1}+N_{2}\right)\left(f_{r}+f_{r}^{\prime}\right)}\right] \\
& =\sum_{r=1}^{n} \frac{\left(N_{2} f_{r}-N_{1} f_{r}^{\prime}\right)^{2}}{\left(N_{1}+N_{2}\right)\left(f_{r}+f_{r}^{\prime}\right)}\left[\frac{1}{N_{1}}+\frac{1}{N_{2}}\right] \\
& =\sum_{r=1}^{n}\left[\frac{N_{1} N_{2}}{f_{r}+f_{r}^{\prime}}\left(\frac{f_{r}}{N_{1}}-\frac{f_{r}^{\prime} .}{N_{2}}\right)^{2}\right]
\end{aligned}
$$

## EXERCISE 13(c)

1. (a) What is contingency table? Describe how the $\chi^{2}$ distribution may be used to test whether the two criteria of classification in an $m \times n$ contingency table are independent.
(b) State the hypothesis you test using the Chi-square statistic in a contingency table.
(c) Describe the $\chi^{2}$ test for independence of attributes, stating clearly the conditions for the validity. Give a rule for calculating the number of degrees of freedom to be assigned to $\chi^{2}$. Illustrate your answer with an $m \times n$ contingency table explaining the null hypothesis that is being tested.
2. Of ' $A$ ' candidates taking a certain paper, ' $a$ ' are successful, of ' $B$ ' taking another paper, ' $b$ ' are successful. Show how the significance of the difference between the ratios $a / A, b / B$ may be tested ( $i$ ) by a $\chi^{2}$ test on contingency table and (ii) by comparing the difference with its standard error assessed by means of a binomial distribution. (You may assume all frequencies are sufficiently large.) Prove algebraically that the value of $\chi^{2}$ is the square of the ratio of $(a / A-b / B)$ to its standard error.
3. (a) Show that for the entries in the following $2 \times r$ contingency table,

|  | $\Lambda_{1}$ | $\boldsymbol{A}_{2}$ |  | $\boldsymbol{A}_{\boldsymbol{i}}$ |  | $A_{r}$ | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{1}$ | $a_{1}$ | $a_{2}$ | ...... | $a_{i}$ | ...... | $a_{r}$ | $a$ |
| $B_{2}$ | $b_{1}$ | $b_{2}$ | ...... | $\boldsymbol{b}_{\boldsymbol{i}}$ | $\cdots$ | $b_{r}$ | b |
| Total | $n_{1}$ | $n_{2}$ | . | $n_{i}$ | $\cdots$ | $n_{r}$ | $n$ |

the value of $\chi^{2}$ is

$$
\chi^{2}=\sum_{i=1}^{r} \omega_{i}\left(p_{i}-p\right)^{2}
$$

where

$$
p_{i}=\frac{a_{i}}{n_{i}}, p=\frac{a}{n}, \omega_{i}=\frac{n_{i}}{p q} \text { and } q_{i}=1-p_{i}, q=\frac{b}{n}
$$

[Madurai Univ. B.Sc., Oct. 1988]
(b) Given $\chi^{2}$ contingency table representing two independent samples :

|  |  |  |  | Total |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Sample I | $\mu_{1}$ | $\mu_{2}$ | $\cdots$ | $\mu_{r}$ | $m$ |
| Sample II | $\nu_{1}$ | $\nu_{2}$ | $\cdots$ | $v_{r}$ | $n$ |
| Total | $\mu_{1}+v_{1}$ | $\mu_{2}+\nu_{2}$ | $\cdots$ | $\mu_{r}+v_{r}$ | $m+n$, |

show that

$$
\chi^{2}=\frac{1}{\omega(1-\omega)}\left[\sum_{i=1}^{r} \mu_{i} \omega_{i}-m \omega\right]
$$

where

$$
\omega_{i}=\frac{\mu_{i}}{\mu_{i}+v_{i}} \text { and } \omega=\frac{m}{m+n}
$$

can be used to test whether the samples are drawn from the sample population. Clearly state the underlying assumptions, and give the number of degrees of freedom.
(c) In a $2 \times 3$ contingency table if $N=x+y+z, N^{\prime}=x^{\prime}+y^{\prime}+z^{\prime}$ and $N=N^{\prime}$, show that

$$
x^{2}=\frac{\left(x-x^{\prime}\right)^{2}}{x+x^{\prime}}+\frac{\left(y-y^{\prime}\right)^{2}}{y+y^{\prime}}+\frac{\left(z-z^{\prime}\right)^{2}}{z+z^{\prime}}
$$

(Poona Univ. B.Sc., 1990)
(d) Show that for a $2 \times 2$ table, the value of $\chi^{2}$, after applying Yates' correction for continuity is

$$
\frac{N}{D}\left(a d-b c-\frac{N}{2}\right)^{2} \text { or } \frac{N}{D}\left(a d-b c+\frac{N}{2}\right)^{2}
$$

according as $a d-b c>0$ or $<0$ respectively, where

$$
D=(a+b)(a+c)(b+d)(c+d)
$$

(e) What is Yates' correction? Show that for a $2 \times 2$ contingency table, the value of $\chi^{\mathbf{2}}$ after applying this correction is:

$$
\chi^{2}=\frac{N[|a d-b c|-N / 2]^{2}}{(a+b)(a+c)(b+d)(c+d)}
$$

[Marathwada Univ. M.Sc., 1991]
4. Consider the following $2 \times 2$ table of observed frequencies based on random samples (with replacement) of sizes $n_{.1}$ and $n_{.2}$ from two populations :

| Population I | Population II | Total |
| :---: | :---: | :---: |
| $n_{11}$ | $n_{12}$ | $n_{1}$. |
| $n_{21}$ | $n_{22}$ | $n_{2}$. |
| $n_{.1}$ | $n_{.2}$ | $n$ |

(i) Define the $\chi^{2}$-statistic to be used for test of homogeneity of the two populations.
(ii) Show that

$$
\chi^{2}=\frac{n\left(n_{11} n_{22}-n_{12} n_{21}\right)^{2}}{\left(n_{1} \cdot n_{1} n_{2} \cdot n_{2}\right)}
$$

(iii) Let

$$
u=\frac{n_{11}}{n_{\cdot 1}}-\frac{n_{12}}{n_{\cdot 2}}
$$

Calculate the mean and variance of $u$ and indicate how you may estimate them.
5. (a) In an epidemic of certain disease 92 children contracted the disease. Of these, 41 received no treatment and of these 10 showed after-effects. Of the remainder who did receive treatment, 17 showed after-effects. Test the hypothesis that treatment was not effective.
(b) Can vaccination be regarded as a preventive measure of small-pox as evidenced by the following data ?
"Of 1482 persons exposed to smallpox in a locality, 368 in all were attacked. Of these 1482 persons, 343 were vaccinated and of these, only 35 were attacked".
6. (a) Define $\chi^{2}$. Cite some statistical problems where you can apply $\chi^{2}$ for testing statistical hypothesis.

In an experiment on immunization of cattie from tuberculosis the following results wère obtained :

|  | Affected | Unaffected |
| :--- | :---: | :---: |
| Inoculated | 12 | 28 |
| Not inoculated | 13 | 7 |

Examine the effect of vaccine in controlling the incidence of the disease.
(b) What are contingency tables? What is tested there? Explain the test procedure therein?

The following data is collected on two characters :

Cinegoers
Non-cinegoers

| Literate | 83 | 57 |
| :--- | :--- | :--- |

68

45
Based on this, can you conclude that there is no relation between the habit of cinema going and literacy?
7. (a) To find whether a certain vaccination prevents a certain disease or not, an experiment was conducted and the following figures in various classes were obtained, $A$ showing vaccination and $B$ attacked by the disease.

|  | $A$ | $\alpha$ | Total |
| :---: | :---: | :---: | :---: |
| $B$ | 69 | 10 | 79 |
| $\beta$ | 91 | 30 | 121 |
| Total | 160 | 40 | 200 |

Using $\chi^{2}$-test, analyse the results of the experiment for independence between $A$ and $B$; examine whether Yate's correction modifies the conclusion or not. Test also the significance of the difference between the proportions of persons attacked by the disease among vaccinated and non-vaccinated which are 69/160 and 10/40.
(b) A theory in finance known as Random Walk Theory suggests that short term changes in stock prices follow a random pattem. According to this theory,
yesterday's price change can tell us virtually nothing of value about to-day's price change. Let us denote the change in price of a stock on day $t$ by $\Delta P_{t}$ and the change on the next day by $\Delta P_{t+1}$. Suppose we observe price changes of 240 stocks that have been randomly selected and obtain the results shown in the table below :

|  | $\Delta P_{t}>0$ | $\Delta P_{t} \leq 0$ | Total |
| ---: | :---: | :---: | :---: |
| $\Delta P_{t+1}>0$ | 47 | 53 | 100 |
| $\Delta P_{t+1} \leq 0$ | 63 | 77 | 140 |
| Total | 110 | 130 | 240 |

Test the hypothesis that the change in stock price on day ( $t+1$ ) is independent of that on day $t$.
[Delhi Univ. M.A. (Eco.), 1987]
8. (a) Show that the value of $\chi^{2}$ for $2 \times 2$ contingency table

| $a$ | $b$ |
| :--- | :--- |
| $c$ | $d$ | is $\quad \chi^{2}=\frac{N(a d-b c)^{2}}{(a+c)(b+d)(a+b)(c+d)}$,

where $N=a+b+c+d$.
(b) Let $X$ and $Y$ denote the number of successes and failures respectively in $n$ independent Bernoulli trials with $p$ as the probability of success in each trial. Show that

$$
\frac{(X-n p)^{2}}{n p}+\frac{[Y-n(1-p)]^{2}}{n(1-p)}
$$

can be approximated by a chi-square distribution with one degree of freedom when $n$ is large. . [Delhi Univ. M.A. (Eco.), 1986]
9. Show that for $r \times s$ contingency table :
(a) Number of degrees of freedom is $(r-1) \times(s-1)$
(b) $\chi^{2}=N(s-1)$ or $\chi^{2}=N(r-1)$, whichever is less
(c) $E\left(\chi^{2}\right)=N(r-1)(s-1) /(N-1)$
(d) $\max (C)=[(s-1) / s]^{1 / 2}, r=s$,
where $C$ is the coefficient of contingency and $N$ is the total frequency.
10. (a) 1072 college students were classificd according to their intelligence and economic conditions. Test whether thare is any association between intelligence and economic conditions.

|  |  | Intelligence |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Excellent | Good | Mediocre | Dull |
| Economic | Gond | 48 | 199 | 181 | 82 |
| Conditions | Not good | 81 | 185 | 190 | 1.06 |

(b) Below is given the distribution of hair colours for either sex in a university :

|  | $(1)$ | (2) | (3) | (4) | (5) |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Hair colour | Fair | Red | Medium | Dark | Jet black | Total |
| Boys | 592 | 119 | 849 | 504 | 36 | 2100 |
| Girls | 544 | 97 | 677 | 451 | 14 | 1783 |
| Total | 1136 | 216 | 1526 | 955 | 50 | 3883 |

Test the homogeneity of hair colour for either sex. If the result is significant at 5 per cent level, explain the reason why it should be so.
11. (a) The following data are for a sample of 300 car owners who were classified with respect to age and the number of accidents they had during the past two years. Test whether there is any relatinnship between these two variables.

Accidents

|  |  | 0 | 1 or 2 |
| :---: | ---: | :---: | :---: |
|  | $\leq 21$ | 8 | 23 |

(b) For the data in the following table, test for independence between a person's ability in Mathematics and interest in Economics.

Ability in Mathematics

|  |  | Low | Average | High |
| :--- | :--- | :---: | :---: | :---: |
| Interest | Low | 63 | 42 | 15 |
| in | Average | 58 | 61 | 31 |
| Economics | High | 14 | 47 | 29 |

State clearly the assumptions underlying your test procedure.
[Delhi Univ. M.A. (Eco.), 1988]
12. The following table gives for a sample of married women, the level of education and marriage adjustment score :

Marriage-adjustment score

| Level of <br> Education | Colluge | Very low | Low | High Very high |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 24 | 97 | 62 | 58 |
|  | High school | 22 | 28 | 30 | 41 |

Can you conclude from the above, 'the higher the level of education, the greater is the degree of adjustment in marriage' ?
13. (a) The table below shows results of a survey in which $\mathbf{2 5 0}$ irespondents were categorized according to level of education and attitude towards students' demonstrations at a certain college. Test the hypothesis that the two criteria of classification are independent. Let $\alpha=0.05$.

Attitude

|  | Against | Neutral | For |
| :--- | :---: | :---: | ---: |
| Less than high school | 40 | 25 | $5 i$ |
| High school | 40 | 20 | 5 |
| Some college | 30 | 15 | 30 |
| College graduate | 15 | 15 | 10 |

(b) Test the hypothesis that there is no difference in the quality of the four kinds of tyres $A, B, C$ and $D$ based on the data given below. Use $5 \%$ level of significance.

|  | Tyre Brand |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $A$ | $B$ | $C$ | $D$ |
| Failed to last $40,000 \mathrm{kms}$. | 26 | 23 | 15 | 32 |
| Lasted from $40,000 \mathrm{kms}$. <br> $60,000 \mathrm{kms}$. | 118 | 93 | 116 | 121 |
| Lasted more than $60,000 \mathrm{kms}$. | 56 | 84 | 69 | 47 |

[Bangalore Univ. B.E., 1992]
(c) The results of a survey regarding radio listeners' preference for different types of music are given in the following table, with listeners classified by age group. Is preference of type of music influenced by age ?

| Type of music | Age group |  |  |
| :--- | :---: | :---: | :---: |
| preferred | $19-25$ | $26-35$ | Above 36 |
| National music | 80 | 60 | 9 |
| Foreign nusic | 210 | 325 | 44 |
| Indifferent | 16 | 45 | 132 |

14. (a) If $x_{1}, x_{2}, \ldots, x_{k}$ represent the respective number of successes in $k$ samples each of $n$ trials, by çonsidering a suitable $2 \times k$ contingency table, derive an expression for $\chi^{2}$ to test the homogeneity of this data.
(b) It was decided to check the dental health of children in 8 districts of a town. The condition of the teeth of 36 children from each district was examined and classified as either good or poor. The number of children with teeth in a poor condition from each of the districts was $9,14,12,18,7,10,15,11$. Can it be concluded that the dental health of childres does not vary between districts?
13.9.1. $\chi^{2}$-test of Homogeneity of Correlation Coefficients. Let $r_{1}, r_{2}, \ldots, r_{k}$ be $k$ estimates of correlation coefficients from independent simpies of sizes $n_{1}, n_{2}, \ldots, n_{k}$ respectively.

We want to test the hypothesis that these sample correlation coefficients are the estimates of the same corrclation coefficient $\rho$ from a bivariate normal poriulation.

Obtain the values of $z_{1}, z_{2}, \ldots, z_{k}$ from the Table of Fisher' $z$ transformation or from

$$
\begin{equation*}
z_{i}=\frac{1}{2} \log _{e}\left(\frac{1+r_{i}}{1-r_{i}}\right)=\tanh ^{-1} r_{i} ; i=1,2, \ldots, k \tag{13.20}
\end{equation*}
$$

These $\tau_{i}$ 's are normally distributed about a common mean

$$
\begin{equation*}
\xi=\frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right) \text { and variance }=\frac{1}{n_{i}-3} \tag{13.21}
\end{equation*}
$$

The minimum variance estimate $z$ of the common mean $\xi$ of $Z$ 's is obtained by weighting the values $z_{i}$ 's inversely with their respectively variances. The estimate of $z$ is, therefore,

$$
\begin{equation*}
\bar{z}=\frac{\sum_{i} z_{i}\left(n_{i}-3\right)}{\sum_{i}\left(n_{i}-3\right)} \tag{c.f.§14.7•2}
\end{equation*}
$$

so that $\left(z_{i}-\bar{z}\right) \sqrt{n_{i}-3} ; i=1,2, \ldots, k$ are independent standard normal variates. Hence $\sum_{i=1}^{k}\left(n_{i}-3\right)\left(z_{i}-\bar{z}\right)^{2}$ is a $\chi^{2}$-variate with $(k-1)$ d.f. [By additive property of $\chi^{2}$-distribution, one d.f. being lost since $z$ has been determined from the data.]

If $\chi^{2}$ value thus obtained is greater than 5 per cent value of $\chi^{2}$ for $(k-1)$ d.f., the hypothesis of homogeneity of correlation coefficients is rejected. If not, the correlation coefficients are supposed to be homogeneous in which case we combine the sample correlation coefficients to find the estimate $\hat{\rho}$ of the population correlation coefficient $\rho$.

We have

$$
\bar{z}=\frac{1}{2} \log \left(\frac{1+\hat{\rho}}{1-\hat{\rho}}\right)
$$

$$
\Rightarrow \quad(1+\hat{\rho})=(1-\hat{\rho}) e^{2 \bar{z}}
$$

$$
\Rightarrow \quad\left(1+e^{2 \bar{z}}\right) \hat{\rho}=e^{2 \bar{z}}-1
$$

$$
\begin{equation*}
\Rightarrow \quad \hat{\rho}=\frac{e^{2 \bar{x}}-1}{e^{\bar{z}}+1}=\tanh \bar{z} \tag{13-22}
\end{equation*}
$$

Remark. For testing the homogeneity of independent estimates of the parent partial correlation coefficient, the above formulae hold with the only difference that for a partial correlation coeffi! ient of order $s, n_{i}$ will be replaced $i \cdot y$ $n_{1}-s$.

Example 13.22. The correlation coefficient between daily ration of green grass and rate of growing calves on the basis of observations taken on $10,14$. 16. 20, 25 and 28 cows at six farms were found to be $0.318,0.106,0.253$. $0.340,0.116$ and 0.112 . Can these be considered homogeneous? If so, estimate the common correlation coefficient.

Solution. $H_{0}$ : The given values of sample correlation coefficients are homogeneous or the samples are from equally correlated populations.

Using (13-20), we get

$$
\begin{aligned}
& z_{1}=0.3294, \quad z_{2}=0.1063, \quad z_{3}=0.2586 \\
& z_{4}=0.3541, \quad z_{5}=0.1165 ; \quad \text { and } \quad z_{6}=0.1125 \\
& \therefore \quad \bar{z}=\sum_{i} z_{i}\left(n_{i}-3\right) / \sum_{i}\left(n_{i}-3\right)=0.1919
\end{aligned}
$$

Now

$$
\chi^{2}=\sum\left(n_{i}-3\right)\left(z_{i}-\bar{z}\right)^{2}=0.1008
$$

Tabulated value of $\chi^{2}$ for (6-1) $=5$, degrees of freedom at $5 \%$ level of significance is 11.070 .

Since the calculated value is less than the tabulated value, we may accept the null hypothesis that the sample correlation coefficients are homogeneous.

If $\hat{\rho}$ is the pooled estimate of the population correlation coefficient, then using (13.22), we get

$$
\hat{\rho}=\frac{e^{2 \bar{z}}-1}{e^{2 \bar{z}}+1}=\frac{1.468-1}{1.468+1}=0.1894
$$

13-10. Bartlett's Test for Homogeneity of Several Independent Estimates of the Same Population Variance. Let

$$
S_{i}^{2}=\frac{1}{n_{i}-1} \sum_{j=1}^{n_{i}}\left(X_{i j}-\bar{X}_{i}\right)^{2}, \quad(i=1,2, \ldots, k)
$$

be the unbiased estimate of the population variance, obtained from the $i$ th sample $X_{i j},\left(j=1,2, \ldots, n_{i}\right)$ and based on $v_{i}=\left(n_{i}-1\right)$ degreées of freedom, all the $k$ samples being independent.

Under the null hypothesis that the samples come from the same population with variance $\sigma^{2}$, i.e., the independent estimates $S_{i}^{2},(i=1,2, \ldots, k)$ of $\sigma^{2}$ are homogeneous, Bartlett proved that the statistic

$$
\begin{equation*}
\chi^{2}=\sum_{i=1}^{k}\left(v_{i} \log \frac{S^{2}}{S_{i}^{2}}\right) /\left[1+\frac{1}{3(k-1)}\left\{\sum_{i}\left(\frac{1}{v_{i}}\right)-\frac{1}{v} v\right]\right. \tag{13-23}
\end{equation*}
$$

where $S^{2}=\frac{\sum v_{i} S_{i}^{2}}{\sum v_{i}}=\frac{\sum v_{i} S_{i}^{2}}{v}, \sum_{i=1}^{k} v_{i}=v$
follows chi-square distribution with ( $k-1$ ) degrees of freedom.
Remarks 1. $S^{2}$ defined in ( ${ }^{*}$ ) is also an unbiased estimate of $\sigma^{2}$, since

$$
E\left(S^{2}\right)=\frac{\sum v_{i} E\left(S_{i}^{2}\right)}{\sum v_{i}}=\frac{\left(\sum v_{i}\right) \sigma^{2}}{\sum v_{i}}=\sigma^{2}
$$

2. Let $S_{i}{ }^{2}$ and $S_{j}^{2} ; i \neq j, 1 \leq(i, j) \leq k$ be the smallest and the largest values of the estimates respectively. If on the basis of F-test (c.f. Chapter 14), these do not differ significantly, then all the estimates $S_{t}^{2}$ which lie between $S_{t}^{2}$ and $S_{j}{ }^{2}$ won't differ significanlly either and consequently all the estimates can be
reasonably regarded as homogeneous, coming from the same population. In this case, therefore, there is no need to apply Bartleu's test.
13.11. $\boldsymbol{\chi}^{\mathbf{2}}$-Test for Pooling the Probabilities from Independent Tests to give a Single Test of Significance ( $P_{\lambda}$-Test). See Examples 13.1 and $\mathbf{1 3 . 2}$ for detailed discussion.

## EXCERCISE 13 (d)

1. Define $\chi^{2}$-statistic. What are its uses? What is Fisher's $z$-transformation for correlation coefficient and what are its properties? How is it used to combine the correlation coefficients between two random variables computed independently from different sources.
2. Explain the use of the chi-square statistic for testing the homogeneity of several independent estimates of population correlation coefficient, clearly stating the underlying assumptions.
3. (a) The correlation coefficients between wing length and tongue length were estimated from 2 samples each of size 44 to be 0.731 and 0.690 . Test whether the correlation coefficients are significantly different or not. If not, obtain the best estimate of the common correlation $\mathbf{c}$ jefficient.
(b) Test for equality of the correlation co-efficients between the scores in two halves of a psychological test applied to different groups of sizes 30,20 and 25 if the corresponding sample values are $0.63,0.48,0.71$, respectively.
4. (a) Independent samples of $21,30,39,26$ and 35 pairs of values yielded correlation coefficients $0.39,0.61,0.43,0.54$ and 0.48 , respectively. Can these estimates be regarded as homogeneous? If so, find an estimate of the correlation coefficient in the population.
(b) Test whether the following set of correlation coefficients between stature and sitting heights obtained for persons from 8 districts can be regarded as homogeneous.

| Sample size | 130 | 60 | 338 | 78 | 125 | 299 | 170 | 139 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Corr. coefficient : $\begin{array}{llllllllllllllllllllll} & 0.718 & 0.961 & 0.825 & 0.685 & 0.700 & 0.548 & 0.793 & 0.687\end{array}$
(c) The correlation coefficients between fibre weight and staple lehgth in six cotton crosses were estimated as :

$$
-0.129,0.1138,-0.2780,0.0033,0.2331 \text { and } 0.0550
$$

based ont samples of sizes $73,81,67,83,71,57$ respectively. Test the homogeneity of $r_{j}$ 's and obtain their best estimate.

13-12. Non-central $\chi^{2}$-distribution. The $\chi^{2}$-distribution defined as the sum of the squares of independent standard normal variates is often referred to as the central $\chi^{2}$-distribution. The distribution of the sum of the squares of independent normal variates each having unit variance but with possibly nonzero means is known as non-central chi-square distribution. Thus if $X_{i},(i=1,2$, $\ldots, n)$ are independent $N\left(\mu_{i}, 1\right)$, r.v.'s then

$$
\chi^{2}=\sum_{i=1}^{n} X_{i}{ }^{2}
$$

ha's the non-central $\boldsymbol{\chi}^{\mathbf{2}}$ distribution with $\boldsymbol{n}$ d.f. Intuitively, this distribution would seem to depend upon the $n$ parameters $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ but it will be seen that it iepends on these parameters only through the non-centrality parameter

$$
\begin{equation*}
\lambda=\frac{1}{2}\left(\mu_{1}^{2}+\mu_{2}^{2}+\ldots+\mu_{n}^{2}\right) \tag{13:24a}
\end{equation*}
$$

and we write. $\chi^{2} \sim \chi^{2}(n, \lambda)$.
13.12.1. Non-central $\chi^{2}$-distribution with Non-centrality Parameter $\lambda$. The p.d.f. is given by

$$
\begin{equation*}
f_{\chi_{n}{ }^{2}}(\lambda)=\sum_{j=0}^{\infty}\left[\frac{e^{-\lambda} \lambda}{j!} \quad p\left(\chi^{2}{ }_{n}+2 j\right)\right] \tag{13.25}
\end{equation*}
$$

where $p\left(\chi^{2} n+2 j\right)$, is the $p . d . f$. of (central) $\chi^{2}$-variate with $n+2 j d . f$.
Thus $f_{\chi_{n}{ }^{2}}(\lambda)$ is the mixture of central $\chi^{2}$-distributions with d.f. $n, n+2$, $n+4, \ldots$, the corresponding weights being the successive terms of the Poisson distribution with parameter $\lambda$.

Derivation of p.d.f. of $\chi^{\prime 2}$. We shall obtain the p.d.f. of non-central $\chi^{2}$-distribution through moment generating function (m.g.f.), by using the uniqueness theorem of m.g.f.

13•12.2. Moment Generating Function of Non-central $\chi^{\mathbf{2}}$ Distribution. If $X \sim N(\mu, 1)$ then

$$
\begin{align*}
& M_{\mathrm{X}^{2}}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{i x^{2}} \cdot e^{-(x-\mu)^{2} / 2} d x \\
& \exp \left[t x^{2}-\frac{1}{2}(x-\mu)^{2}\right]=\exp \left[-\left\{\left(\frac{1}{2}-t\right) x^{2}-\mu x+\frac{\mu^{2}}{2}\right\}\right] \\
& =\exp \left[-\left(\frac{1-2 t}{2}\right)\left\{x^{2}-\frac{2 \mu x}{1-2 t}+\frac{\mu^{2}}{1-2 t}\right\}\right] \\
& =\exp \left[-\left(\frac{1-2 t}{2}\right)\left\{\left(x-\frac{\mu}{1-2 t}\right)^{2}+\frac{\mu^{2}}{1-2 t}-\frac{\mu^{2}}{(1-2 t)^{2}}\right\}\right] \\
& =\exp \left(\frac{t \mu^{2}}{1-2 t}\right)^{i} \exp \left[-\left(\frac{1-2 t}{2}\right)\left(x-\frac{\mu}{1-2 t}\right)^{2}\right] \\
& \therefore \dot{M}_{X^{2}}(t)=\exp \left(\frac{t \mu^{2}}{1-2 t}\right) \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left[-\left(\frac{1-2 t}{2}\right)\left(x-\frac{\mu}{1-2 t}\right)^{2}\right] d x \\
& =\exp \left(\frac{t \mu^{2}}{1-2 t}\right) \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} u^{2}\right) \frac{d s}{(1-2 t)^{1 / 2}} \\
& \div(1-2 t)^{-1 / 2} \exp \left(\frac{t \mu^{2}}{1-2 t}\right) ; 1-2 t>0 \Rightarrow t<\frac{1}{2} \tag{}
\end{align*}
$$

If $X_{i}(i=1,2, \ldots, n)$, are independent $N\left(\mu_{i}, 1\right)$ then the m.g.f. of the noncentral $\chi^{2}$-variate $\chi^{\prime 2}=\sum_{i=1}^{n} X_{i}^{2}$ is given by

$$
\begin{align*}
M_{X^{\prime 2}(t)} & =M \sum_{i=1}^{n} X_{i}{ }^{2}(t)=\prod_{i=1}^{n} M_{X_{i}{ }^{2}(t)} \quad \text { (since } X_{i}^{2}, \text { s are independent) } \\
& =\prod_{i=1}^{n}\left[(1-2 t)^{-1 / 2} \exp \left(\frac{t \mu_{i}^{2}}{1-2 t}\right)\right]  \tag{*}\\
& =(1-2 t)^{-n / 2} \exp \left[\frac{t}{(1-2 t)} \sum_{i=1}^{n} \mu_{i}{ }^{2}\right] \\
& =(1-2 t)^{-n / 2} \cdot \exp [2 \lambda t /(1-2 t)], t<\frac{1}{2} \tag{13.26}
\end{align*}
$$

where

$$
\lambda=\frac{1}{2} \sum_{i=1}^{n} \mu_{i}^{2}, \text { is the non-centrality parameter. }
$$

(13.26) can be re-written as

$$
\begin{align*}
M_{\chi^{\prime 2}(t)} & =(1-2 t)^{-N / 2} \exp .\left[\lambda\left(-1+\frac{1}{1-2 t}\right)\right] \\
& =(1-2 t)^{-N / 2} e^{-\lambda} \exp \left(\frac{\lambda}{1-2 t}\right) \\
& =(1-2 t)^{-n / 2} e^{-\lambda} \sum_{r=0}^{\infty}\left(\frac{\lambda}{1-2 t}\right)^{r} \times \frac{1}{r!} \\
& =\sum_{r=0}^{\infty} \frac{e^{-\lambda} \lambda^{r}}{r!}(1-2 t)^{-(r+n / 2)} ; t<\frac{1}{2}
\end{align*}
$$

Thus the m.g.f. of a non-central $\chi^{2}$ distribution is seen to be a convexcombination of $\chi^{2}$ m.g.f.'s with d.f. $n, n+2, n+4, \ldots$ The cocfficients appearing in the convex combination are merely the Poisson probabilities.

Hence by the uniqueness theorem of m.g.f.'s the p.d.f. of non-central $\boldsymbol{\chi}^{2-}$ distribution with $n$ d. $\mathbf{f}_{\mathbf{i}}$ and with non-centrality parameter $\lambda$ is given by
where . $p\left(\chi_{n+2 r}^{2}\right)=\frac{1}{2^{(n+2 r) / 2} \Gamma\left(\frac{n+2 r}{.2}\right)} e^{-\frac{1}{2} x^{2}}\left(\chi^{2}\right)^{\frac{n}{2}+r-1} ; 0 \leq \chi_{t}^{2}<\infty$

$$
f\left(\chi^{\prime 2}\right)=\sum_{r=0}^{\infty} \frac{e^{-\lambda} \lambda^{r}}{r!} \times p\left(\chi_{n+2 r}^{2}\right)
$$

is the p.d.f. of central $\chi^{2}$-distribution with $(n+2 r)$ d.f.
Remarks 1. We can also write the m.g.f. of non-central $\chi^{2}$ distribution with non-centrality parameter $\lambda$ as

$$
E\left[((1-2 t))^{-\frac{n}{2}-Y}\right],
$$

where $Y$ is a Poisson variate with parameter $\lambda$. .
2. If we take $\lambda=0 \Rightarrow \mu_{i}=0 \forall i=1,2, \ldots, n$, the m.g.f. of the noncentral $\chi^{2}$ distribution reduces to the m.g.f. of central $\chi^{2}$ distribution; viz., ( $1-2 t)^{-N^{2}}$.
3. Taking $\lambda=0$ in the p.d.f. of non-central $\chi^{2}$-variate, i.e., in (13.25), we get

$$
f\left(\chi^{\prime 2}\right)=p\left(\chi_{n}^{2}\right)=\frac{1}{2^{n / 2} \Gamma(n / 2)} e^{-\frac{\chi^{2}}{2}}\left(\chi^{2}\right)^{\frac{n}{2}-1}, 0 \leq \chi^{2}<\infty
$$

$[\because$ we get contribution only when $r=0$, the other terms vanish when $\lambda=0]$; which is p.d.f. of central $\chi^{2}$-distribution with $n$ d.f.

13-12.3. Additive or Re-productive Property of Non-central Chi-Square Distribution. If $Y_{i}(i=1,2, \ldots, k)$, are independent noncentral $\chi^{2}$-variates with $n_{i}$ d.f. and non-centrality element $\lambda_{i}$, then $\sum_{i=1}^{k} Y_{i}$ is also a non-central $\chi^{2}$-variate with $\sum_{i=1}^{k} n_{i} d$ f. and non-centrality element $\lambda=\sum_{i=1}^{k} \lambda_{i}$.

Proof. We have from (13.26),

$$
\begin{aligned}
M_{Y_{i}}(t) & =(1-2 t)^{-n_{i} / 2} \exp \left[2 t \lambda_{i} /(1-2 t)\right] .(i=1,2, \ldots, k) \\
\therefore M_{\Sigma Y_{i}}(t) & =\prod_{i=1}^{k} M_{Y_{i}}(t)=(1-2 t)^{-\sum_{i} n_{i} \eta_{2}} \ddot{\exp }\left[2 t \sum_{i} \lambda_{i} /(1-2 t)\right] .
\end{aligned}
$$

which is the m.g.f. of a non-central $\chi^{2}$-variate with $\sum_{i} n_{i}$ d.f. and non-centrality, parameter $\lambda=\sum_{i} \lambda_{i}$. Hence by uniqueness theorem of m.g.f.'s

$$
\sum_{i=1}^{k} Y_{i} \sim \chi^{\prime 2} \sum_{n_{i}}\left(\sum_{i} \lambda_{i}\right)
$$

13.12.4. Cumulants of Non-central Chi-square Distribution. Cumulant generating function is given by

$$
\begin{aligned}
& K_{\chi^{2}(t)}=\log M_{\chi^{2}(t)}=-\frac{n}{2} \log (1-2 t)+2 t \lambda(1-2 t)^{-1} \\
= & \frac{n}{2}\left[2 t+\frac{(2 t)^{2}}{2}+\ldots+\frac{(2 t)^{r}}{r}+\ldots\right]+2 \lambda t\left[1+2 t+(2 t)^{2}+\ldots+(2 t)^{r}+\ldots\right]
\end{aligned}
$$

the expansion peing valid for $t<1 / 2$.

$$
\begin{align*}
& \therefore K_{\chi^{\prime 2}}(t)=(n+2 \lambda) t+(n+4 \lambda) t^{2}+\ldots+\left(\frac{2^{n-1}}{r} \cdot n+2 \lambda 2^{r-1}\right) t^{r}+\ldots \\
& \Rightarrow \quad \kappa_{r}=\text { Coefficient of } \frac{t^{r}}{r!} \text { in } K_{\chi^{2}}(t)=r!\left(\frac{n}{r}+2 \lambda\right) 2^{r-1} \\
& =2^{r-1}(r-1)!(n+2 \lambda r) \\
& \therefore \quad k_{r-1}=2^{r-2}(r-2)![n+2 \lambda(r-1)] \\
& \therefore \quad \frac{d}{d \lambda}\left\{\kappa_{r-1}\right\}=2^{r-2}(r-2)!2(r-1)=2^{r-1}(r-1)! \\
& =\frac{\kappa_{r}}{(n+2 \lambda r)} \\
& \Rightarrow \quad \kappa_{r}=(n+2 \lambda r) \frac{d}{d \lambda}\left(\kappa_{r-1}\right)  \tag{13.28}\\
& \text { [From (13.27)] }
\end{align*}
$$

# Exact Sampling Distributions 

(CONTINUED)

(t, F AND Z DISTRIBUTIONS)

14.1. Introduction. The entire large sample theory was based on the application of "Normal Test" (c.f. § 12.9). However, if the sample size $n$ is small,the distribution of the various statistics, e.g., $Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$ or $Z=(X-n P) / \sqrt{n P Q}$ etc., are far from normality and as such 'mormal test' cannot be applied if $n$ is small. In such cases exact sample tests, pioneered by W.S. Gosset (1908) who wrote under the pen name of Student, and later on developed and extended by Prof. R.A. Fisher (1926), are used. In the following sections we shall discuss
(i) t-test, (ii) F-test, and (iii) Fisher's z-transformation.

The exact sample tests can, however, be applied to large samples also though the converse is not true. In all the exact sample tests, the basic assumption is that "The population(s) from which sample(s) are drawn is (are) normal, i.e.,the parent population(s) is (are) normally distributed."
14.2. Student's ' $t$ '. Definition. Let $x_{i},(i=1,2, \ldots, n)$ be a random sample of size $n$ from a normal population with mean $\mu$ and variance $\sigma^{\mathbf{2}}$. Then Student's $t$ is defined by the statistic

$$
\begin{equation*}
t=\frac{\bar{x}-\mu}{S / \sqrt{n}} \tag{14.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{x}=\frac{1}{n_{i}} \sum_{i=1}^{n} x_{i}, \text { is the sample mean and } \\
& S_{i}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} \tag{14-1a}
\end{align*}
$$

is an unbiased estimate of the population vanance $\sigma^{2}$, and it follows Student's $t$-distribution with $\nu=(n-1) d . f$. with probability density function,

$$
\begin{equation*}
f(t)=\frac{1}{\sqrt{v} B\left(\frac{1}{2}, \frac{v}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{v}\right]^{(v+1) / 2}} ;-\infty<t<\infty \tag{14-2}
\end{equation*}
$$

Remarks 1. A statistic $t$ following Student's $t$-distribution with $n$ d.f. will be abbreviated as $t \sim t_{n}$.
2. If we take $v=1$ in (14.2), we get

$$
\begin{array}{rlr}
f(t) & =\frac{1}{B\left(\frac{1}{2} \cdot \frac{1}{2}\right)} \cdot \frac{1}{\left(1+t^{2}\right)}, \\
& =\frac{1}{\pi} \cdot \frac{1}{\left(1+t^{2}\right)} ;-\infty<t<\infty & {\left[\because \Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}\right]}
\end{array}
$$

which is the p.d.f. of standard Cauchy distribution. Hence, when $v=1$ Student's $t$ distribution reduces to Cauchy distribution.

14:2.1. Derivation of Student's t-distribution. The expression (14.1) can be re-written as

$$
\begin{aligned}
t^{2} & =\frac{n(\bar{x}-\mu)^{2}}{S^{2}}=\frac{n(\bar{x}-\mu)^{2}}{n s^{2} /(n-1)} \quad\left[\because n s^{2}=(n-1) S^{2}\right] \\
\Rightarrow \quad \frac{t^{2}}{(n-1)} & =\frac{(\bar{x}-\mu)^{2}}{\sigma^{2} / n} \quad \frac{1}{n s^{2} / \sigma^{2}}=\frac{(\bar{x}-\mu)^{2} /\left(\sigma^{2} / n\right)}{n s^{2} / \sigma^{2}}
\end{aligned}
$$

Since $x_{i},(i=1,2, \ldots, n)$ is a random sample from the normal population with mean $\mu$ and variance $\sigma^{2}$,

$$
\bar{x} \sim N\left(\mu, \sigma^{2} / n\right) \Rightarrow \frac{(\bar{x}-\mu)}{\sigma / \sqrt{n}} \sim N(0,1)
$$

Hence $\frac{(\bar{x}-\mu)^{2}}{\sigma^{2} / n}$, being the square of a standard normal variate is a chisquare variate with 1 d.f.

Also $\frac{n s^{2}}{\sigma^{2}}$ is a $\chi^{2}$-variate with $(n-1)$ d.f. (c.f. Theorem 13.5).
Further since $\bar{x}$ and $s^{2}$ are independently distributed (c.f. Theorem 13.5), $\frac{t^{2}}{n-1}$, being the ratio of two independent $\chi^{2}$-variates with 1 and ( $n-1$ ) d.f. respectively, is a $\beta_{2}\left(\frac{1}{2}, \frac{n-1}{2}\right)$ variate and its distribution is given by :

$$
\begin{aligned}
d F(t) & =\frac{1}{B\left(\frac{1}{2}, \frac{v}{2}\right)} \cdot \frac{\left(t^{2} / v\right)^{\frac{1}{2}-1}}{\left[1+\frac{t_{1}^{2}}{v}\right]^{(v+1) / 2}} d\left(t^{2} / v\right), 0 \leq t^{2}<\infty \\
& =\frac{1}{\sqrt{v} B\left(\frac{1}{2}, \frac{v}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{v}\right]^{(v+1) / 2}} d t ;-\infty<t<\infty
\end{aligned}
$$

the factor 2 disappearing since the integral from $-\infty$ to $\infty$ must be unity. This is the required probability function as given in (14-2) of Student's $t$-distribution with $v=(n-1)$ d.f.

Remarks on Student's ' $\mathbf{t}$ '. 1. Importance of Student's $\boldsymbol{t}$-distribution in Statistics. W.S. Gosset, who wrote under pseudonym (pen-name) of Student
defined his $t$ in a slightly different way, viz., $t=(\bar{x}-\mu) /$ and investigated its sampling distribution, somewhat empirically, in a paper entitled 'The probable error of the mean', published in 1908. Prof. R.A. Fisher, later on defined his own ' $t$ ' and gave a rigorous proof for its sampling distribution in 1926. The salient feature of ' $t$ ' is that both the statistic and its sampling distribution are functionally independent of $\sigma$, the population standard deviation.

The discovery of ' $t$ ' is regarded as a landmark in the history of statistical inference because of the following reason. Before Student gave his ' $t$ ' it was customary to replace $\sigma^{2}$ in $Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}$, by its unbiased estimate $S^{2}$ to give $t=\frac{\bar{x}-\mu}{S / \sqrt{n}}$ and then normal test was applied even for small samples. It has been found that although the distribution of $t$ is asymptotically normal for large $n$ (c.f. § 14-2.5), it is far from normality for small samples. The Student's $t$ ushered in an era of exact sample distributions (and tests) and șince its discovery many important contributions have been made towards the development and extension of small (exact) sample theory.
2. Confidence or Fiducial Limits for $\mu$. If $t_{0.05}$ is the tabulated value of $t$ for $v=(n-1)$ d.f. at $5 \%$ level of significance, i.e.,

$$
P\left(|t|>t_{0.05}\right)=0.05 \Rightarrow P\left(|t| \leq t_{0.05}\right)=0.95,
$$

the $\mathbf{9 5 \%}$ confidence limits for $\mu$ are given by :

$$
\begin{array}{ll} 
& |t| \leq t_{0.05}, \text { i.e., }\left|\frac{\bar{x}-\mu}{S / \sqrt{n}}\right| \leq t_{0.05} \\
\Rightarrow & \bar{x}-t_{0.05} \cdot \frac{S}{\sqrt{n}} \leq \mu \leq \bar{x}+i_{0.05} \frac{S}{\sqrt{n}}
\end{array}
$$

Thus, $95 \%$ confidence limits for $\mu$ are :

$$
\begin{equation*}
\ddot{x} \pm t_{0.05} \cdot \frac{S}{\sqrt{n}} \tag{a}
\end{equation*}
$$

Similarly, $99 \%$ confidence limits for $\mu$ are :

$$
\begin{equation*}
\bar{x} \pm t_{0.01} \frac{S}{\sqrt{n}} \tag{b}
\end{equation*}
$$

where $t_{0.01}$ is the tabulated value of $t$ for $v=(n-1)$ d.f. at $1 \%$ level of significance.
14.2.2. Fisher's ' $t$ ' (Definition). It is the ratio of a standard normal variate to the square root of an independent chi-square variate divided by its degrees of freedom. If $\xi$ is a $N(0,1)$ and $\chi^{2}$ is an independent chi-square variate with $n d f$. , then Fisher's $t$ is given by

$$
\begin{equation*}
t=\xi / \sqrt{\frac{x^{2}}{n}} \tag{14.3}
\end{equation*}
$$

and it follows student's ' $\boldsymbol{t}$ ' distribution with $\boldsymbol{n}$ degrees of freedom.
14.2.3. Distribution of Fisher's ' $t$ '. Since $\xi$ and $\chi^{2}$ are independent, their joint probability differential is given by

$$
d F\left(\xi, x^{2}\right)=\frac{1}{\sqrt{2 \pi}} \cdot \exp \left(-\xi^{2} / 2\right) \frac{\exp \left(-x^{2} / 2\right)\left(x^{2}\right)^{\frac{n}{2}-1}}{2^{n / 2} \Gamma(n / 2)} d \xi d x^{2}
$$

Let us transform to new variates $t$ and $u$ by the substitution

$$
t=\frac{\xi}{\sqrt{\chi^{2} / n}} \text { and } u=\chi^{2} \Rightarrow \xi=t \sqrt{u / n} \text { and } \chi^{2}=u
$$

Jacobian of transformation $J$ is given by

$$
J=\frac{\partial\left(\xi, \chi^{2}\right)}{\partial(t, u)}=\left|\begin{array}{cc}
\sqrt{u / n} & t /(2 \sqrt{u n}) \\
0 & 1
\end{array}\right|=\sqrt{\frac{u}{n}}
$$

The joint distribution of $t$ and $u$ becomes

$$
\left.d G(t, u)=\frac{1}{\sqrt{2 \pi} 2^{n / 2} \Gamma(n / 2) \sqrt{n}} \exp \left\{-\frac{u}{2}\left(1+\frac{t^{2}}{n}\right)\right\}\right\}^{\frac{n}{2}-\frac{1}{2}} d u \cdot d t ;
$$

Integrating w.r.t. ' $u$ ' over the range 0 to $\infty$, the marginal distribution of $t$ becomes

$$
\begin{aligned}
&\left.d G_{1}(t)=\frac{1}{\sqrt{2 \pi} 2^{n / 2} \Gamma(n / 2) \sqrt{n}}\left[\int_{0}^{\infty} \exp \left\{-\frac{u}{2}\left(1+\frac{t^{2}}{n}\right)\right]\right\}(n-1) / 2 d u\right] d t \\
&=\frac{1}{\sqrt{2 \pi} 2^{n / 2} \Gamma(n / 2) \sqrt{n}} \frac{\Gamma[(n+1) / 2]}{\left[\frac{1}{2}\left(1+\frac{t^{2}}{n}\right)\right](n+1) / 2} d t \\
& \therefore d G_{1}(t)=\frac{\Gamma(n+1) / 2]}{\sqrt{n} \Gamma(n / 2) \Gamma\left(\frac{1}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{n}\right]^{(n+1) / 2}} d t,-\infty<t<\infty \\
&=\frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)\left[1+\frac{t^{2}}{n}\right]^{(n+1) / 2}} d t,-\infty<t<\infty
\end{aligned}
$$

which is same as the probability function of Student's $t$-distribution with $n$ d.f.
Remariks 1. In Fisher's ' $t$ ' the d.f. is the same as the d.f. of chi-square variate.
2. Student's ' $t$ ' may be regarded as a particular case of Fisher's ' $t$ ' as explained below.

$$
\begin{equation*}
\text { Since } \bar{x} \sim N\left(\mu, \sigma^{2} / n\right), \quad \xi=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N(0,1) \tag{*}
\end{equation*}
$$

and.

$$
\begin{equation*}
\chi^{2}=\frac{n s^{2}}{\sigma^{2}}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} / \sigma^{2} \tag{**}
\end{equation*}
$$

is independently distributed as chi-square variate with $(n-1)$ d.f. Hence Fisher's $t$ is given by

$$
\begin{align*}
t & =\frac{\xi}{\sqrt{\chi^{2} /(n-1)}}=\frac{\sqrt{n}(\bar{x}-\mu)}{\sigma} \cdot \frac{\sigma}{\sqrt{\sum\left(x_{i}-\bar{x}\right)^{2} /(n-1)}} \\
& =\frac{\sqrt{n}(\bar{x}-\mu)}{S}=\frac{\bar{x}-\mu}{S / \sqrt{n}} \tag{***}
\end{align*}
$$

and it follows Student's $t$-distribution with ( $n-1$ ) d.f. (c.f. Remark 1 above.)
Now, $\left({ }^{* * *}\right)$ is same as Student's ' $t$ ' defined in (14-1). Hence Sudent's ' $t$ ' is a particular case of Fisher's ' $t$ '.

14-2.4. Constants of t-distribution. Since $f(t)$ is symmetrical about the line $t=0$, all the moments of odd order about origin vanish, i.e.,

$$
\mu_{2 r+1}^{\prime} \text { (about origin) }=0 ; r=0,1,2, \ldots
$$

In particular,

$$
\mu_{1}^{\prime} \text { (about origin) }=0=\text { Mean }
$$

Hence central moments coincide with moments about origin.

$$
\begin{equation*}
\therefore \quad \mu_{2 r+1}=0,(r=1,2, \ldots) \tag{14.4}
\end{equation*}
$$

The moments of even order are given by

$$
\begin{aligned}
\mu_{2 r} & =\mu^{\prime}{ }_{2 r} \text { (about origin) } \\
& =\int_{-\infty}^{\infty} t^{2 r} f(t) d t=2 \int_{0}^{\infty} t^{2 r} f(t) d t \\
& =2 \cdot \frac{1}{B\left(\frac{1}{2}, \frac{n}{2}\right) \sqrt{n}} \int_{0}^{\infty} \frac{t^{2 r}}{\left[1+\frac{t^{2}}{n}\right]^{(n+1) / 2}} d t
\end{aligned}
$$

This integral is absolutely convergent if $2 r<n$.
Put $1+\frac{t^{2}}{n}=\frac{1}{y} \Rightarrow t^{2}=n(1-y) / y$ i.e., $2 t d t=-\frac{n}{y^{2}} d y$
When $t=0, y=1$ and when $t=\infty, y=0$. Therefore,

$$
\begin{aligned}
\mu_{2 r} & =\frac{2}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{1}^{0} \frac{t^{2 r}}{(1 / y)^{(n+1) / 2}} \cdot \frac{-n}{2 t y^{2}} d y \\
& =\frac{n}{\sqrt{n} B\left(\frac{1}{2} \cdot \frac{n}{2}\right)} \int_{0}^{1}\left(t^{2}\right)^{(2 r-1) / 2} y[(n+1) / 2)-2 d y \\
& =\frac{\sqrt{n}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{0}^{1}\left[n\left(\frac{1-y}{y}\right)\right]^{r-\frac{1}{2}} y((n+1) / 2\}-2 d y
\end{aligned}
$$

$$
\begin{align*}
& =\frac{n^{r}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{0}^{1} y^{\frac{n}{2}-r-1}(1,-y)^{r-\frac{1}{2}} d y \\
& =\frac{n^{r}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} \cdot B\left(\frac{n}{2}-r, r+\frac{1}{2}\right), n>2 r . \quad \ldots[14-4  \tag{a}\\
& =n^{r} \frac{\Gamma[(n / 2)-r] \Gamma\left(r+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma(n / 2)} \\
& =n^{r} \frac{\left(r-\frac{1}{2}\right)\left(r-\frac{3}{2}\right) \ldots \frac{3}{2} \frac{1}{2} \Gamma \Gamma\left(\frac{1}{2}\right) \Gamma[(n / 2)-r]}{\Gamma\left(\frac{1}{2}\right)[(n / 2)-1][(n / 2)-2] \ldots[(n / 2)-r] \Gamma[(n / 2)-r]} \\
& =n^{r} \frac{(2 r-1)(2 r-3) \ldots 3 \cdot 1}{(n-2)(n-4) \ldots(n-2 r)}, \frac{n}{2}>r \tag{b}
\end{align*}
$$

In particular

$$
\begin{equation*}
\mu_{2}=n \frac{1}{(n-2)}=\frac{n}{n-2},[n>2] \tag{c}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{4}=n^{2} \frac{3 \cdot 1}{(n-2)(n-4)}=\frac{3 n^{2}}{(n-2)(n-4)},[n>4] \tag{d}
\end{equation*}
$$

Hence

$$
\beta_{1}=\frac{\mu_{3}{ }^{2}}{\mu_{2}{ }^{3}}=0 \text { and } \beta_{2}=\frac{\mu_{4}}{\mu_{2}{ }^{2}}=3\left(\frac{n-2}{n-4}\right)
$$

Remarks 1. As $n \rightarrow \infty, \beta_{1}=0$ and

$$
\begin{equation*}
\beta_{2}=\lim _{n \rightarrow \infty} 3\left(\frac{n-2}{n-4}\right)=3 \lim _{n \rightarrow \infty}\left[\frac{1-(2 / n)}{1-(4 / n)}\right]=3 \tag{e}
\end{equation*}
$$

2. Changing $r$ to $(r-1)$ in [14-4(b)], dividing and simplifying, we shall get the recurrence relation for the moments as

$$
\begin{equation*}
\frac{\mu_{2 r}}{\mu_{2 r-2}}=\frac{n(2 r-1)}{(n-2 r)}, \frac{n}{2}>r \tag{c}
\end{equation*}
$$

3. Moment Generating Function of t-distribution. From [14.4(b)] we observe that if $t \sim t_{n}$, then all the moments of order $2 r<n$ exist but the moments of order $2 r \geq n$ do not exist. Hence the m.g.f. of $t$-distribution does not exist.

Example 14.1. Express the constants $y_{0}, a$ and $m$ of the distribution:

$$
\begin{equation*}
d F(x)=y_{0}\left[1-\frac{x^{2}}{a^{2}}\right]^{m} d x,-a \leq x \leq a \tag{*}
\end{equation*}
$$

in terms of its $\mu_{2}$ and $\boldsymbol{\beta}_{2}$.
Show that if $x$ is related to a variable $t$ by the equation

$$
\begin{equation*}
x=\frac{a t}{\left\{2(m+1)+t^{2}\right\}^{1 / 2}}, \tag{**}
\end{equation*}
$$

then $t$ has Student's distribution with $2(m+1)$ degrees of freedom. Use the transformation to calculate the probability that $t \geq 2$ when the degrees of freedom are 2 and also when 4.
(Madras Univ. M.Sc., 1991)
Solution. First of all we shall determine the constant from the consideration that total probability is unity.

$$
\begin{array}{ll}
\therefore & y_{0} \int_{-a}^{a}\left(1-\frac{x^{2}}{a^{2}}\right)^{m} d x=1 \\
\Rightarrow & 2 y_{0} \int_{0}^{a}\left(1-\frac{x^{2}}{a^{2}}\right)^{n} d x=1
\end{array}
$$

( $\because$ Integrand is an even function of $x$ )

$$
\begin{array}{ll}
\Rightarrow & 2 y_{0} \int_{0}^{\pi / 2} \cos ^{2 m} \theta \cdot a \cos \theta d \theta=1 \\
\Rightarrow & 2 a y_{0} \int_{0}^{\pi / 2} \cos ^{2 m+1} \theta d \theta=1
\end{array}
$$

$$
(x=a \sin \theta)
$$

But we have the Beta integral,

$$
\begin{array}{cc} 
& 2 \int_{0}^{\pi / 2} \sin ^{p} \theta \cos ^{9} \theta d \theta=B\left(\frac{p+1}{2}, \frac{q+1}{2}\right) \\
\therefore & a y_{0} \cdot 2 \int_{0}^{\pi / 2} \cos ^{2 m+1} \theta \sin ^{0} \theta d \theta=1 \\
\Rightarrow & a y_{0} B\left(m+1, \frac{1}{2}\right)=1 \\
\Rightarrow & y_{0}=\frac{1}{a B\left(m+1, \frac{1}{2}\right)} \tag{2}
\end{array}
$$

Since the given probability function is symmetrical about the line $x=0$, we have as in § 14-2.4.

$$
\mu_{2 r+1}=\mu_{2}^{\prime}{ }_{r+1}=0 ; r=0,1,2, \ldots \quad[\because \text { Mean }=\text { Origin }]
$$

The moments of even order are given by

$$
\begin{aligned}
\mu_{2 r} & =\mu_{2 r}^{\prime} \text { (about origin) } \\
& =\int_{-a}^{a} x^{2 r} f(x) d x=y_{0} \int_{-a}^{a} x^{2 r}\left(1-\frac{x^{2}}{a^{2}}\right)^{m} d x \\
& =2 y_{0} \int_{0}^{a} x^{2 r}\left(1-\frac{x^{2}}{a^{2}}\right)^{m} d x
\end{aligned}
$$

$$
\therefore \quad a^{2}=(2 m+3) \mu_{2}
$$

Also

$$
\mu_{4}=a^{4} \frac{\Gamma(5 / 2)}{\Gamma(m+(7 / 2)\}} \times \frac{\Gamma(m+(3 / 2))}{\Gamma(1 / 2)}
$$

$$
=\frac{3 a^{4}}{(2 m+5)(2 m+3)}
$$

$$
\therefore \quad \beta_{2}=\frac{\mu_{4}}{\mu_{2}^{2}}=\frac{3(2 m+3)}{(2 m+5)}
$$

$$
\Rightarrow \quad m=\frac{9-5 \beta_{2}}{2\left(\beta_{2}-3\right)}
$$

Equations (2), (3) and (4) express the constants $y_{0}, a$ and $m$ in terms of $\mu_{2}$ and $\beta_{2}$.

$$
x=\frac{a t}{\left[2(m+1)+t^{2}\right]^{1 / 2}} \Rightarrow \frac{x^{2}}{a^{2}}=\frac{t^{2}}{2(m+1)+t^{2}}
$$

i.e., $\quad 1-\frac{x^{2}}{a^{2}}=\frac{2(m+1)}{2(m+1)+t^{2}}=\left(1+\frac{t^{2}}{n}\right)^{-1},(n=2 m+2)$

Also

$$
\begin{aligned}
d x & =a\left[\frac{d t}{\left(n+t^{2}\right)^{1 / 2}}-t \cdot \frac{1}{2}-\frac{2 t d t}{\left(n+t^{2}\right)^{3 / 2}}\right] \\
& =a \frac{1}{\left(n+t^{2}\right)^{1 / 2}}\left[1-\frac{t^{2}}{n+t^{2}}\right] d t \\
& =\frac{a n}{\left(n+t^{2}\right)^{3 / 2}} d t=\frac{a}{\sqrt{n}} \cdot \frac{1}{\left[1+\left(t^{2} / n\right)\right]^{3 / 2}} d t
\end{aligned}
$$

Hence the p.d.f. of $X$ transforms to

$$
d F(t)=y_{0} \frac{1}{\left[1+\frac{t^{2}}{n}\right]^{m}} \cdot \frac{a}{\sqrt{n}} \frac{d}{\left[1+\frac{t^{2}}{n}\right]^{3 / 2}}
$$

$$
\begin{aligned}
& =2 y_{0} \int_{0}^{\pi / 2}(a \sin \theta)^{2 r} \cos ^{2 m} \theta \cdot a \cos \theta d \theta \quad[x=a \sin \theta] \\
& =y_{0} a^{2 r+1} \cdot 2 \int_{0}^{\pi / 2} \sin ^{2 r} \theta \cdot \cos ^{2 m+1} \theta d \theta \\
& =y_{0} a^{2 r+1} B\left(r+\frac{1}{2}, m+1\right) \\
& =a^{2 r} \frac{B\left(r+\frac{1}{2}, m+1\right)}{B\left(m+1, \frac{1}{2}\right)}=a^{2 r} \cdot \frac{\Gamma\left(r+\frac{1}{2}\right) \Gamma\left(m+\frac{3}{2}\right)}{\Gamma\left(m+r+\frac{3}{2}\right) \Gamma\left(\frac{1}{2}\right)} . \\
& \text { In particular, } \mu_{2}=a^{2} \cdot \frac{\Gamma\{m+(3 / 2)\} \cdot \frac{1}{2} \Gamma(1 / 2)}{\{m+(3 / 2)\} \Gamma(m+(3 / 2)\} \Gamma(1 / 2)}=\frac{a^{2}}{2 m+3}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{a B\left(m+1, \frac{1}{2}\right)} \cdot \frac{a}{\sqrt{n}} \cdot \frac{d t}{\left[1+\frac{t^{2}}{n}\right]^{m+(3 / 2)}} \\
& =\frac{1}{\sqrt{n} B\left(\frac{n}{2}, \frac{1}{2}\right)} \cdot \frac{d t}{\left[1+\frac{t^{2}}{n}\right]^{(n+1) / 2}},-\infty<t<\infty \tag{5}
\end{align*}
$$

which is the probability differential of Student's $t$-distribution' with $n=2(m+1)$ d.f. Hence the result.
For 2 d.f. i.e., $n=2$, we get $2(m+1)=2 \Rightarrow m=0$. Hence from (**), we get (for $m=0$ ),

$$
\begin{aligned}
& x=\frac{a t}{\left(2+t^{2}\right)^{1 / 2}} \Rightarrow x=\frac{\sqrt{2}}{\sqrt{3}} a, \text { when } t=2 . \\
& \therefore \quad P(t \geq 2)= \\
& \begin{aligned}
\therefore & P(X \geq \sqrt{(2 / 3)} a)=\int_{a \sqrt{(2 / 3)}}^{a} d F(x) \\
& =\frac{1}{a B\left(1, \frac{1}{2}\right)} d x \quad[\text { From (*), since } m=0] \\
& =\frac{1}{2 a}\left(a-\frac{\sqrt{2}}{\sqrt{3}} a\right)=\frac{\sqrt{3}-\sqrt{2}}{2 \sqrt{3}} \\
& {\left[\because B\left(1, \frac{1}{2}\right)=\frac{\Gamma 1 \Gamma(1 / 2)}{\Gamma(3 / 2)}=\frac{\Gamma(1 / 2)}{(1 / 2) \Gamma(1 / 2)}=2\right] }
\end{aligned}
\end{aligned}
$$

For 4 d.f., i.e., $n=4$, we get $m=1$. Proceeding exactly similarly we shall obtain

$$
\begin{aligned}
& P(t, \geq 2)=\frac{1}{2}-\frac{5 \sqrt{2}}{16} \\
& \text { EXERCISE } 14(a)
\end{aligned}
$$

1. (a) Given that
(i) $u$ is normally distributed with zero mean and unit variance,
(ii) $\nu^{2}$ has a chi-square distribution with $n$ degrees of freedom, and
(iii) $u$ and $v$ are independently distributed,
find the distribution of the variable

$$
t=\frac{u \sqrt{n}}{v}
$$

(b) Find the variance of the $t$ distribution with $n$ degrees of freedom, $(n>2)$.
(c) If the variable $t$ has Student's $t$ distribution with 2 degrees of freedom, prove that

$$
P(t \geq 2)=\frac{3-\sqrt{6}}{6}
$$

[Shivaji Univ. B.Sc., 1990]
2. (a) State, (without proof), the sampling distribution of Student's $t$. Who discovered it?
(b) 'Discovery of Student's $t$ is regarded as a landmark in the history of statistical inference'. Elucidate.
(c) Let $t$ be distributed as Student's $t$-distribution with 2 d.f. Find the probability $P(-\sqrt{2} \leq t \leq \sqrt{2})$.
3. (a) Show that

$$
E\left(T^{r}\right)=\left\{\begin{array}{l}
k^{r / 2} \Gamma\left(\frac{1+r}{2}\right) \cdot \Gamma\left(\frac{k-r}{2}\right) \\
\Gamma(1 / 2) \cdot \Gamma(k / 2)
\end{array}, \text { if } r \text { is even for }-1<r<k\right.
$$

where $T$ has Student's $t$-distribution with $k$ degrees of freedom.
(b) For the $t$-distribution with $n$ d.f., establish the recurrence relation

$$
\mu_{2 r}=\frac{n(2 r-1)}{(n-2 r)} \cdot \mu_{2 r-2}, n>2 r
$$

[Poona Univ. B.Sc., 1990; Delhi Univ. B.Sc. (Stat. Hons.), 1992]
(c) For how many d.f. does (i) $\chi^{2}$-distribution reduce to negative exponential distribution and (ii) $t$-distribution reduce to Cauchy distribution?
4. Suppose $X_{1}, X_{2}, \ldots, X_{n}(n>1)$ are independent variates each distributed as $N\left(0, \sigma^{2}\right)$. Find the p.d.f. of

$$
W=X_{1} /\left\{\frac{1}{n} \sum_{i=1}^{n} X_{i}^{2}\right\}^{1 / 2}
$$

Why does not $W$ follow the $t$-distribution?
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
5. Let $x_{1}, x_{2}, \ldots, x_{n}$ be independent observations from a normal universe with mean $\mu$ and variance $\sigma^{2}$ and let $\bar{x}$ and $s^{2}$ be the sample mean and sum of the squares of the deviations from the mean respectively. Let $x^{\prime}$ be one more sbseryation independent of previous ones. Show that .

$$
\frac{x^{\prime}-\bar{x}}{s}\left[\frac{n(n-1)}{n+1}\right]^{1 / 2}
$$

has a Student $t$-distribution with $(n-1)$ degrees of freedom.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
6. (a) Let $X_{1}$ and $X_{2}$ be two independent normal variates with the same normal distribution $N\left(\mu, \sigma^{2}\right)$. Obtain the distribution of

$$
Y=\frac{X_{1}+X_{2}-2 \mu}{\sqrt{\left|X_{1}-X_{2}\right|^{2}}}
$$

Ans. Standard Cauchy distribution.
(b) If $\boldsymbol{X}$ is $\boldsymbol{t}$-distributed with $\boldsymbol{k}$ degrees of freedom, show that

$$
\frac{1}{1+\left(X^{2} / k\right)}
$$

has a beta distribution.
[Delhi Univ. B.Sc. (Maths. Hons.), 1988]
7. Define Student's $t$-statistic and state its probability density function.

If $x_{i}(i=1,2, \ldots, n)$, is a random sample of $n$ independent observations from a normal population with mean $\mu$ and variance $\sigma^{2}$, show that

$$
U=\frac{(\bar{x}-\mu) \sqrt{n(n-1)}}{\sqrt{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}} \text {, where } \bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i}
$$

conforms to Student's $t$-variate. If $x$ is an additional observation drawn independently from the same normal population, show that

$$
W=\frac{(x-\bar{x})}{\sqrt{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}} \times \sqrt{\frac{n(n-1)}{n+1}}
$$

also conforms to Student's $t$-variate.
8. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $N\left(\mu, \sigma^{2}\right)$, and $\vec{X}$ and $S^{2}$, respectively, be the sample mean and sample variance. Let $X_{n+1} \sim N\left(\mu, \sigma^{2}\right)$, and assume that $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$ are independent. Obtain the sampling distribution of

$$
U=\frac{\left(X_{n+1}-\bar{X}\right)}{S} \cdot \sqrt{\frac{n}{n+1}} ; \quad\left[S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}\right]
$$

9. If the random variables $X_{1}$ and $X_{2}$ are independent and follow chi-square distribution with $n$ d.f., show that $\frac{\sqrt{n}\left(X_{1}-\dot{X}_{2}\right)}{2 \sqrt{X_{1} X_{2}}}$ is distributed as Student's $t$ with $n$ d.f., independently of $X_{1}+X_{2}$.
[Calcutta Univ. B:Sc. (Hons.), 1992]
Hint. $p\left(x_{1}, x_{2}\right)=\frac{1}{2^{n}[\Gamma(n / 2)]^{2}} \cdot e^{-\left(x_{1}+x_{2}\right) / 2} x_{1}^{(n / 2)-1} x_{2}^{(n / 2)-1}$;

$$
0 \leq x_{1}<\infty, 0 \leq x_{2}<\infty
$$

$$
\begin{array}{ll}
\text { Put } & u=\frac{\sqrt{n}\left(x_{1}-x_{2}\right)}{2 \sqrt{x_{1} x_{2}}} \text { and } v=x_{1}+x_{2} \\
\Rightarrow & x_{1}=\frac{1}{2}\left[1+\frac{1}{\sqrt{\left(1+\frac{n}{u^{2}}\right)}}\right] \quad x_{2}=\frac{v}{2}\left[1-\frac{1}{\sqrt{\left(1+\frac{n}{u^{2}}\right)}}\right]
\end{array}
$$

$$
\text { Jacobian of transformation is } J=\frac{\partial\left(x_{1}, x_{2}\right)}{\partial(u, v)}=\frac{v}{2 \sqrt{n}\left[1+u^{2} / n\right]^{3 / 2}}
$$

The joint p.d.f. of $U$ and $V$ becomes
$g(u, v)=p\left(\cdot 1, x_{2}\right)|J|=\frac{1}{2^{2 n-1} \Gamma(n / 2) \Gamma(n / 2) \sqrt{n}} \cdot \frac{e^{-v / 2} v^{n-1}}{\left(1+u^{2} / n\right)^{(n+1) / 2}} ;$
$-\infty<u<\infty, 0 \leq v<\infty$
Using Legender's duplication formula, viz.,

$$
\begin{aligned}
& \Gamma n=2^{n-1} \Gamma(n / 2) \Gamma\left(\frac{n+1}{2}\right) \sqrt{\pi} \Rightarrow \Gamma(n / 2)=\frac{\Gamma n \sqrt{\pi}}{2^{n-1} \Gamma\left(\frac{n+1}{2}\right)}, \text { we get } \\
& \begin{aligned}
2^{2 n-1} \Gamma(n / 2) \Gamma(n / 2) \sqrt{n} & =\frac{2^{2 n-1} \cdot \sqrt{n} \sqrt{\pi}}{2^{n-1} \Gamma\left(\frac{n+1}{2}\right)} \Gamma\left(\frac{n}{2}\right) \sqrt{n} \\
& =2^{n} \sqrt{n} \sqrt{n} B\left(\frac{1}{2}, n / 2\right) \quad\left[\because \sqrt{\pi}=\Gamma\left(\frac{1}{2}\right)\right]
\end{aligned} \\
& g(u, v)=\left(\frac{1}{2^{n} \Gamma n} e^{-v / 2} v^{n-1}\right)\left[\frac{1}{\sqrt{n} B\left(\frac{1}{2}, n / 2\right)} \cdot \frac{1}{\left(1+\frac{u^{2}}{n}\right)^{(n+1) / 2}}\right] ; \\
& 0<v<\infty,-\infty<u<\infty .
\end{aligned}
$$

10. Let $X_{1}, X_{2}, \ldots, X_{m}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be. independent random samples
 corresponding sample means and if

$$
(m-1) S_{1}^{2}=\sum_{i=1}^{m}\left(X_{i}-\bar{X}\right)^{2},(n-1) S_{2}^{2}=\sum_{j=1}^{n}\left(Y_{j}-\bar{Y}\right)^{2},
$$

obtain the sampling distribution of

$$
\frac{a\left(\bar{X}-\mu_{1}\right)+b\left(\bar{Y}-\mu_{2}\right)}{\left[\left\{\frac{(m-1) S_{1}{ }^{2}+(n-1) S_{2}{ }^{2}}{(m+n-2)}\right\}\left\{\frac{a^{2}}{m}+\frac{b^{2}}{n}\right\}\right]^{1 / 2}}
$$

where $a$ and $b$ are two fixed real numbers.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
11. If $I_{x}(p, q)$ reprësents the incomplete Beta function defined by

$$
I_{x}(p, q)=\frac{1}{B(p, q)} \int_{0}^{x} t^{p-1}(1-t)^{q-1} d t ; p>0, q>0
$$

show that the distribution function $F($.$) of Student's t$-distribution is given by

$$
F(t)=1-\frac{1}{2} I_{x}\left(\frac{n}{2}, \frac{1}{2}\right) \text {, where } x=\left(1+\frac{t^{2}}{n}\right)^{-1} .
$$

[Delhi Univ. M.Sc. (Stat.), 1990; Nagpur Univ. M.Sc. (Stat.), 1991]

Hint. If $f($.$) is p.d.f. of \boldsymbol{t}$-distribution with $\boldsymbol{n}$ d.f; then

$$
\begin{aligned}
F(t) & =\int_{-\infty}^{t} f(u) d u=1-\int_{t}^{\infty} f(u) d u \\
& =1-\frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)^{2}} \int_{t}^{\infty}\left(1+\frac{u^{2}}{n}\right)^{-(n+1) / 2} d u \\
& =1+\frac{1}{2 B\left(\frac{1}{2}, \frac{n}{2}\right)} \int^{0}\left(1+\frac{t^{2}}{n}\right)^{-1} z^{(n / 2)-1}(1-z)^{-1 / 2} d z, \\
& =1-\frac{1}{2 B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{0}^{x} z^{(n / 2)-1}(1-z)^{-1 / 2} d z \cdot\left[x=\left(1+\frac{t^{2}}{n}\right)^{-1}\right] \\
& =1-\frac{1}{2} I_{x}\left(\frac{n}{2}, \frac{1}{2}\right) .
\end{aligned}
$$

12. Show that for $t$-distribution with $n$ d.f., mean deviation about mean is given by

$$
\sqrt{n} \Gamma\left(\frac{n-1}{2}\right) / \sqrt{\pi} \Gamma(n / 2)
$$

(Shivaji Univ. B.Sc. Oct., 1992]
Hint. $E(t)=0$.
M.D. about mean $=\int_{-\infty}^{\infty}|t| f(t) d t$

$$
\begin{aligned}
& =\frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{-\infty}^{\infty} \frac{|t| d t}{\left(1+\frac{t^{2}}{n}\right)^{(n+1) / 2}} \\
& =\frac{2}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)^{0}} \int_{0}^{\infty} \frac{t d t}{\left(1+\frac{t^{2}}{n}\right)^{(n+1) / 2}} \\
& =\frac{\sqrt{n}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{0}^{\infty} \frac{d y}{(1+y)^{(n+1) / 2}}, \quad\left[\left(\frac{t^{2}}{n}=y\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\sqrt{n}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} \int_{0}^{\infty} \frac{y^{1-1}}{(1+y)^{\frac{n-1}{2}+1}} d y \\
& =\frac{\sqrt{n}}{B\left(\frac{1}{2}, \frac{n}{2}\right)} B\left(\frac{n-1}{2}, 1\right)
\end{aligned}
$$

13. If $X \sim t_{(n)}$, show that

$$
\left(n-\frac{1}{2}\right) \log \left[1+\frac{x^{2}}{n}\right] \sim x^{2}(1)
$$

for large $n$.
You may assume that for large $n$,

$$
\frac{\Gamma\left(\frac{n}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}+n\right) \sqrt{\frac{1}{2} n}} \simeq\left(1-\frac{1}{4 n}\right)
$$

14. If $\bar{X}$ and $\hat{\sigma}^{2}=S^{2}$ be the usual sample mean and sample variance based on a random sample of $n$ observations from $N\left(\mu, \sigma^{2}\right)$, and if $T=(\bar{X}-\mu)$ $\sqrt{n} / S$, prove that
(i) $\operatorname{Var}(T)=(n-1) /(n-3)$
(ii) $\operatorname{Cov}(\bar{X} ; T)=\sigma \frac{\sqrt{n-1} \Gamma[(n-2) / 2]}{\sqrt{2 n} \cdot \Gamma[(n-1) / 2]}$.
(iii) $r(\bar{X}, T)=\left[\frac{1}{2}(n-3)\right]^{1 / 2} \Gamma\left[\frac{1}{2}(n-2)\right] / \Gamma\left[\frac{1}{2}(n-1)\right]$
14.2.5. Limiting Form of t-distribution. As $n \rightarrow \infty$, the p.d.f. of t-distribution with $n$ d.f. viż:,

$$
f(t)=\frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)}\left(1+\frac{t^{2}}{n}\right)^{-(n+1 / 2} \rightarrow \frac{1}{\sqrt{2 \pi}} e^{-r^{2} / 2},-\infty<t<\infty
$$

Proof. $\lim _{n \rightarrow \infty} \frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)}=\lim _{n \rightarrow \infty} \frac{1}{\sqrt{n}} \frac{\Gamma[(n+1) / 2]}{\Gamma\left(\frac{1}{2}\right) \Gamma(n / 2)}$

$$
=\frac{1}{\sqrt{n}} \cdot \frac{1}{\sqrt{\pi}}\left(\frac{n}{2}\right)^{\frac{1}{2}}=\frac{1}{\sqrt{2 \pi}}
$$

$\left[\because \Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}\right.$ and $\lim _{n \rightarrow \infty} \frac{\Gamma(n+k)}{\Gamma(n)}=n^{k}$, (c.f. Remark to § 14.5.7)]

$$
\begin{aligned}
\therefore \lim _{n \rightarrow \infty} f(t)= & \lim _{n \rightarrow \infty} \frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)} \cdot \lim _{n \rightarrow \infty}\left[\left(1+\frac{t^{2}}{n}\right)^{n}\right]^{-\frac{1}{2}} \\
& \times \lim _{n \rightarrow \infty}\left(1+\frac{t^{2}}{n}\right)^{-\frac{1}{2}} \\
= & \frac{1}{\sqrt{2 \pi}} \exp \left(-t^{2} / 2\right),-\infty<t<\infty
\end{aligned}
$$

Hence for large d.f. $t$-distribution tends to standard normal distribution.
14.2.6. Graph of $\mathbf{t}$-distribution. The p.d.f. of $t$-distribution with $n$ d.f. is

$$
f(t)=C \cdot\left[1+\frac{t^{2}}{n}\right]^{-(n+1) / 2},-\infty<t<\infty
$$

Since $f(-t)=f(t)$, the probability curve is symmetrical about the line $t=0$. As $t$ increases, $f(t)$ decreases rapidly and tends to zero as $t \rightarrow \infty$, so that $t$-axis is an asymptote to the curve. We have shown that

$$
\mu_{2}=\frac{n}{n-2}, n>2 ; \quad \beta_{2}=\frac{3(n-2)}{(n-4)}, n>4
$$

Hence for $n>2, \mu_{2}>1$ i.e., the variance of $t$-distribution is greater than that of standard normal distribution and for $n>4, \beta_{2}>3$ and thus $t$-distribution is more flat on the top than the normal curve. In fact, for small $n$, we have

$$
P\left[|f| \geq t_{0}\right] \geq P\left[|Z| \geq t_{0}\right], \quad Z \sim N(0 ; 1)
$$

i.e., the tails of the $t$-distribution have a greater probability (area) than the tails of standard normal:distribution. Moreover we have also seen [§ 14-2.5] that for large $n$ (d.f.), $t$-distribution tends to standard normal distribution.

14.2.7. Critical Values of $t$. The critical (or significant) values of $t$ at level of significance $\alpha$ and d.f. $v$ for two-tailed test are given by the equation-

$$
\begin{array}{ll} 
& P\left[|t|>t_{v}(\alpha)\right]=\alpha \\
\Rightarrow & P\left[|t| \leq t_{v}(\alpha)\right]=1-\alpha \tag{14.5a}
\end{array}
$$

## CRITICAL YALUES OF $t$-DISTRIBUTION


*

The values $t_{v}(\alpha)$ have been tabulated in Fisher and Yates' Tables, for different values of $\alpha$ and $v$ and are given in the Appendix.at. the end of the book.

Since $t$-distribution is symmetric about $t=0$, we get from (14.5)

$$
\begin{align*}
& & P\left(t>t_{v}(\alpha)\right]+P\left[t<-t_{v}(\alpha)\right] & =\alpha \\
\Rightarrow & & 2 P\left[t>t_{v}(\alpha)\right] & =\alpha \\
\Rightarrow & & P\left[t>t_{v}(\alpha)\right] & =\alpha / 2 \\
\Rightarrow & & P\left[t>t_{v}(2 \alpha)\right] & =\alpha
\end{align*}
$$

$t_{v}(2 \alpha)$ (from the Tables in the Appendix) gives the significant value of $y$ for a single-tail test, [Right-tail or Left-tail-since the distribution is symmetrical], at level of significance $\alpha$ and $v d . f$.

Hence the significant values of $t$ at level of significance ' $\alpha$ ' for a single tailed test can be obtained from those of two-tailed test by looking the values at level of significance ' $2 \alpha$ '.

For example,

$$
\begin{aligned}
& t_{8}(0.05) \text { for single-tail test }=t_{8}(0.10) \text { for two-tail test }=1.86 \\
& t_{15}(0.01) \text { for single-tail test }=t_{15}(0.02) \text { for two-tail test }=2.60 \text {. }
\end{aligned}
$$

14.2.8. Applications of t-distribution. The $t$-distribution has a wide number of applications in Statistics, some of which are enumerated below.
(i) To test if the sample mean ( $\dot{\bar{x}}$ ) differs significantly from the hypothetical value $\mu$ of the population mean.
(ii) To test the significance of the difference between two sample means.
(iii) To test the significance of an observed sample correlation co-efficient and sample regression coefficient.
(iv) To test the significance of observed partial and multiple correlation coeffinients.

In the following sections we will discuss these applications in detail, one by one.
14.2.9. $\boldsymbol{t}$-Test for Single Mean. Suppose we want to test :
( $i$ ) if a random sample $x_{i}(i=1,2, \ldots, n)$ of size $n$ has been drawn from a normal population with a specified mean, say $\mu_{0}$ or
(ii) if the sample mean differs significantly from the hypothetical value $\mu_{0}{ }^{\prime}$ of the population mean.

Under the null hypothesis $H_{0}$ :
(i) The sample has been drawn from the population with mean $\mu$ or (ii) there is no significant difference between the sample mean $\bar{x}$ and the population mean $\mu$,
the statistic

$$
\begin{equation*}
t=\frac{\bar{x}-\mu_{0}}{S / \sqrt{n}} \tag{14•6}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i} \text { and } \Delta^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}, \tag{a}
\end{equation*}
$$

follows Student's $t$-distribution with $(n-1)$ d.f.
We now compare the calculated value of $t$ with the tabulated value at certain level of significance. If calculated $|\boldsymbol{I}|>$ tabulated $t$, null hypothesis is rejected and if calculated $|t|$ < tabulated $t, H_{0}$ may be accepted at the level of significance adopted.

Remarks 1. On computation of $S^{2}$ for numerical problems. If $\bar{x}$ comes out in integers, the formula (14.6a) can be cọnveniently used for computing $S^{2}$. However, if $\bar{x}$ comes in fractions then the formula (14.6a) for computing $S^{2}$ is very cumbersome and is not recommended. In that case, step deviation method, given below, is quite useful.

If we take, $d_{i}=x_{i}-A$, where $A$ is any arbitrary number then

$$
\begin{align*}
S^{2} & =\frac{1}{n-1}\left[\sum\left(x_{i}-\bar{x}\right)^{2}\right]=\frac{1}{n-1}\left[\sum x_{i}^{2}-\frac{\left(\sum x_{i}\right)^{2}}{n}\right]  \tag{b}\\
& =\frac{1}{n-1}\left[\sum d_{i}^{2}-\frac{\left(\sum d_{i}\right)^{2}}{n}\right] . \tag{c}
\end{align*}
$$

since variance is independent of change of origin.

$$
\begin{equation*}
\text { Also, in this case } \bar{x}=A+\frac{\sum d_{i}}{n} . \tag{d}
\end{equation*}
$$

2. We know, the sample variance

$$
\begin{align*}
s^{2} & =\frac{1}{n} \sum_{i}\left(x_{i}-\bar{x}\right)^{2} \\
\Rightarrow \quad n s^{2} & =(n-1) S^{2} \\
\Rightarrow \quad \frac{S^{2}}{n} & =\frac{s^{2}}{n-1} \tag{e}
\end{align*}
$$

Hence for numerical problems, the test statistic (14.6) on using [14.6(e)] becomes

$$
t=\frac{\bar{x}-\mu_{0}}{\sqrt{S^{2} / n}}=\frac{\bar{x}-\mu_{0}}{\sqrt{s^{2} /(n-1)}} \sim t_{n-1}
$$

3. Assumptions for Student's t-test. The following assumptions are made in the Student's $t$-test :
(i) The parent population from which the sample is drawn is normal.
(ii) The sample observations are independent, i.e., the sample is random.
(iii) The population standard deviation $\sigma$ is unknown.

Example 14.2. A machinist is making engine parts with axle diameters of 0.700 inch. A random sample, of 10 parts. shows a mean diameter of 0.742 inch with a standard deviation of 0.040 inch. Compute the statistic you would use to test whether the work is meeting the specifications. Also state how you would proceed further.

Solution. Here we are given :
$\mu=0.700$ inches, $\bar{x}=0.742$ inches, $s=0.040$ inches and $n=10$
Null Hypothesis, $H_{0}: \mu=0.700$, i.e.. the product is conforming to specifications.

Alternative Hypothesis, $H_{1}: \mu \neq 0.700$
Test Statistic. Under $H_{0}$, the test statistic is :

Now

$$
\begin{aligned}
& t=\frac{\bar{x}-\mu}{\sqrt{S^{2} / n}}=\frac{\stackrel{\rightharpoonup}{x}-\mu}{\sqrt{s^{2} /(n-1)}} \sim t_{(n-1)} \\
& t=\frac{\sqrt{9}(0.742-0.700)}{0.040}=3.15
\end{aligned}
$$

How to proceed further. Here the test statistic ' $t$ ' follows Student's $t$ distribution with $10-1=9$ d.f. We will now compare this calculated value with the tabulated value of $t$ for 9 d.f. and at certain level of significance, say $5 \%$. Let this tabulated value be denoted by $t_{0}$.
(i) If calculated ' $t$ ' viz., $3.15>t_{0}$, we say that the value of $t$ is significant. This implies that $\bar{x}$ differs significantly from $\mu$ and $H_{0}$ is rejected at this level of significance and we conclude that the product is not meeting the specifications.
(ii) If calculated $t<t_{0}$, we say that the value of $t$ is not significant, i.e., there is no significant difference between $\bar{x}$ and $\mu$. In other words, the-deviation ( $\bar{x}-\mu$ ) is just due to fluctuations of sampling and null hypothesis $H_{0}$ may be retained at $5 \%$ level of significance, i.e., we may take the product conforming to specifications.

Example 14.3. The mean weekly sales of soap bars in departmental stores was 146.3 bars per store. After an advertising campaign the mean weekly sales in 22 stores for a typical week increased to 153.7 and showed a standard deviation of 17.2. Was the advertising campaign successful?

Solution. We are given : $n=22, \bar{x}=153.7, s=17.2$.
Nuill Hypothesis. The advertising campaign is not successful, i.e.,

$$
H_{0}: \mu=146.3
$$

Alternative Hypothesis. $H_{1}: \mu>146.3$.(Right-tail).
Test Statistic. Under the null hypothesis, the test statistic is :

Now

$$
\begin{aligned}
& t=\frac{\bar{x}-\mu}{\sqrt{s^{2} /(n-1)}} \sim t_{22-1}=t_{21} \\
& t=\frac{153.7-146 \cdot 3}{\sqrt{(17 \cdot 2)^{2} / 21}}=\frac{7.4 \times \sqrt{21}}{17.2}=9.03
\end{aligned}
$$

Conclusion. Tabulated value of $t$ for $21 d f$. at $5 \%$ level of significance for single-tailed test is $\mathbf{1 . 7 2}$. Since calculated value is much greater than the
tabulated value, it is highly significant. Hence we reject the null hypothesis and conclude that the advertising campaign was definitely successful in promoting sales.

Example 14.4. A random sample of 10 boys had the following I.Q.'s : 70, 120, 110, 101, 88, 83, 95, 98, 107, 100. Do these data support the assumption of a population mean I.Q. of 100 ? Find a reasonable range in which most of the mean I.Q. values of samples of 10 boys lie.
[Madras Univ. B.E., April 1990]
Solution. Null hypothesis, $H_{0}$ :The data are consistent with the assumption of a mean I.Q. of 100 in the population, i.e., $\mu=100$.

Alternative hypothesis, $H_{1}: \mu \neq 100$.
Test Statistic. Under $H_{0}$, the test statistic is :

$$
t=\frac{(\bar{x}-\mu)}{\sqrt{S^{2} / n}} \sim t_{(n-1)} .
$$

where $\bar{x}$ and $S^{2}$ are to be computed from the sample values of I.Q.'s.
CALCULATIONS FOR SAMPLE MEAN AND S.D.

| $X$ | $(X-\bar{x})$ | $(X-\bar{x})^{2}$ |
| :---: | :---: | :---: |
| 70 | -27.2 | 739.84 |
| 120 | 22.8 | 519.84 |
| 110 | 12.8 | 163.84 |
| 101 | 3.8 | 14.44 |
| 88 | -9.2 | 84.64 |
| 83 | -14.2 | 201.64 |
| 95 | -2.2 | 4.84 |
| 98 | 0.8 | 0.64 |
| 107 | 9.8 | 96.04 |
| 100 | 2.8 | 7.84 |
| Total 972 |  | 1833.60 |

Hence $n=10, \bar{x}=\frac{972}{10}=97.2$ and $S^{2}=\frac{1833.60}{9}=203.73$

$$
\therefore \quad|t|=\frac{197.2-100 \mid}{\sqrt{203.73 / 10}}=\frac{2.8}{\sqrt{20.37}}=\frac{2.8}{4.514}=0.62
$$

Tabulated $t_{0.05}$ for $(10-1)$ i.e., 9 d.f: for two-tailed test is $\mathbf{2 . 2 6 2}$.
Conclusion. Since calculated $t$ is less than tabulated $t_{0.05}$ for 9 d.f., $H_{0}$ may be accepted at $5 \%$ level of significance and we may conclude that the data are consistent with the assumption of mean I.Q. of 100 in the population.

The $95 \%$ confidence limits within which the meah I.Q. values of samples of 10 boys will lie are given by

$$
\bar{x} \pm t_{0.05} S / \sqrt{n}=97.2 \pm 2.262 \times 4.514
$$

$$
=97.2 \pm 10.21=107.41 \text { and } 86.99
$$

Hence the required $95 \%$ confidence interval is [86.99, 107.41].
Remark. Aliter for computing $\overline{\boldsymbol{x}}$ and $\mathbf{S}^{\mathbf{2}}$. Here we see that $\overline{\boldsymbol{x}}$ comes in fractions and as such the computation of $(x-\bar{x})^{2}$ is quite laborious and time consuming. In this case we use the method of step deviations to compute $\bar{x}$ and $S^{2}$, as given below.

| $X$ | $d=X-90$ | $d^{2}$ |
| :---: | :---: | :---: |
| 70 | -20 | 400 |
| 120 | 30 | 900 |
| 110 | 20 | 400 |
| 101 | 11 | 121 |
| 88 | -2 | 4 |
| 83 | -7 | 49 |
| 95 | 5 | 25 |
| 98 | 8 | 64 |
| 107 | 17 | 289 |
| 100 | 10 | 100 |
| Total | $\Sigma d=72$ | $\Sigma d^{2}=2352$ |

Here
$d=X-A$, where $A=90$
$\therefore$
and

$$
S^{2}=\frac{1}{n-1}\left[\Sigma d^{2}-\frac{\left(\sum d\right)^{2}}{n}\right]=\frac{1}{9}\left[2352-\frac{(72)^{2}}{10}\right]=203.73
$$

Example 14.5. The heights of 10 males of a given locality are found to be $70,67,62,68,61,68,70,64,64,66$ inches. Is it reasonable to believe that the average height is greater than 64 inches? Test at $5 \%$ significance level, assuming that for 9 degrees of freedom $P(t>1.83)=0.05$.

Solution. Null Hypothesis, $H_{0}: \mu=64$ inches.
Alternative Hypothesis, $H_{1}: \mu>64$ inches.
CALCULATIONS FOR SAMPLE MEAN AND S.D.

| $x$ | $70^{\prime}$ | 67 | 62 | 68 | 61 | 68 | 70 | 64 | 64 | 66 | Total <br> 660 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x-\bar{x}$ | 4 | 1 | -4 | 2 | -5 | 2 | 4 | -2 | -2 | 0 | 0 |
| $(x-\bar{x})^{2}$ | 16 | 1 | 16 | 4 | 25 | 4 | 16 | 4 | 4 | 0 | 90 |

$$
\bar{x}=\frac{\sum x}{n}=\frac{660}{10}=66
$$

$$
S^{2}=\frac{1}{n-1} \Sigma(x-\bar{x})^{2}=\frac{90}{9}=10
$$

Test Statistic. Under $H_{0}$, the test statistic is

$$
t=\frac{\bar{x}-\mu}{\sqrt{S^{2} / n}}=\frac{66-64}{\sqrt{10 / 10}}=2,
$$

which follows Student's $t$-distribution with $10-1=9 \mathrm{~d} . \mathrm{f}$.
Tabulated value of $t$ for 9 d.f. at $5 \%$ level of significance for single (right) tail-test is 1.833 . (This is the value $t_{0.10}$ for $9 d . f$. in the two-tailed Table given in the Appendix.)

Conclusion. Since calculated value of $t$ is greater than the tabulated value, it is significant. Hence $H_{\hat{0}}$ is rejected at $5 \%$ level of significance and we conclude thatit the average height is greater than 60 inches.

Example 14.6. A random sample of 16 values from a normal population showed a mean of 41.5 inches and the sum of squares of deviations from this mean eq:al to 135 square inches. Show that the assumption of a mean of 43.5 inches for the population is not reasonable. Obtain 95 per cent and 99 per cent fiducia. limits for the same.
$\mathrm{Y}_{\cup} u$ may use the following information from statisical tables :

$$
v=15,\left\{\begin{array}{l}
P=0.05, t=2.131 \\
P=0.01, t=2.947
\end{array}\right.
$$

Solution. We are given $n=16, \bar{x}=41.5$ inches and

$$
\Sigma(x-\bar{x})^{2}=135 \text { sq. inches. }
$$

$$
\therefore \quad S^{2}=\frac{1}{n-1} \Sigma(x-\bar{x})^{2}=\frac{135}{15}=9 \quad \Rightarrow \quad S=3
$$

Null Hypothesis, $H_{0}: \mu=43.5$ inches, i.e., the data are consistent with the assumption that the mean height in the population is 43.5 inches.

Alternative Hypothesis, $H_{1}: \mu \neq 43.5$ inches.
Test Statistic. Under $H_{0}$, the test statistic is :

Now

$$
\begin{aligned}
t & =\frac{\bar{x}-\mu}{S / \sqrt{n}} \sim i_{(n-1)} \\
|t| & =\frac{|41.5-43.5|}{3 / 4}=\frac{8}{3}=2.667
\end{aligned}
$$

Here number of degrees of freedom is $(16-1)=15$.
We are given :
$t_{0.05}$ for 15 d.f. $=2.131$ and $t_{0.01}$ for 15 d.f. $=2.947$
Conclusion. Since calculated $|t|$ is greater thàn $2 \cdot 131$, null hypothesis is rejected at $5 \%$ level of. significance and we conclude that the assumption of mean of 43.5 inches for the population is not reasonable.

Remark. Since calculated $I t \mid$ is less than 2.947, null hypothesis ( $\mu=43 \cdot 5$ ) may be accepted at $1 \%$ level of significance.
$95 \%$ fiducial limits for $\mu:($ d.f. $=15)$

$$
\begin{array}{ll} 
& \bar{x} \pm t_{0.05} \times \frac{S}{\sqrt{n}}=41.5 \pm 2.131 \times \frac{3}{4}=41.5 \pm 1.598 \\
\therefore & 39.902<\mu<43.098
\end{array}
$$

$99 \%$ fiducial limits for $\mu:(d . f .=15)$

$$
\begin{array}{cc} 
& \bar{x} \pm t_{0.01} \times \frac{S}{\sqrt{n}}=41.5 \pm 2.947 \times \frac{3}{4}=43.71 \text { and } 39.29 \\
\therefore \quad & 39.29<\mu<43.71 \\
& \text { EXERCISE 14(b) }
\end{array}
$$

1. (a) Write a short note on Student's $t$-distribution and point out its uses.
(b) Show how the $t$-distribution has been found useful in testing whether the mean of small sample is significantly different from a hypothetical value.
(c) It is desired to test the hypothesis that the mean of a normal population is $\mu=\mu_{0}$ against the alternative that $\mu \neq \mu_{0}$. Explaining the assumptions involved, develop the statistic suitable for testing this hypothesis if the size of the sample is small. What modification do you suggest when the sample size is large?
2. What is a test of significance?

To test the hypothesis that the mean of a normal distribution is zero, two independent observations $x_{1}$ and $x_{2}$ are taken from the distribution. Show that the hypothesis is rejected at $10 \%$ level of significance, using $t$ test with equal tail ends, if

$$
\left|x_{1}+x_{2}\right|>\left|x_{1}-x_{2}\right| \tan 81^{0}
$$

3. It is required to test that the mean of a normal population is zero. A random sample drawn from the population gives the values $x_{1}, x_{2}, \ldots, x_{n}$. Show that the $t$-test for acceptance of the hypothesis reduces to

$$
\left(\sum_{i=1}^{n} x_{i}\right) \leq \frac{n \cdot t_{\alpha}^{2}}{t_{\alpha}^{2}+(n-1)}\left(\sum_{i=1}^{n} x_{i}^{2}\right)
$$

where $t_{\alpha}$ is-the value of Student's $t$ at the desired level of significance $\alpha$ for $(n-1) d . f$.
4. (a) Find the Student's $t$ for following variate values in a sample of eight : $-4,-2,-2,0,2,2,3,3$, taking the mean of the universe to be zero. How would you proceed further?
(b) Ten individuals are chosen at random from a normal populatoon and their heights are found to be $63,63,66,67,68,6910,70,71,71$ inches. Test if the sample belongs to the population whose mean heights is $66^{\prime \prime}$
[Given $t_{0.05}=2.62$ for 9 d.f.]
(c) A random sample of 9 experimental animals under a certain diet gave the following increase in weight: $\sum x_{i}=45 \mathrm{lbs}, \sum x_{i}^{2}=279 \mathrm{lbs}$., where $x_{i}$ denotes the increase in weight of the ith animal. Assuming that the increase in weight is rormally distributed as $N\left(\mu, \sigma^{2}\right)$ variate, test $H_{0}: \mu=1$ against $H_{1}: \mu \neq 1$ at $5 \%$ level. Given $P(|t|>2.306)=0.05$ for 8 degrees of freedom.
[Calcutta Univ. R.Sc. (Maths.Hons.), 1991]
5. A manufacturer of gunpowder has developed a new powder which is designed to produce a muzzle velocity equal to $3000 \mathrm{ft} / \mathrm{sec}$. Seven shells are loaded with the charge and the muzzle velocities measured.

The resulting veiocities are as follows : 3,005; 2,$935 ; 2,965 ; 2,995 ; 3,905$, 2,935; and 2,905. Do these data present sufficient evidence to indicate that the average velocity differs from $3,000 \mathrm{ft} . / \mathrm{sec}$.
6. The average length of time for students to register for summer classes at a certain college has been 50 minutes with a standard deviation of 10 minutes. A new registration procedure using modern computing machines is being tried. If a random sample of 12 students had an average registration time of 42 minutes with s.d. of 11.9 minutes under the new system, test the hypothesis that the population mean has not changed, using 05 as level of significance.
7. The nine items of a sample had the following values : 45, 47,50,52, $48,47,49,53$ and 51.

Does the mean of the nine items differ significantly from the assumed population mean of 47.5 ? Given that

$$
v=8,\left\{\begin{array}{l}
P=0.945 \text { for } t=1.8 \\
P=0.953 \text { for } t=1.9
\end{array}\right.
$$

8. A time study engineer developed a new sequence of operation elements that he hopes will reduce the mean cycle time of a certain production process. The results of a time study of $\mathbf{2 0}$ cycles are given below :
cycle time in minutes

| 12.25 | 11.97 | 12.15 | 12.08 | 12.31 | 12.28 | 11.94 | 11.89 | 12.16 | 12.04 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 12.09 | 12.15 | 12.14 | 12.47 | 11.98 | 12.04 | 12.11 | 12.25 | 12.15 | 12.34 |

If the present mean cycle time is 12.5 minutes, should he adopt the new sequence?
9. (a) The average breaking strength of steel rods is specified to be 18.5 thousand pounds. To test this a sample of 14 rods was tested. The mean and standard deviations obtained were 17.85 and 1.955 thousand pounds respectively. Is the result of the experiment significant? Also obtain the 95 per cent fiducial limits from the sample for the average breaking strength of steel rods.
(b) A sample of 9 shafts is inspected from a production line. The following measurements are the diameters (in mm.) of shafts : 45.010, 45.020, 45.021, $45.015,45.019,45.018,45.020,45.023$ and 45.005 . If the production line meets the specifications laid by the I.S.I., with S.D. 0.006 mm , estimate the $95 \%$ confidence interval within which the true diameter of the shaft lies.
[Madras Univ. B.E., 1989]
10. a random sample of 8 envelopes is taken from letter box of a post office and their weights in grams are found to be $12.1,11.9,12.4,12.3,11.9$, 12.1, 12.4, 12.1.
(a) Find $99 \%$ confidence limits for the mean weight of the envelopes. received at that post office.
(b) Using the result of part (a), does this sample indicate at $1 \%$ level that the average weight of envelopes received at that post office is 12.35 gms .
11. A random sample of nine from men of a large city gave a mean height 68 inches and the unbiased estimate of the population variance found from the
sample was 4.5 inches. Proceed as far as you can to test for a mean height of 68.5 inches for the men of the city. Also state how you would proceed further.

14-2.10. t-Test for Difference of Means. Suppose we want to test if two independent samples $x_{i}\left(i=1,2, \ldots, n_{1}\right)$ and $y_{j},\left(j=1,2, \ldots, n_{2}\right)$ of sizes $n_{1}$ and $n_{2}$ have been drawn from two normal populations with means $\mu_{X}$ and $\mu_{Y}$ respectively.

Under the null hypcthesis $\left(H_{0}\right)$ that the samples have been drawn from the normal populations with means $\mu_{X}$ and $\mu_{Y}$ and under the assumption that the population variance are equal, i.e., $\sigma_{X}{ }^{2}=\sigma_{Y}{ }^{2}=\sigma^{2}$ (say), the statistic
where
and

$$
\begin{equation*}
t=\frac{(\bar{x}-\bar{y})-\left(\mu_{X}-\mu_{Y}\right)}{S \sqrt{\frac{1}{n_{1}}+\frac{1}{n_{2}}}} \tag{14.7}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
\bar{x} & =\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} x_{i}, \quad \bar{y}=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} y_{j} \\
S^{2} & =\frac{1}{n_{1}+n_{2}-2}\left[\sum_{i}\left(x_{i}-\bar{x}\right)^{2}+\sum_{j}\left(y_{j}-\bar{y}\right)^{2}\right]
\end{array}\right\}
$$

is an unbiased estimate of the common population variance $\sigma^{2}$, follows Student's $t$-distribution with $\left(n_{1}+n_{2}-2\right)$ d.f.

Proof. Distribution of $t$ defined in (14.7).

$$
\xi=\frac{(\bar{x}-\bar{y})-E(\bar{x}-\bar{y})}{\sqrt{V(\bar{x}-\bar{y})}} \sim N(0,1)
$$

But

$$
E(\bar{x}-\bar{y})=E(\bar{x})-E(\bar{y})=\mu_{X}-\mu_{Y}
$$

and

$$
V(\bar{x}-\bar{y})=V(\bar{x})+V(\bar{y})
$$

[The covariance term vanishes since samples are independent.]

$$
\begin{align*}
& =\frac{\sigma_{\mathrm{X}}{ }^{2}}{n_{1}}+\frac{\sigma_{\mathrm{Y}}{ }^{2}}{n_{2}}=\pi^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)  \tag{Byassumption}\\
& \therefore \quad \xi=\frac{(\bar{x}-\bar{y})-\left(\mu_{\mathrm{X}}-\mu_{\mathrm{Y}}\right)}{\sqrt{\sigma^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim N(0,1)  \tag{*}\\
& \chi^{2}=\left[\sum_{i=1}^{m_{1}}\left(x_{i}-\bar{x}\right)^{2}+\sum_{j=1}^{m_{2}}\left(y_{j}-\bar{y}\right)^{2 \cdot}\right] / \sigma^{2} \\
& =\left[\sum_{i}\left(x_{i}-\bar{x}\right)^{2} / \sigma^{2}\right]+\left[\sum_{j}\left(y_{j}-\bar{y}\right)^{2} / \sigma^{2}\right]=\frac{n_{1} s_{X}^{2}}{\cdot \sigma^{2}}+\frac{n_{2} s_{Y}}{\sigma^{2}} \tag{**}
\end{align*}
$$

Since $n_{1} s_{\mathrm{X}}{ }^{2} / \sigma^{2}$ and $n_{2} s_{\mathrm{Y}}{ }^{2} / \sigma^{2}$ are independent $\chi^{2}$-variates with $\left(n_{1}-1\right)$ and ( $n_{2},-1$ ) d.f. respectively, by the additive property of chi-square distribution, $\chi^{2}$ defined in (**) is a $\chi^{2}$-variate with $\left(n_{1}-1\right)+\left(n_{2}-1\right)$, i.e., $n_{1}+n_{2}-2 d . f$.

Further, since sample mean and sample variance are independently distributed, $\ell$ and $\chi^{2}$ are independent random variables.

Hence Fisher's $t$ statistic is given by

$$
\begin{aligned}
t & =\frac{\xi}{\sqrt{\frac{\chi^{2}}{n_{1}+n_{2}-2}}} \\
& =\frac{(\bar{x}-\bar{y})-\left(\mu_{X}-\mu_{Y}\right)}{\sqrt{\sigma^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}
\end{aligned}
$$

$$
\times \frac{1}{\left[\frac{1}{n_{1}+n_{2}-2}\left\{\sum_{i}\left(x_{i}-\bar{x}\right)^{2}+\sum_{j}\left(y_{j}-\bar{y}\right)^{2}\right\} / \sigma^{2}\right]^{1 /}}
$$

$$
=\frac{(\bar{x}-\bar{y})-\left(\mu_{X}-\mu_{Y}\right)}{S \sqrt{\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}
$$

where

$$
S^{2}=\frac{1}{n_{1}+n_{2}-2}\left[\sum_{i}\left(x_{i}-\bar{x}\right)^{2}+\sum_{j}\left(y_{j}-\bar{y}\right)^{2}\right]
$$

and it follows Student's $t$-distribution with $\left(n_{1}+n_{2}-2\right)$ d.f. (c.f. Remark $\S 14 \cdot 2 \cdot 3$, page 14.4 ).

Remarks 1. $S^{2}$, defined in $14 \cdot 7(a)$ is an unbiased estimate of th common population variance $\sigma^{2}$, since

$$
\begin{aligned}
E\left(S^{2}\right) & =\frac{1}{n_{1}+n_{2}-2} E\left[\sum_{i}\left(x_{i}-\bar{x}\right)^{2}+\sum_{j}\left(y_{j}-\bar{y}\right)^{2}\right] \\
& =\frac{1}{n_{1}+n_{2}-2} E\left[\left(n_{1}-1\right) S_{X}^{2}+\left(n_{2}-1\right) S_{Y}^{2}\right] \\
& =\frac{1}{n_{1}+n_{2}-2}\left[\left(n_{1}-1\right) E\left(S_{X}^{2}\right)+\left(n_{2}-1\right) E\left(S_{Y}^{2}\right)\right] \\
& =\frac{1}{n_{1}+n_{2}-2}\left[\left(n_{1}-1\right) \sigma^{2}+\left(n_{2}-1\right) \sigma^{2}\right]=\sigma^{2}
\end{aligned}
$$

2. An important deduction which is of much practical utility is discuss below:

Suppose we want to test if : (a) two independent samples $x_{i}(i=1,2,$. $\left.n_{1}\right)$, and $y_{j}\left(j=1,2, \ldots, n_{2}\right)$, have been drawn from the populations with sari means or ( $b$ ) the two sample means $\bar{x}$ and $\bar{y}$ differ significantly or not.

Under the null hypothesis $H_{0}$ that (a) samples have been drawn from 1 . populations with the same means,i.e., $\mu_{X}=\dot{\mu}_{Y}$ or (b) the sample means $\bar{x}$ al $\bar{y}$ do not differ significantly, [From (14.7)] the statistic :

$$
t=\frac{\bar{x}-\bar{y}}{S \sqrt{\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}\left[\because \mu_{X}=\mu_{Y}, \text { under } H_{0}\right]
$$

where symbols are defined in (14.7a),follows Student's $t$-distribution with $\left(n_{1}+n_{2}-2\right)$ d.f.
3. On the assumption of $t$-test for difference of means. Here we make the following three fundamental assumptions:
( $i$ ) Parent populations, from which the samples have been drawn are normally distributed.
(ii) The population variances are equal and unknown, i.e., $\sigma_{X}{ }^{2}=\sigma_{Y}{ }^{2}=\sigma^{2}$, (say), where $\sigma^{2}$ is unknown.
(iii) The two samples are random and independent of each other.

Thus before applying $t$-test for testing the equality of means it is theoretically desirable to test the equality of population variances by applying $F$ $t$ tist. If the variances do not come out to be equal then $t$-test decomes invalid and in that case Behren's ' $d$ '-test based on fiducial intervals is used. For practical problems, however, the assumptions ( $i$ ) and (ii) are taken for granted.
4. Paired t-test For Difference of Means. Let us now consider the case when ( $i$ ) the sample sizes are equal, i.e., $n_{1}=n_{2}=n$ (say), and (ii) the two samples are not independent but the sample observations are paired together, i.e., the pair of observations $\left(x_{i}, y_{i}\right),(i=1,2, \ldots, n)$ corresponds to the same (ith) sample unit. The problem is to test if the sample means differ significantly or not.

For example,suppose we want to test the efficacy of a particular drug, say, for inducing sleep. Let $x_{i}$ and $y_{i}(i=1,2, \ldots, n)$ be the readings, in hours of sleep, on the $i$ th individual, before and after the drug is given respectively. Here instead of applying the difference of the means test discussed in § 14-2•10, we apply the paired $t$-test given below.

Hére we consider the increments, $d_{i}=x_{i}-y_{i},(i=1,2, \ldots, n)$.
Under the null hypothesis, $H_{0}$ that increments are due to fluctuations of sampling, i.e., the drug is not responsible for these increments, the statistic.
where

$$
\begin{equation*}
t=\frac{\bar{d}}{S / \sqrt{n}} \tag{14.9}
\end{equation*}
$$

follöws Student's $t$-distribution with $(n-1)$ d.f.
Example 14.7. Below are given the gain in weights (in lbs.) of pigs fed on two diets $A$ an B.

## Gain in weight

Diet A : 25, 32, 30, 34, 24, 14, 32, 24, 30, 31, 35, 25
Diet $B: 44,34,22,10,47,31,40,30,32,35,18,21,35,29,22$

Test, if the two diets differ significantly as regards their effect on increase in weight.

Solution. Null hypothesis, $H_{0}: \mu_{X}=\mu_{Y}$, i.e., there is no significant difference between the mean increase in weight due to diets $A$ and $B$.

Alternative hypothesis, $H_{1}: \mu_{X} \neq \mu_{Y}$ (two-tailed).

|  | Diet $A$ |  |
| :---: | ---: | ---: |
| $X$ | $X-\bar{X}$ | $(X-\bar{X})^{2}$ |
| 25 | -3 | 9 |
| 32 | 4 | 16 |
| 30 | 2 | 4 |
| 34 | 6 | 36 |
| 24 | -4 | 16 |
| 14 | -14 | 196 |
| 32 | 4 | 16 |
| 24 | -4 | 16 |
| 30 | 2 | 4 |
| 31 | 3 | 9 |
| 35 | 7 | 49 |
| 25 | -3 | 9 |
| 336 | 0 | 380 |



Under null hypothesis $\left(H_{0}\right)$ :

$$
t=\frac{\bar{x}-\bar{y}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} t_{n_{1}+n_{2}-2}
$$

Here
and

$$
\therefore \quad t=\frac{\bar{x}-\bar{y}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}=\frac{28-30}{\sqrt{71.6\left(\frac{1}{12}+\frac{1}{15}\right)}}
$$

$$
\begin{aligned}
& \begin{aligned}
\left.\begin{array}{rl}
n_{1} & =12, \\
\sum x & =336 \\
)^{2} & =380
\end{array}\right\} \text { and } \quad \begin{array}{r}
\Sigma(y-\bar{y}) \\
\bar{x}
\end{array}=\frac{336}{12}=28, \bar{y}=\frac{450}{15}=30
\end{aligned} \\
& \left.\begin{array}{rl}
\left.\left.\begin{array}{rl}
n_{1} & =12, \\
\Sigma x & =336 \\
\Sigma(x-\bar{x})^{2} & =380
\end{array}\right\} \text { and } \begin{array}{r}
n_{2}=15 \\
\Sigma y=450 \\
\Sigma(y-\bar{y})^{2}
\end{array}\right\} .410
\end{array}\right\} \\
& \therefore \quad \bar{x}=\frac{336}{12}=28, \bar{y}=\frac{450}{15}=30 \\
& \text { and } \quad S^{2}=\frac{1}{n_{1}+n_{2}-2}\left[\Sigma(x-\bar{x})^{2}+\Sigma(y-\bar{y})^{2}\right]=71.6
\end{aligned}
$$

$$
=\frac{-2}{\sqrt{10.74}}=-0.609
$$

Tabulate $t_{0.05}$ for $(12+15-2)=25$ d.f. is 2.06 .
Conclusion. Since calculated $I t$ is less than tabulaied $t, H_{0}$ may be accepted at $5 \%$ level of significance and we may conclude that the two diets do not differ significantly as regards their effect on increase in weight.

Remark. Here $\bar{x}$ and $\bar{y}$ come out to be integral values and hence the direct method of computing $\Sigma(x-\bar{x})^{2}$ and $\Sigma(y-\bar{y})^{2}$ is used. In case $\bar{x}$ and (or) $\bar{y}$ comes out to be fractional, then the step deviation method is recommended for computation of $\Sigma(x-\bar{x})^{2}$ and $\Sigma(y-\bar{y})^{2}$.

Example 14.8. Samples of two types of electric light bulbs were tested for !ength of life and following data were obtained:

Type $1 \quad$ Type II
Sample No.
Sample Means
Sample S.D.'s

$$
\begin{aligned}
& \overrightarrow{n_{1}}=8 \\
& \bar{x}_{1}=1,234 \mathrm{hrs} . \\
& s_{1}=36 \mathrm{hrs} .
\end{aligned}
$$

$$
\begin{aligned}
& n_{2}=7 \\
& \bar{x}_{2}=1,036 \mathrm{hrs} . \\
& s_{2}=40 \mathrm{hrs} .
\end{aligned}
$$

Is tine difference in the means sufficient to warrant that type 1 is superior to type II regarding length of life ?

Solution. Null Hypothesis, $H_{0}: \mu_{X}=\mu_{Y}$, i.e., the two types I and II of electric bulbs are indentical.

Alternative Hypothesis, $H_{1}: \mu_{X}>\mu_{Y}$, i.e., type 1 is superior to type II,
Test Statistic. Under $H_{0}$, the test statistic is:
where

$$
\begin{gathered}
\quad t=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim t_{n_{1}+n_{2}-2}=t_{13}, \\
\\
=\frac{S^{2}=\frac{1}{n_{1}+n_{2}-2}\left[\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}+\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}\right]}{n_{1}+n_{2}-2}\left[n_{1} S_{1}{ }^{2}+n_{2} S_{2}{ }^{2}\right]=\frac{1}{13}\left[8 \times(36)^{2}+7 \times(40)^{2}\right]=1659.08 \\
\therefore \quad t=\frac{1234-1036}{\sqrt{1659.00\left(\frac{1}{8}+\frac{1}{7}\right)}}=\frac{198}{\sqrt{1659.08 \times 0.2679}}=9.39
\end{gathered}
$$

Tabulated value of $t$ for 13 d.f. at $5 \%$ level of significance for right (single) tailed test is $\mathbf{1 . 7 7}$. [This is the value of $t_{0.10}$ for 13 d.f. from two-tail tables given in Appendix].

Conclusion. Since calculated ' $t$ ' is much greater' than tabulated ' $t$ ', it is highly significant and $H_{0}$ is rejected. Hence the two types of electric bulbs differ significantly. Further since $\bar{x}_{1}$ is much greater than $\bar{x}_{2}$, we conclude that type I is definitely superior to type II.

Example 14.9. The heights of six randomly chosen sailors are in inches: 63, 65,68,69, 71, and 72. Those of 10 randomly chosen soldiers are 61, 62, 65, 66, 69, 69, 70, 71, 72 and 73. Discuss, the light that these data throw on the suggestion that sailors are on the average taller than soldiers.

Solution. If the heights of sailors and soldiers be represented by the variables $X$ and $Y$ respectively then the Null Hypothesis is, $H_{0}: \mu_{X}=\mu_{Y}$, i.e., the sailors are not on the average taller than the soldiers.

Alternative Hypothesis, $H_{1}: \mu_{X}>\mu_{Y}$ (Right-tailed).
Under $H_{0}$, the tést statistic is:

$$
t=\frac{\bar{x}-\bar{y}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim t_{n_{1}+n_{2}-2}=t_{14}
$$

Sailors
Soldiers

| $X$ | $\begin{aligned} d & =X-A \\ & =X-68 \end{aligned}$ | $d^{2}$ | $Y$ | $\begin{aligned} D & =Y-B \\ & =Y-66 \end{aligned}$ | $D^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | -5 | 25 | 61 | -5 | 25 |
| 65 | -3 | 9 | 62 | -4 | 16 |
| 68 | 0 | 0 | 65 | -1 | 1 |
| 69 | 1 | 1 | 66 | 0 | 0 |
| 71 | 3 | 9 | 69 | 3 | 9 |
| 72 | 4 | 16 | 69 | 3 | 9 |
|  |  |  | 70 | 4 | 16 |
| Total ${ }^{\text {- }}$ | 0 | 60 | 71 | 5 | 25 |
|  |  |  | 72 | 6 | 36 |
|  |  |  | 73 | 7 | 49 |
|  |  |  | Total | 18 | :186 |

$$
\begin{aligned}
& \therefore \quad \bar{x}=A+\frac{\Sigma d}{n_{1}} \quad \bar{y}=B+\frac{\Sigma D}{n_{2}} \\
& =68+0=68 \\
& \text { and } \sum(x-\bar{x})^{2}=\Sigma d^{2}-\frac{\left(\sum d\right)^{2}}{n_{1}} \\
& =60-0=60 \\
& S^{2}=\frac{1}{n_{1}+n_{2}-2}\left[\Sigma(x-\bar{x})^{2}+\Sigma(y-\bar{y})^{2}\right] "=\frac{1}{, 14}(60+153.6)=15.2571
\end{aligned}
$$

$$
\therefore \quad t=\frac{68-67.8}{\sqrt{15.2571}\left(\frac{1}{6}+\frac{1}{10}\right)^{1 / 2}}=\frac{0.2}{\sqrt{15.2571 \times 0.2667}}=0.099
$$

Tabulated $t_{0.05}$ for $14 \mathrm{~d} . \mathrm{f}$. for single-tail test is 1.76 :
Conclusion. Since calculated $t$ is much less than 1.76 , it is not at all significant at $5 \%$ levels of significance. Hence null hypothesis may be retained at $5 \%$ level of significance and we conclude that the data are inconsistent with the suggestion that the sailors are on the average taller than soldiers.

Example 14.10. A certain stimulus administered to each of the 12 patients resulted in the following increase of blood pressure :

$$
5,2,8,-1,3,0,-2,1,5,0,4 \text { anc' } 6
$$

Can it be concluded that the stimulus will, in general, be accompanied by an increase in blood pressure ?
[Delhi Univ. B.Sc. 1989]
Solution. Here we are given the increments in blood pressure iexe.,

$$
d_{i}\left(=x_{i}-y_{i}\right) .
$$

Null Hypoihesis, $H_{0}: \mu_{X}=\mu_{Y}$, i.e., there is no significant difference in the blood pressure readings of the patients before and after the drug. In other words, the given increments are just by chance (fluctuations of sampling) and not due to the stimulus.

Alternative Hypothesis, $H_{1}: \mu_{X}<\mu_{Y}$, i.e.; the stimulus results is an increase in blood pressure.

Test Statistic. Under $H_{0}$, the test statistic is :

$$
t=\frac{\bar{d}}{S / \sqrt{n}} \sim t_{(n-1)}
$$

| $d$ | 5 | 2 | 8 | -1 | 3 | 0 | -2 | 1 | 5 | 0 | 4 | 6 | 31 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d^{2}$ | 25 | 4 | 64 | 1 | 9 | 0 | 4 | 1 | 25 | 0 | 16 | 36 | 185 |

$$
\begin{aligned}
S^{2} & =\frac{1}{n-1} \sum(d-\bar{d})^{2}=\frac{1}{n-1}\left[\sum d^{2}-\frac{\left(\sum d\right)^{2}}{n}\right] \\
& =\frac{1}{11}\left[185-\frac{(31)^{2}}{12}\right]=\frac{1}{11}(185-80.08)=9.5382
\end{aligned}
$$

and

$$
\bar{d}=\frac{\sum d}{n}=\frac{31}{12}=2.58
$$

$$
\therefore \quad t=\frac{\bar{d}}{S / \sqrt{n}}=\frac{2.58 \times \sqrt{12}}{\sqrt{9.5382}}=\frac{2.58 \times 3.464}{3.09}=2.89
$$

Tabulated $t_{0.05}$ for $11 \mathrm{~d} . \mathrm{f}$. for right-tail test is 1.80 . [This is the value of $t_{0.10}$ for $11 d . f$ in the Table for two-tailed test given in the Appendix].

Conclusion. Since calculated $t>t_{0.05}, H_{0}$ is rejected at $5 \%$ level of significance. Hence we conclude that the stimulus will, in general, be accompanied by an increase in blood pressure.

Example 14.11. In a certain experiment to compare two types of pig foods $A$ and $B$, the following results of increase in weights were observed in pigs:

| Pig number | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Increase in <br> weight in <br> 16 | Food A | 49 | 53 | 51 | 52 | 47 | 50 | 52 | 53 | 407 |
|  | Food B | 52 | 55 | 52 | 53 | 50 | 54 | 54 | 53 | 423 |

(i) Assuming that the two samples of pigs are independent, can we conclude that food B is better than food A ?
(ii) Also examine the case when the same set of eight pigs were used in both the foods.

Solution. Null Hypothesis, $H_{0}$. If the increase in weights due to foods $A$ and $B$ are denoted by $X$ and $Y$ respectively then $H_{0}: \mu_{X}=\mu_{Y}$, i.e., there is no significant difference in increase in weights due to diets $A$ and $B$.

Alternative Hypothesis, $H_{1}: \mu_{X}<\mu_{Y}$ (Left-tailed).
(i)If the two samples of pigs be assumed to be independent, then, we will apply $t$-test for difference of means to test $H_{0}$.

Test Statistic. Under $H_{0}: \mu_{X}=\mu_{Y}$, the test criterion is

$$
t=\frac{\bar{x}-\bar{y}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim t_{n_{1}+n_{2}-2}
$$

| Food A |  |  | Food B |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | $d=X-50$ | $d^{2}$ | $Y$ | $D=Y-52$ | $D^{2}$ |
| 49 | -1 | 1 | 52 | 0 | 0 |
| 53 | 3 | 9 | 55 | 3 | 9 |
| 51 | 1 | 1 | 52 | 0 | 0 |
| 52 | 2 | 4 | 53 | 1 | 1 |
| 47 | -3 | 9 | 50 | -2 | 4 |
| 50 | 0 | 0 | 54 | 2 | 4 |
| 52 | 2 | 4 | 54 | 2 | 4 |
| 53 | 3 | 9 | 53 | 1 | 1 |
|  | 7 | 37 |  | 7 | 23 |

aṇđ

$$
\begin{aligned}
&\left.\left.\mathrm{d} \quad \begin{array}{rl}
\Sigma(x-\bar{x})^{2} & =\Sigma d^{2}-\frac{(\Sigma d)^{2}}{n_{1}} \\
& =37-\frac{49}{8} \\
& =30.875
\end{array}\right\} \begin{array}{rl}
\Sigma(y-\bar{y})^{2} & =\Sigma D^{2}-\frac{(\Sigma D)^{2}}{n_{2}} \\
& =23-\frac{49}{8} \\
& =16.875
\end{array}\right\} \\
& S^{2}=\frac{1}{n_{1}+n_{2}-2}\left[\Sigma(x-\bar{x})^{2}+\Sigma(y-\bar{y})^{2}\right] \\
&=\frac{1}{14}(30.875+16.875)=3.41 \\
& \therefore \quad t=\frac{\bar{x}-\bar{y}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}}=\frac{50.875-52.875}{\sqrt{3.41\left(\frac{1}{8}+\frac{1}{8}\right)}}=-2.17
\end{aligned}
$$

Tabulated $t_{0.05}$ for $(8+8-2)=14$ d.f. for one-tail test is 1.76 .
Conclusion. The critical region for the left-tail test is $t<-\mathbf{I} .76$. Since calculated $t$ is less than $-1 \cdot 76, H_{0}$ is rejected at $5 \%$ level of significance. Hence we conclude that the foods $A$ and $B$ differ significantly as regards their effect on increase in weight. Further, since $\bar{y}>\bar{x}$, food $B$ is superior to food $A$.
(ii) If the same set of pigs is used in both the cases, then the readings $X$ and $Y$ are not independent but they are paired together and we apply the paired $t$-test for testing $H_{0}$.

Under $H_{0}: \mu_{X}=\mu_{Y}$, the test statistic is

$$
t=\frac{\bar{d}}{S / \sqrt{n}} \sim t_{(n-1)}
$$

| $X$ | 49 | 53 | 51 | 52 | 47 | 50 | 52 | 53 | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Y$ | 52 | $55^{\circ}$ | 52 | 53 | 50 | -54 | 54 | 53 |  |
| $d=X-Y$ | -3 | -2 | -1 | -1 | -3 | -4 | -2 | 0 | -16 |
| $d^{2}$ | 9 | 4 | 1 | 1 | 9 | 16 | 4 | 0 | 44 |

$$
\therefore \quad \bar{d}=\frac{\Sigma d}{n}=\frac{-16}{8}=-2
$$

and

$$
S^{2}=\frac{1}{n-1}\left[\Sigma d^{2}-\frac{\left(\sum d\right)^{2}}{n}\right]=\frac{1}{7}\left[44-\frac{256}{8}\right]=1.714
$$

$$
\therefore \quad|t|=\frac{|\bar{d}|}{\sqrt{S^{2} / n}}=\frac{2}{\sqrt{1.7143 / 8}}=\frac{2 .}{0.4629}=4.32
$$

Tabulated $t_{0.05}$ for $(8-1)=7$ d.f. for one-tail test is 1.90 .

Conclusion. Here also the observed value of ' $t$ ' is significant.at $5 \%$ level of significance and we conclude that food $B$ is superior to food $A$.

## EXERCISE 14 (c)

1. Explain, stating clearly the assumptions involved, the $t$-test for testing the significance of the difference between the two sample means.
2. Two independent samples of 8 and 7 items respectively had the following values

| Sample I... | 9 | 11 | 13 | 11 | 15 | 9 | 12 | 14 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Sample II... | 10 | 12 | 10 | 14 | 9 | 8 | 10 |  |

Is the difference between the means of samples significant?
3. (a) Two horses $A$ and $B$ were tested according to the time (in seconds) to run a particular track with the following results:

| Horse A | $:$ | 28 | 30 | 32 | 33 | 33 | 29 | 34 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Horse B | $:$ | 29 | 30 | 30 | 24 | 27 | 29 |  |

Test whether the two horses have the same running capacity. [ 5 per cent values of $t$ for 11 and 12.degrees of freedom respectively are 2.20 and 2.18].

Ans. Calculated $t=2.5$ (approx.)
(b) The gain in weight of two random samples of rats fed on two different diets $A$ and $B$ are given below. Examine whether the difference in mean increases in weight is significant.

| Diet A : | 13 | 14 | 10 | 11 | 12 | 16 | 10 | 8 |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Diet B | $:$ | 7 | 10 | 12 | 8 | 10 | 11 | 9 | 10 | 11 |

4. (a) Show how you would use Student's $t$-test to decide whether the two sets of observations
$[17,27,18,25,27,29,27,23,17]$ and $[16,16,20,16,20,17,15,21]$ indicate samples drawn from the same universe.
(b) A reading test is given to an elementary school class that consists of 12 Anglo-American children and 10 Mexican-American children. The results of the test are :

| Anglo-American | Mexican-American |
| :---: | :---: |
| $\bar{x}_{1}=74$ | $\bar{x}_{2}=70$ |
| $s_{1}=8$ | $s_{2}=10$ |

Is the difference between the means of the two groups significant at the 0.05 level ? Given $t_{20}=2.086, t_{22}=2.074$ at $5 \%$ level.
[Delhi Univ. M.C.A., 1986]
5. (a) For a random sample of 10 pigs, fed on a diet $A$,the increases in weight in a certain period were $10,6,16,17,13,12,8,14,15,9 \mathrm{lbs}$.

For another random sample of 12 pigs fed on diet $B$, the increases in the same period were $7,13,22,15,12,14,18,8,21,23,10,17 \mathrm{lbs}$.

Find if the two samples are significantly different regarding the effect of diet, given that for d.f. $v=20,21,22$, the five per cent values of $t$ are respectively $2.09,2.07,2.06$.

Ans. $t=1.51$; Sample means do not differ significantly.
(b) Two independent samples of rats chosen among both the series had the following increase in weights when fed on a diet. Can you say that the mean increase in weight differs significantly with sex ?

| Male : | 96, | 88, | 97. | 89, | 92, | 95 | and |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- | :--- |
| Female : | 112, | 80, | 98, | 100, | 84, | 82, | 89, | 95,100 and 96.

6. (a) Ten soldiers visit a riffle range for two consecutive weeks. For the first week their scores are

$$
67,24,57,55,63,54,56,68,33,43
$$

and during the second week they score in the same order-

$$
70,38,58,58,56,67,68,72,42,38
$$

Examine if there is añy significant difference in their performance.
(b) Two independent groups of 10 children were tested to find how many digits they could repeat from memory after hearing them. The results are as follows:

| Group A | $:$ | 8 | 6 | 5 | 7 | 6 | 8 | 7 | 4 | 5 | 6 |
| :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Group B | $:$ | 10 | 6 | 7 | 8 | 6 | 9 | 7 | 6 | 7 | 7 |

Is the difference between the mean scores of the two groups significant?
(c) Measurements of the fat content of two kinds of ice cream, Brand $A$ and Brand $B$, yielded the following sample data :

|  | Brand A | $:$ | 13.5 | 14.0 | 13.6 | 12.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 13.0 |  |  |  |  |  |
| Brand B | $:$ | 12.9 | 13.0 | 12.4 | 13.5 | 12.7 |

Test the null hypothesis $\mu_{1}=\mu_{2}$, (where $\mu_{1}$ and $\mu_{2}$ are the respective true average fat contents of the two kinds of ice cream), against the alternative hypothesis $\mu_{1} \neq \mu_{2}$ at the level of significance $\alpha=0.05$.
[Madras Univ. B.E;, 1990]
7. (a) A random sample of 16 values from a normal population has a mean of 41.5 inches and sum of squares of deviations from the mean is equal to 135 inches. Another sample of 20 values form an unknown population has a mean of 43.0 inches and sum of squares of deviations from their mean is equal to 171 inches. Show that the two samples may be-regarded as coming from the same normal population.
(b) A company is interested in knowing if there is a difference in the average salary received by foremen in two divisions. Accordingly samples of 12 foremen in the first division and 10 foremen in the second division are selected at random. Based upon experience, foremen's salaries are known to bé approximately normally distribited, and the standard deviations are about the same.

| Sample size | First Division | Second division |
| :--- | :---: | :---: |
| Average monthly salary <br> of foremen (Rs.) | 12 | 10 |

The table value of $t$ for 20 d.f. at $5 \%$ level of significance is 2.086 .
Ans. $t=2 \cdot 2$. Reject $H_{0}: \mu_{\mathrm{X}}=\mu_{v}$
(c) The average number of articles produced by two machines per day are 200 and 250 with standard deviations 20 and 25 respectively on the basis of records of 25 days production. Can you regard both the machines equally elficient at $1 \%$ level of significance?

Ans. $t=-7.65$. Hint. Here $n_{1}=n_{2}=25$.
8. Eleven school boys were given a test in Statistics. They were given a month's tuition and a second test was held at the end of it. Do the marks give cvidence that the students have benefited by the extra coaching ?

| Boys | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Marks in 1st test | 23 | 20 | 19 | 21 | 18 | 20 | 18 | 17 | 23 | 16 | 19 |
| Marks in 2nd test. | 24 | 19 | 22 | 18 | 20 | 22 | 20 | 20 | 23 | 20 | 18 |

Ans. $H_{0}: \mu_{1}=\mu_{2} ; H_{1}: \mu_{1}<\mu_{2}$. Paired $I t=1 \cdot 483$. Not significant. Hence, students have not benefited from extra coaching.
9.. (a) The following table gives the additional hours of sleep gained by 10 patients in an experiment to test the effect of a drug. Do these data give evidence that the drug produces additional hours of sleep?

| Patients | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Hours gained : | 0.7 | 0.1 | 0.2 | 1.2 | 0.31 | 0.4 | 3.7 | 0.8 | 3.8 | 2.0 |

(b) A drug was administered to 10 patients, and the increments in their blood pressure were recorded to be $6,3,-2,4,-3,4,6,0,3,2$. Is it reasonable to believe that the drug has no effect on change of blood pressure ? Use $5 \%$ significance level, and assume that for 9 degrees of frcedom, $P(t>2.26)=0.025$. [Calcutta Univ. B.Sc.(Maths. Hons.), 1986]
(c) The scores of 10 candidates prior and after training are given below :

| Prior | $:$ | 84 | 48 | 36 | 37 | 54 | 69 | 83 | 96 | 90 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

10. The following table gives measurements of blood pressure on subjects by two investigators :

| Subject No. | $:$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Investigator I | $:$ | 70 | 68 | 56 | 75 | 80 | 90 | 68 | 75 | 56 | 58 |
| Investigator II | $:$ | 68 | 70 | 52 | 73 | 75 | 78 | 67 | 70 | 54 | 55 |

No other details of the experiment were given.
(i) If a valid inference has to be drawn about the difference between the investigators, mention the precautions that should have been taken in conducting the experiment with respect to the time of measurement, interval between the first and second measurements, the order in which the investigators measure, etc.
(ii) After the experiment was conducted it was discovered that all the subjects were unrelated except that No. 10 was the father of No. 9 . Assuming that all the precautions you mention in (a) are satisfied, analyse the data to draw an inference on the difference between the investigators. 5 per cent values of the $t$-statistic corresponding to various degrees of freedom are as follows :

| 5 per cent valucs of $t .$. | 2.40 | 2.31 | 2.26 | 2.23 | 2.10 | 2.09 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Degrees of freedom... | 7 | 8 | 9 | 10 | 18 | 19 |

11. The following are the values of the cephalic index found in two samples of skulls, one consisting of 15 and the other of 13 individuals.

| Sample I : | $74 \cdot 1$ | 77.7 | 74.0 | 74.4 | 73.8 | 79.3 | 75.8 | 82-8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 72.2 | 75.2 | 78.2 | 77.1 | 78.4 | $76 \cdot 3 \cdot$ | 76.8 |  |
| Sample II : | $70 \cdot 8$ | 74.9 | 74.2 | $70 \cdot 4$ | 69.2 | $72 \cdot 2$ | $76 \cdot 8$ | 72.4 |
|  | 77.4 | 78.1 | 72.8 | 74.3 | 74.7 |  |  |  |

(i) Test the hypothesis that the means of population 1 and population II could be equal.
(ii) Is it possible that the sample II has come from a population of mean 72.0 ?
(iii) Obtain confidence limits for the mean of population I and for the mean of population II.
(Assume that the distribution of cephallic indices for a homogeneous population is normal.)
12. (a) The following table gives the gain in weight in decagrams in a feeding experiment with pigs on the relative value of limestone and bone meal for bone development.

| Limestone | 49.2 | 53.3 | 50.6 | 52.0 | 46.8 | 50.5 | 52.1 | 53.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Bone meal | 51.5 | 54.9 | 52.2 | 53.3 | 51.6 | 54.1 | 54.2 | 53.3 |

Test for the significance of difference between the means in two ways :
(i) by assuming that the values are paired.
(ii) by assuming that the values are not paired.
(b) The following table shows the mean number of bacterial colonies per plate obtainable by four slightly different methods from soil samples taken at 4 P.M. and 8 P.M. respectively.

| Method | $A$ | $B$ | $C$ | .$D$ |
| :--- | :---: | :---: | :---: | :---: |
| 4 P.M. | 29.75 | 27.50 | 30.25 | 2.7 .80 |
| 8 P.M. | 39.20 | 40.60 | 36.20 | 42.40 |

Are there significantly more bacteria at 8 P.M. than at 4 P.M.?
[Given $t_{0.05}(3)=3.18$ and $t_{0.01}(3)=5.84$ ]
13. (a) it is believed that glucose treatment will extend the sleep time of mice. In an experiment to test this hypothesis ten mice selected at random are given glucose treatment and are found to have a mean hexabarbital sleep time of $\mathbf{4 7 . 2} \mathbf{~ m i n}$ with a standard deviation of 9.3 min . A further sample of ten untreated mice are found to have a mean hexabarbital sleep time of 28.5 min . with a standard deviation of 7.2 min . Are these results significant evidence in favour of the hypothesis?

Find $95 \%$ confidence limits for the population mean difference in, sleep time. State any assumptions made concerning the data in carrying out the test and finding the limits.
[Bangalore Univ: B.E., Oct. 1992]
(b) An experiment was performed to compare the abrasive wear oí two different laminated materials. Twelve pieces of material I were tested, by exposing each piece to a machine measuring wear. Ten pieces of material II were similarly tested. In each case the depth of wear was observed. The sample of material I gave an average (coded) wear 8.5 units with a standard deviation of 0.4
while the sample of material II gave an average of 8.1 and a standard deviation of 0.5 . Test the hypothesis that the two types of material exhibit the same mean abrasive wear at the $0 \cdot 10 \mathrm{lcvel}$ of significance. Assume the populations to be approximatcly normal with equal variances.

If the level of significance is 0.01 , what will be your conclusion?
[Delhi Univ. M.E., 1992]
14.2.11. t-test For Testing Significance of an Observed sample Correlation Coefficient. If $r$ is the observed correlation cocfficient in a sample of $n$ pairs of obscrvations from a bivariate normal population, then Prof. Fisher proved that under the null hypothesis $H_{0}: \rho=0$, i.e.,population correlation coefficient is zero, the statistic :

$$
\begin{equation*}
t=\frac{r}{\sqrt{\left(1-r^{2}\right)}} \sqrt{(n-2)} \tag{14.9}
\end{equation*}
$$

follows Student's $t$-distribution with $(n-2)$ d.f. (c.f. Remark to § 14.3 page 14.41).

If the value of $t$ comes out to be significant, we reject $H_{0}$ at the level of significance adopted and conclude that $\rho \neq 0$, i.e., ' $r$ ' is significant of correlation in the population.

If $t$ comes out to be non-significant then $H_{0}$ may be accepted and we conclude that variables may be regarded as uncorrelated in the population.

Example 14:12. A random sample of 27 pairs of observations from a normal population gave a correlation coefficient of 0.6. Is this significant of correlation in the population?

Solution. We set up the null hypothesis, $H_{0}: \rho=0$, i.e., the observed sample correlation coefficient is not significant of any correlation in the population.

Under $H_{0}: \quad t=\frac{r \sqrt{(n-2)}}{\sqrt{\left(1-r^{2}\right)}} \sim t_{(n-2)}$
Here

$$
t=\frac{0.6 \sqrt{27-2}}{\sqrt{(1-0.36)}}=\frac{3}{\sqrt{0.64}}=3.75
$$

Tabulated $t_{0.05}$ for $(27-2)=25$ d.f. is 2.06 .
Conclusion. Since calculated $t$ is much greater than the tabulated $t$, it is significant and hence $H_{0}$ is discredited at $5 \%$ level of significance. Thus we conclude that the variables are correlated in the population.

Example 14.13. Find the least value of $r$ in a sample of 18 pairs of observations from a bi-variate normal population, significant at $5 \%$ level of significance.

Solution. Here $n=18$. From the tables $t_{0.05}$ for $(18-2)=16$ d.f. is 2.12
Under $H_{0}: \rho=0, \quad t=\frac{r \sqrt{(n-2)}}{\sqrt{\left(1-r^{2}\right)}} \sim t_{(n-2)}$
In order that the calculated value of $t$ is significant at $5 \%$ level of . significance, we should have

$$
\begin{array}{rlrl} 
& & \left|\frac{r \sqrt{(n-2)}}{\sqrt{\left(1-r^{2}\right)}}\right|>t_{0.05} & \Rightarrow\left|\frac{r \sqrt{16}}{\sqrt{\left(1-r^{2}\right)}}\right|>2.12 \\
\Rightarrow & 16 r^{2}>(2.12)^{2}\left(1-r^{2}\right) & \Rightarrow 20.493 r^{2}>4.493 \\
\Rightarrow & \quad r^{2}>\frac{4.493}{20.493} & =0.2192 \\
\text { Hence } & & |r| & >0.4682
\end{array}
$$

Example 14.14. A coefficient of correlation of 0.2 is derived from a random sample of 625 pairs of observations. (i) Is this value of $r$ significant? (ii) What are the $95 \%$ and $99 \%$ confidence limits to the correlation coefficient in the population?

Solution. Under the null hypothesis $H_{0}: \rho=0$, i.e., the value of $r=0.2$ is not significant; the test statistics is :

$$
\begin{gathered}
t=\frac{r \sqrt{n-2}}{\sqrt{1-r^{2}}} \sim t_{n-2} \\
t=\frac{0.2 \times \sqrt{(625-2)}}{\sqrt{(1-0.04)}}=5.09
\end{gathered}
$$

Since $d . f_{.}=625-2=623$, the significant values of $t$ are same as in. the case of normal distribution, viz., $t_{0.05}=1.96$ and $t_{0.01}=2.58$. Since calculated $t$ is much greater than these values; 'it is highly significant. Hence $H_{0}: \rho=0$ is rejected and we conclude that the sample correlation is significant of correlation in the population.

95\% Confidence Limits for $\rho$ (population correlation coefficient) are

$$
\begin{aligned}
r \pm 1.96 \text { S.E. }(r) & =r \pm 1.96\left(1-r^{2}\right) / \sqrt{n} \\
& =0.2 \pm(1.96 \times 0.96 / \sqrt{625}) \\
& =0.2 \pm 0.075=(0.125,0.275)
\end{aligned}
$$

[Since $n$ large]
$99 \%$ Confidence Limits for $\rho$ are :

$$
0.2 \pm 2.58 \times 0.0384=0.2 \pm 0.099=(0.101,0.299)
$$

## EXERCISE 14 (d)

1. A resiaurant owner ranked his 17 waiters in terms of their speed and efficiency on the job. He correlated these ranks with the total amount of tips each of these waiters received for a one-week period. The obtained value of correlation coefficient is 0.438 . What do you conclude?

Giyen : $t_{15}(0.05)=2.131, t_{16} \cdot(0.05)=2.120$ for two-tailed test.
[Delhi Univ. M.C.A., 1990]
2. Test the significance of the values of correlation coefficient ' $r$ ' obtained from samples of size $n$ pairs from a bivariate normal population.
(i) $r=0 \cdot 6, n=38$
(ii) $r=0.5, n=11$

Ans. (i) $t=4.5$; Significant at $5 \%$ level; $H_{0}: \rho=0$ rejected.
(ii) $t=1.73$; Not significant at $5 \%$ level.
(i) Consistent Statistic
(ii) Unbiased Statistic
(iii) Sufficient Statistic
(iv) Efficiency. [Delhi Univ. B.Sc. (Stat. Hons.), 1987, 1982]
2. What do you understand by Point Estimation? When would you say that estimate of a parameter is good? In particular, discuss the requirements of consistency and unbiasedness of an estimate. Give an example to show that a consistent estimate need not be unbiased.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1986]
3. Discuss the terms (i) estimate, (ii) consistent estimate, (iii) unbiased estimate, of a parameter and show that sample mean is both consistent and unbiased estimate of the population mean.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1986]
4. (a) If $s_{1}{ }^{2}, s_{2}{ }^{2}, \ldots, s_{r}^{2}$ are $r$ sample variances based on random samples of sizes $n_{1}, n_{2}, \ldots, n_{r}$ respectively, and if $T$ is some statistic given by

$$
T=\frac{n_{1} s_{1}^{2}+n_{2} s_{2}^{2}+\ldots+n_{r} s_{r}^{2}}{a},
$$

for estimating $\boldsymbol{\sigma}^{2}$ as an unbiased estimator, find the value, of $a$, supposing population is very large and for every sample

$$
s^{2}=\frac{1}{n} \sum\left(x_{i}-\bar{x}\right)^{2}
$$

Ans. $a=\left(n_{1}+n_{2}+\ldots+n_{r}\right)-r$.
(b) If $\bar{X}_{1}, \bar{X}_{2}, \bar{X}_{3}, \ldots, \bar{X}_{r}$ are the sample means based on samples of sizes $n_{1}, n_{2}, n_{3}, \ldots, n_{r}$ respectively, an unbiased estimator,

$$
t=\frac{n_{1} \bar{X}_{1}+n_{2} \bar{X}_{2}+\ldots+n_{r} \bar{X}_{r}}{k}
$$

has been defined to estimate $\mu$. Find the value of $k$.
Ans. $k=n_{1}+n_{2}+\ldots+n_{r}$.
5. (a) For the geometric distribution,

$$
f(x, \theta)=\theta(1-\theta)^{x-1},(x=1,2, \ldots), 0<\theta<1,
$$

Obtain an unbiased estimator of $1 / \theta$.
[Ans. $E(\bar{X})=1 / \theta$.]
(b) The random variable $X$ takes the values 1 and 0 with respective probabilities $\theta$ and $1 \sim \theta$. Independent observations $X_{1}, X_{2}, \ldots, X_{n}$ on $X$ are available. Write $\xi=X_{1}+X_{2}+\ldots+X_{n}$.

Show that $\xi(n-\xi) / n(n-1)$ is an unbiased estimate of $\theta(1-\theta)$.
6. Show that if $T$ is an unbiased estimator of a parameter $\theta$, then $\lambda_{1} T+\lambda_{2}$ is an unbiased estimator of $\lambda_{1} \theta+\lambda_{2}$, where $\lambda_{1}$ and $\lambda_{2}$ are known constants, but $T^{2}$ is a biased estimator of $\theta^{2}$.
7. For the following cases determine if the given estimator is unbiased for the parametric function. When it is biased, derive an unbiased estimator from it. $\bar{x}$ is the sample mean.

Proof. Let $\left(x_{i}, y_{i}\right),(i=1,2, \ldots, n)$ be a random sample of size $n$ drawn from an uncorrelated bivariate normal population $(\rho=0)$ in which $E(X)=E(Y)=0$ and $V(X)=\sigma_{X}{ }^{2}, V(Y)=\sigma_{Y}{ }^{2}$. Let the variable $Y$ be transformed to the variable $Z$ by means of a linear orthogonal transformation, viz.,

$$
\mathrm{Z}=\mathbf{C Y}
$$

where $Z_{n \times 1}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)^{\prime}, \mathbf{Y}_{n \times 1}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{\prime}$ and $C_{n \times n}=\left(c_{i j}\right), \mathbf{C}$ is an orthogonal matrix. Let us, in particular, take

$$
c_{11}=c_{12}=\ldots=c_{1 n}=1 / \sqrt{n}
$$

so that

$$
z_{1}=\frac{1}{\sqrt{n}}\left(y_{1}+y_{2}+\ldots+y_{n}\right)=\sqrt{n} \bar{y}
$$

Now proceeding as in (Theorem 13.5), we get

$$
\sum_{i=2}^{n} z_{i}^{2}=\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}=n s_{r}^{2}
$$

Since in a bivariate normal distribution, the marginal distributions of $X$ and $Y$ are also normal, we have $Y \sim N\left(0, \sigma_{\gamma}{ }^{2}\right)$. Hence by Fisher's Lemma (Theorem 13.4) $z_{i},(i=1,2, \ldots, n)$ are independent $N\left(0, \sigma_{Y}{ }^{2}\right)$.

$$
\begin{align*}
& \frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{n s_{X} s_{Y}} \\
& =\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right) y_{i}-\bar{y} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)}{n s_{X} s_{Y}}=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right) y_{i}}{n s_{X} s_{Y}} \\
& \therefore \quad \sqrt{n} s_{Y} r=\frac{\sum\left(x_{i}-\bar{x}\right) y_{i}}{\sqrt{n} s_{X}}=z_{2}, \text { (say), } \tag{}
\end{align*}
$$

[since the sum of the squares of coefficients of $y_{1}, y_{2}, \ldots, y_{n}$ in (**) is unity.] From (*) and (**), we get

$$
\begin{array}{cc} 
& n s_{Y}^{2}=\sum_{i=2}^{n} z_{i}^{2}=\sum_{i=3}^{n} z_{i}^{2}+z_{2}^{2}=\sum_{i=3}^{n} z_{i}^{2}+n r^{2} s_{Y}^{2} \\
\Rightarrow & \left(1-r^{2}\right) n s_{Y}^{2}=\sum_{i=3}^{n} z_{i}^{2} \tag{}
\end{array}
$$

Since $z_{i},(i=1,2, \ldots, n)$ are independient $N\left(0, \sigma_{r}^{2}\right)$;
$\therefore \quad\left(z_{i} / \sigma_{Y}\right),(i=1,2, \ldots, n)$ are independent $N(0,1)$.
Hence from (**),

$$
U=\frac{z_{2}^{2}}{\sigma_{Y}{ }^{2}}=\frac{n r^{2} s_{Y}{ }^{2}}{\sigma_{Y}{ }^{2}}
$$

heing the square of a standard normal variate is a $\chi^{2}$-variate with 1 d.f. and from (***),

$$
V=\sum_{i=3}^{n} z_{i}^{2} / \sigma_{Y}^{2}=\sum_{i=3}^{n}\left(z_{i} / \sigma_{Y}\right)^{2}=\frac{\left(1-r^{2}\right) n s_{Y}^{2}}{\sigma_{Y}^{2}},
$$

being the sum of squares of $(n-2)$ independent standard normal variates is an independent $\chi^{2}$-variate with $(n-2)$ d.f.

Further, since $z_{2}$ and $\left(z_{3}, z_{4}, \ldots, z_{n}\right)$ are independent r.v.'s, $U$ and $V$ are independent chi-square variates with 1 and $(n-2)$ d.f. respectively.

$$
\begin{aligned}
& \therefore \quad \frac{U}{U+V}=\frac{n r^{2} s_{r^{2}} / \sigma_{r^{2}}^{2}}{\left[n r^{2} s_{r^{2}}^{2}+\left(1-r^{2}\right) n s y^{2}\right] / \sigma_{Y}^{2}} \sim \beta_{1}\left(\frac{1}{2}, \frac{n-2}{2}\right) \\
& \Rightarrow \quad \text { [c.f. Theorem 13.2] } \\
& \Rightarrow \quad r^{2} \sim \beta_{1}\left(\frac{1}{2}, \frac{n-2}{2}\right)
\end{aligned}
$$

Hence the probability function of $r^{2}$ is given by

$$
\begin{aligned}
& d F\left(r^{2}\right)=\frac{1}{B\left(\frac{1}{2}, \frac{n-2}{2}\right)}\left(r^{2}\right)^{(1 / 2)-1}\left[1-r^{2}\right]^{\frac{n-2}{2}-1} d\left(r^{2}\right), 0 \leq r^{2} \leq 1 \\
& \Rightarrow \quad d F(r)=\frac{1}{B\left(\frac{1}{2}, \frac{n-2}{2}\right)}\left[1-r^{2}\right]^{(n-4) / R} d r,-1 \leq r \leq 1
\end{aligned}
$$

the factor 2 disappearing from the fact that total probability in the range $-1 \leq r \leq 1$ must be unity.

Remark. If $\rho=0$, then $t=\frac{r}{\sqrt{\left(1-r^{2}\right)}} \sqrt{(n-2)}$ is distributed as Student's $t$ with $(n-2)$ d.f.

$$
\begin{array}{lrl}
\text { Proof. } & t & =\frac{r \sqrt{(n-2)}}{\sqrt{\left(1-r^{2}\right)}} \\
\Rightarrow & \frac{l^{2}}{n-2} & =\frac{r^{2}}{\left(1-r^{2}\right)}=\frac{1}{1-r^{2}}-1 \\
\Rightarrow & & \left(1-r^{2}\right)
\end{array}
$$

From (*),

$$
\begin{aligned}
d t & =\sqrt{(n-2)} d\left[r / \sqrt{\left(1-r^{2}\right)}\right] \\
d t & =\sqrt{(n-2)} \cdot\left[\frac{d r}{\sqrt{\left(1-r^{2}\right)}}+\left(-\frac{r}{2}\right) \frac{(-2 r) d r}{\left(1-r^{2}\right)^{3 / 2}}\right] \\
\Rightarrow \quad d t & =\sqrt{(n-2)} \frac{d r}{\sqrt{\left(1-r^{2}\right)}}\left[1+\frac{r^{2}}{1-r^{2}}\right] \\
\Rightarrow \quad d t & =\sqrt{(n-2)} \times \frac{d r}{\left(1-r^{2}\right)^{3 / 2}}, \text { i.e., } d r=\frac{1}{\sqrt{(n-2)}}\left(1-r^{2}\right)^{3 / 2} d t
\end{aligned}
$$

As $r$ ranges from -1 to 1 , from ( ${ }^{*}$ ), $t$ ranges from $-\infty$ to $\infty$.
When $\rho=0$, the p.d.f. of ' $r$ ' is given by (14-12) and it transforms to

$$
\begin{aligned}
d G(t) & =\frac{1}{B\left(\frac{1}{2}, \frac{n-2}{2}\right)}\left[1-r^{2}\right]^{(n-4) / 2} \frac{1}{\sqrt{(n-2)}}\left(1-r^{2}\right)^{3 / 2} d t \\
& =\frac{1}{\sqrt{(n-2)} B\left(\frac{1}{2}, \frac{n-2}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{n-2}\right]^{(n-1) / 2}} \\
& =\frac{1}{\sqrt{(n-2)} B\left(\frac{1}{2}, \frac{n-2}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{n-2}\right]^{(n-2+1) / 2}},
\end{aligned}
$$

which is the p.d.f. of $t$-distribution with $(n-2)$ d.f.
Hence $t=\frac{r}{\sqrt{\left(1-r^{2}\right)}} \cdot \sqrt{(n-2)} \sim t_{(n-2)}$
Example 14.15. (a) If $\left(x_{i}, y_{i}\right)$ is a random sample drawn from an uncorrelated bivariate normal population, derive the distribution of

$$
r=\frac{\sum\left(x_{i}-\bar{x}\right) \cdot\left(y_{i}-\bar{y}\right)}{\sqrt{\sum\left(x_{i}-\bar{x}\right)^{2} \sum\left(y_{i}-\bar{y}\right)^{2}}}
$$

(b) Further, when $n=5$ and if $P(/ r / \geq C)=\alpha$, show that $C$ is a root of the equation.

$$
C \sqrt{\left(I-C^{2}\right)}+\sin ^{-1} C+\frac{\pi(\alpha-1)}{2}=0
$$

Solution. (a) c.f. § 14.3.
(b) $P(|r| \geq C)=1-P(|r| \leq C)=1-P(-C \leq r \leq C)$

$$
=1-2 P(0 \leq r \leq C)=1-2 \int_{0}^{c} f(r) d r
$$

$[\because f(r)$ is symmetrical about $r=0]$
When $n=5, \quad f(r)=\frac{1}{B\left(\frac{1}{2}, \frac{3}{2}\right)} \cdot\left(1-r^{2}\right)^{\frac{1}{2}} d r \quad$ [c.f. Equation (14.12)]

$$
\begin{aligned}
\therefore \quad P(|r| & \geq C)=1-2 \frac{\Gamma(2)}{\Gamma(1 / 2) \Gamma(3 / 2)} \int_{0}^{c}\left(1-r^{2}\right)^{1 / 2} d r \\
& =1-2 \times \frac{1}{\frac{1}{2} \cdot \pi}\left[\frac{1}{2} r\left(1-r^{2}\right)^{1 / 2}+\frac{1}{2} \sin ^{-1} r\right]_{0}^{c} \\
& =1-\frac{4}{\pi}\left[\frac{1}{2} C\left(1-C^{2}\right)^{1 / 2}+\frac{1}{2} \sin ^{-1} C\right]=\alpha, \text { (Given) }
\end{aligned}
$$

$$
\begin{array}{ll}
\therefore & 1-\frac{2}{\pi}\left[C\left(1-C^{2}\right)^{\frac{1}{2}}+\sin ^{-1} C\right]=\alpha \\
\Rightarrow & C\left(1-C^{2}\right)^{1 / 2}+\sin ^{-1} C+(\alpha-1) \frac{\pi}{2}=0
\end{array}
$$

14.4. Non-central t-distribution. The non-central $t$-distribution is the distribution of the ratio of a normal variate with possibly non=zero mean and variance unity, to the square root of an independent $\chi^{2}$-variate divided,by its degrees of freedom. If $X \sim N(\mu, 1)$ and $Y$ is an independent $\chi^{2}$-variate with $n d f$., then

$$
\begin{equation*}
t^{\prime}=\frac{X}{\sqrt{Y / n}} \tag{14.13}
\end{equation*}
$$

is said to have a non-central $t$-distribution with $n d$ d.f. and non-centrality parameter $\mu$. Non-central $t$-distribution is required for the power functions of certain tests concerning normal population.
p.d.f. of ' $t$ ', Since $X \sim N(\mu, 1)$, its p.d.f. $f($.$) is$

$$
\begin{aligned}
f(x) & =\frac{1}{\sqrt{2 \pi}} \exp \left[-\frac{1}{2}(x-\mu)^{2}\right] \\
& =\frac{1}{\sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\mu^{2}+x^{2}\right)\right] \sum_{i=0}^{\infty} \frac{(\mu x)^{i}}{i!},-\infty<x^{2}<\infty
\end{aligned}
$$

Since $Y \sim \chi^{2}{ }_{(n)}$, its p.d.f. $g($.$) is$

$$
g(y)=\frac{1}{2^{n / 2} \Gamma(n / 2)} e^{-y / 2} y(n / 2)-1,0<y<\infty
$$

Since $X$ and $Y$ are independent, their joint p.d.f. becomes

$$
f(x, y)=\frac{1}{\sqrt{2 \pi} \cdot 2^{n / 2} \Gamma(n / 2)} \exp \left[-\frac{1}{2}\left(\mu^{2}+x^{2}+y\right)\right] y^{(\omega / 2)-1} \sum_{i=0}^{\infty} \frac{(\mu x)^{i}}{i!}
$$

Let.us transform to new variables $t$ ' and $\mathbf{z}$ by the substitution :

$$
\begin{aligned}
t^{\prime} & =\frac{x}{\sqrt{y / n}}=\frac{\sqrt{n} x}{\sqrt{y}}, z=+\sqrt{y} \\
\Rightarrow \quad x & =2 t^{\prime} / \sqrt{n}, y=z^{2}
\end{aligned}
$$

Jacobian of transformation $J$ is

$$
J=\left|\begin{array}{ll}
\frac{\partial x}{\partial t^{\prime}} & \frac{\partial x}{\partial z} \\
\frac{\partial y}{\partial t^{\prime}} & \frac{\partial y}{\partial z}
\end{array}\right|=\left|\begin{array}{cc}
\frac{z}{\sqrt{n}} & \frac{t^{\prime}}{\sqrt{n}} \\
0 & 2 z
\end{array}\right|=\frac{2 z^{2}}{\sqrt{n}}
$$

The joint p.d.f. of $t^{\prime}$ and $z$ becomes

$$
h\left(t^{\prime}, z\right)=\frac{\exp \left(-\mu^{2} / 2\right)}{\sqrt{2 \pi} 2^{n / 2} \Gamma(n / 2)}\left(z^{2}\right)^{\frac{n}{2}-1} \sum_{i=0}^{\infty} \frac{\left(\mu z t^{\prime} / \sqrt{n}\right)^{i}}{i!} \cdot \frac{2 z^{2}}{\sqrt{n}} ;
$$

$$
\begin{aligned}
& \times \exp \left[-\frac{1}{2}\left(1+\frac{t^{\prime 2}}{n}\right) z^{2}\right]: \quad-\infty<t^{\prime}<\infty, 0<z<\infty \\
&= \frac{\exp \left(-\mu^{2} / 2\right)}{\sqrt{\pi} 2^{(n-1) / 2} \Gamma(n / 2)} \sum_{i=0}^{\infty}\left[\frac{\left(\mu t^{\prime}\right)^{i}}{i!n^{(i+1) / 2}} \cdot \exp \left\{-\frac{1}{2} \cdot\left(1+\frac{t^{\prime 2}}{n}\right) z^{2}\right\} z^{n+i}\right]
\end{aligned}
$$

Integrating w.r.t. $z$ in the range 0 to $\infty$, we get the p.d.f. of $t^{\prime}$

$$
\begin{align*}
h_{1}\left(t^{\prime}\right)= & \frac{\exp \left(-\mu^{2} / 2\right)}{\sqrt{\pi} 2^{(n-1) / 2} \Gamma^{\prime}(n / 2)} \\
& \times \sum_{i=0}^{\infty}\left[\frac { ( \mu t ^ { \prime } ) ^ { i } } { i ! n ^ { ( i + 1 ) / 2 } } \int _ { 0 } ^ { \infty } \operatorname { e x p } \left\{-\frac{1}{2}\left(1+\frac{t^{\prime 2}}{n}\right){\left.\left.z^{2}\right\} 2^{n+i} d z\right]}^{=} \frac{\exp \left(-\mu^{2} / 2\right)}{\sqrt{\pi} 2^{(n-1) / 2} \Gamma(n / 2)}\right.\right. \\
& \times \sum_{i=0}^{\infty}\left[\frac{\left(\mu t^{\prime}\right)^{i}}{i!n^{(i+1) / 2}} \int_{0}^{\infty} \exp \left\{-\left(1+\frac{t^{\prime 2}}{n}\right) \nu\right\} .(2 v)^{(n+i-1) / 2} d v\right] \\
= & \frac{\exp \left(-\mu^{2} / 2\right)}{\sqrt{\pi} \Gamma(n / 2)} \sum_{i=0}^{\infty}\left[\frac{\mu^{i} 2^{i / 2} \Gamma\left(\frac{n+i+1}{2}\right)}{i!n^{(i+1) / 2}} \frac{t^{\prime i}}{\left(1+\frac{t^{\prime 2}}{n}\right)^{(n+i+1) / 2}}\right]
\end{align*}
$$

which is the p.d.f. of non-central $t$-distribution with $n$ d.f. and non-centrality element $\mu$.

Remark. If $\mu=0$, we get from [14:13(a)]

$$
\begin{gathered}
h_{1}\left(t^{\prime}\right)=\frac{1}{\sqrt{\pi} \Gamma(n / 2)} \cdot \frac{\Gamma[(n+1) / 2]}{\sqrt{n}} \cdot \frac{1}{\left[1+\frac{t^{\prime 2}}{n}\right]^{(n+1) / 2}} \\
=\frac{1}{\sqrt{n} B\left(\frac{1}{2}, \frac{n}{2}\right)}\left[1+\frac{t^{\prime 2}}{n}\right]^{-(n+1) / 2},-\infty<t^{\prime}<\infty
\end{gathered}
$$

which is the p.d.f. of central $t$-distribution with $n$ d.f.
14.5. F-statistic. Definition. If $X$ and $Y$ are two independent chisquare variates with $\nu_{1}$ and $\nu_{2}$ d.f. respectively, then $F$-statistic is defined by

$$
F=\frac{X / v_{1}}{Y / v_{2}}
$$

In other words, $F$ is defined as the ratio of two independent chi-square variatcs divided by their respective degrees of freedom and it follows Snedecor's $F$-distribution with ( $\nu_{1}, v_{2}$ ) d.f. with probability function given by

$$
\begin{equation*}
f(F)=\frac{\left(\frac{v_{1}}{v_{2}}\right)^{\frac{v_{1}}{2}}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \cdot \frac{F^{\frac{v_{1}}{2}-1}}{\left[1+\frac{v_{1}}{v_{2}} F\right]^{\left(v_{1}+v_{2}\right) / 2}}, 0 \leq F<\infty \tag{a}
\end{equation*}
$$

Remarks 1. The sampling distribution of $F$-statistic does not involve any population parameters and depends only on the degrees of freedom $v_{1}$ and $v_{2}$.
2. A statistic $F$ following Snedecor's $F$-distribution with $\left(\nu_{1}, \nu_{2}\right) d . f$. will be denoted by $F \sim F\left(\nu_{1}, v_{2}\right)$.
14.5.1 Derivation of Snedecor's F-distribution. Since $X$ and $Y$ are independent chi-square variates with $v_{1}$ and $\nu_{2}$ d.f. respectively, their joint probability differential is given by

$$
\begin{aligned}
d F(x, y)= & \left\{\frac{1}{2^{v_{1} / 2} \Gamma\left(v_{1} / 2\right)} \exp (-x / 2) x^{\left(v_{1} / 2\right)-1} d x\right\} \\
& \times\left\{\frac{1}{2^{v_{2} / 2} \Gamma\left(v_{2} / 2\right)} \exp (-y / 2) y^{\left(v_{2} / 2\right)-1} d y\right\} \\
= & \frac{1}{2^{\left(v_{1}+v_{2}\right) / 2} \Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)} \exp \{-(x+y) / 2\} \\
& \times x^{\left(v_{1} / 2\right)-1} y^{\left(v_{2} / 2\right)-1} d x d y, \quad 0 \leq(x, y)<\infty
\end{aligned}
$$

Let us make the following transformation of variables:

$$
\begin{aligned}
\quad F & =\frac{x / v_{1}}{y / v_{2}} \text { and } u=y, \text { so that } 0 \leq F<\infty, 0<u<\infty \\
\therefore \quad x & =\frac{v_{1}}{v_{2}^{\prime}} F u=\frac{v_{1}}{v_{2}} F u \text { and } y=u
\end{aligned}
$$

Jacobian of transformation $J$ is given by

$$
J=\frac{\partial(x, y)}{\partial(F, u)}=\left|\begin{array}{ll}
\frac{v_{1}}{v_{2}} u & 0 \\
\frac{v_{1}}{v_{2}} F & 1
\end{array}\right|=\frac{v_{1} u}{v_{2}}
$$

Thus the distribution of the transformed variable is

$$
\begin{aligned}
& d G(F, u)= \frac{1}{2^{\left(v_{1}+v_{2}\right) / 2 \Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)}} \exp \left\{-\frac{u}{2}\left(1+\frac{v_{1}}{v_{2}} F\right)\right\} \\
&= \frac{\left(\frac{v_{1}}{v_{2}} F u\right)^{\left(v_{1} / 2\right)-1} u^{\left(v_{2} / 2\right)-1}|J| d u d F}{2^{\left(v_{1}+v_{2}\right) / 2} \Gamma\left(v_{2}\right)^{v_{1} / 2}} \cdot \\
& \times u^{\left[\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)\right.} \exp \left\{-\frac{u}{2}\left(1+\frac{v_{1}}{v_{2}} F\right)\right\} \\
& F^{\left(v_{1} / 2\right)-1} d u \cdot d F ;-0<u<\infty, 0 \leq F<\infty
\end{aligned}
$$

Integrating out $\boldsymbol{u}$ over the range $\mathbf{0}$ to $\infty$, the distribution of $\boldsymbol{F}$ becomes

$$
\begin{aligned}
& g_{1}(F) d F=\frac{\left(v_{1} / v_{2}\right)^{\left(v_{1} / 2\right)} F^{\left(v_{1} / 2\right)-1} d F}{2^{\left(v_{1}+v_{2} / 2 / 2\right.} \Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)} \\
& \times\left[\int_{0}^{\infty} \exp \left\{-\frac{u}{2}\left(1+\frac{\nu_{1}}{v_{2}} F\right)\right\} u^{\left(\left(v_{1}+v_{2}\right) / 2\right\}-1} d u\right] \\
& =\frac{\left(v_{1} / v_{2}\right)^{\left(v_{1} / 2\right)} F^{\left(v_{1} / 2\right)-1}}{2^{\left(v_{1}+v_{2}\right) / 2} \Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)} \times \frac{\Gamma\left[\left(v_{1}+v_{2}\right) / 2\right]}{\left[\frac{1}{2}\left(1+\frac{v_{1}}{v_{2}} F\right)\right]^{\left(v_{1}+v_{2}\right) / 2}} d F \\
& \therefore \quad g_{1}(F)=\frac{\left(v_{1} / v_{2}\right)^{v_{1} / 2}}{B\left(\frac{v_{1}}{2}, \frac{\nu_{2}}{2}\right)} \cdot \frac{F^{\left(v_{1} / 2\right)-1}}{\left[1+\frac{\nu_{1}}{v_{2}} F\right]^{\left(v_{1}+v_{2}\right) / 2}}, 0 \leq F<\infty
\end{aligned}
$$

which is the required probability function of $F$-distribution with $\left(v_{1}, v_{2}\right)$ d.f.
Aliter $\quad F=\frac{x / v_{1}}{y / \nu_{2}}$
$\therefore \frac{\nu_{1}}{\nu_{2}} F=\frac{x}{y}$, being the ratio of tiwo independent chi-square variates with $\nu_{1}$ and $\nu_{2}$ d.f. respectively is a $\beta_{2}\left(\frac{\nu_{1}}{2}, \frac{\dot{\nu}_{2}}{2}\right)$ variate. Hence the probability function of $F$ is ${ }_{j}$ given by

$$
\begin{aligned}
\dot{d} P(F) & =\frac{1}{B\left(\frac{v_{1}}{2}, \frac{\nu_{2}}{2}\right)} \cdot \frac{\left(\frac{\nu_{1}}{\nu_{2}} F\right)^{\left(v_{1} / 2\right)-1}}{\left[1+\frac{\nu_{1}}{\nu_{2}} F\right]^{\left(v_{1}+v_{2}\right) / 2}} d\left(\frac{\nu_{1}}{v_{2}} F\right) \\
& =\frac{\left(\frac{v_{1}}{\nu_{2}}\right)^{\nu_{2} / 2}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \cdot \frac{F^{\left(v_{1} / 2\right)-1}}{\left[1+\frac{\dot{v}_{1}}{v_{2}} F\right]^{\left(v_{1}+v_{2} / 2\right.}} d F, 0 \leq F<\infty
\end{aligned}
$$

$\mathfrak{\prime} \mathbf{1 4 . 5} 2$. Constants of $\mathbf{F}$-distribution.
$\mu_{r}^{\prime}$ (about origin) $=E\left(F^{r}\right)=\int_{0}^{\infty} F^{r} f(F) d F$

$$
\begin{equation*}
=\frac{\left(v_{1} / v_{2}\right)^{v_{1} / 2}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \int_{0}^{\infty} F^{r} \frac{F^{\left(v_{1} / 2\right)-1}}{\left[1+\frac{v_{1}}{v_{2}} F\right]^{\left(v_{1}+v_{2}\right) / 2}} d F \tag{*}
\end{equation*}
$$

To evaluate the integral, put

$$
\frac{v_{1}}{v_{2}} F^{\prime}=y \text {, so that } d F=\frac{\nu_{2}}{\dot{v}_{1}} d \dot{y}
$$

$$
\begin{align*}
\therefore \quad \mu_{r}^{\prime} & =\frac{\left[\nu_{1} / v_{2}\right]^{v_{1} / \Omega}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \int_{0}^{\infty} \frac{\left(\frac{\nu_{2}}{v_{1}} y\right)^{+\left(v_{1} / 2\right)-1}}{[1+y]^{\left(v_{1}+v_{2}\right) / 2}}\left(\frac{\nu_{2}}{v_{1}}\right) d y \\
& =\frac{\left(\frac{v_{2}}{v_{1}}\right)^{r}}{B\left(\frac{\nu_{1}}{2}, \frac{v_{2}}{2}\right)} \int_{0}^{\infty} \frac{y^{r+\left(v_{1} / 2\right)-1}}{[1+y]^{\left(v_{1} / 2\right)+r+\left[\left(v_{2} / 2\right)-r\right)}} d y \\
& =\left(\frac{\nu_{2}}{v_{1}}\right)^{r} \cdot \frac{1}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \cdot B\left(r+\frac{v_{1}}{2}, \frac{v_{2}}{2}-r\right), v_{2}>2 r
\end{align*}
$$

Aliter for (14-15). (14-15) could also be obtained by substituting $\frac{v_{1}}{\nu_{2}} F=\tan ^{2} \theta$ in $\left(^{*}\right)$ and using the Beta integral :

$$
\begin{align*}
& 2 \int_{0}^{\pi / 2} \sin ^{p} \theta \cos ^{q} \theta d \theta=B\left(\frac{p^{+}+1}{2}, \frac{q+1}{2}\right) \\
\therefore \quad & \mu_{r}^{\prime}=\left(\frac{\nu_{2}}{v_{1}}\right)^{r} \cdot \frac{\Gamma\left[r+\left(v_{1} / 2\right)\right] \Gamma\left[\left(v_{2} / 2\right)-r\right]}{\Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)}, r<\frac{v_{2}}{2} .
\end{align*}
$$

In particular

$$
\begin{aligned}
\mu_{1}^{\prime} & =\frac{\nu_{2}}{v_{1}} \cdot \frac{F\left[1+\left(v_{1} / 2\right)\right] \Gamma\left[\left(v_{2} / 2\right)-1\right]}{\Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)} \\
& =\frac{v_{2}}{v_{2}^{\prime}-2}, v_{2}>2 \quad[\because \Gamma(r)=(r-1) \Gamma(r-1)] \quad \ldots[14 \cdot 16(a)]
\end{aligned}
$$

Thus the mean of $F$-distribution is independent of $v_{1}$.

$$
\begin{align*}
\mu_{2}^{\prime} & =\left(\frac{v_{2}}{v_{1}}\right)^{2} \cdot \frac{\Gamma\left[\left(v_{1} / 2\right)+2\right] \Gamma\left[\left(v_{2} / 2\right)-2\right]}{\Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)} \\
& =\left(\frac{v_{2}}{v_{1}}\right)^{2} \cdot \frac{\left[\left(v_{1} / 2\right)+1\right]\left(v_{1} / 2\right)}{\left[\left(v_{2} / 2\right)-1\right]\left[\left(v_{2} / 2\right)-2\right]} \\
& =\frac{v_{2}^{2}\left(v_{1}+2\right)}{v_{1}\left(v_{2}-2\right)\left(v_{2}-4\right)}, v_{2}>4 \\
\therefore \quad \mu_{2} & =\mu_{2}^{\prime}-\mu_{1}^{2}=\frac{v_{2}^{2}\left(v_{1}+2\right)}{v_{1}\left(v_{2}-2\right)\left(v_{2}-4\right)}-\frac{v_{2}^{2}}{\left(v_{2}-2\right)^{2}} \\
& =\frac{2 v_{2}^{2}\left(v_{2}+v_{1}-2\right)}{v_{1}\left(v_{2}-2\right)^{2}\left(v_{2}^{\prime}-4\right)}, v_{2}>4 \tag{b}
\end{align*}
$$

Similarly, on putting $r=3$ and 4 in $\mu_{r}^{\prime}$, we get $\mu_{3}{ }^{\prime}$ and $\mu_{4}^{\prime}$ respectively, from which the central moments $\mu_{3}$ and $\mu_{-4}$ can be obtained.

Remark. It has been proved that for large degrees of freedom, $\nu_{1}$ and $\nu_{2}$, $F$ tends to $N\left[1,2\left\{\left(1 / v_{1}\right)+\left(1 / v_{2}\right)\right\}\right]$ variate.
14.5.3. Mode and Points of Inflexion of F-distribution. W e have

$$
\log f(F)=C+\left\{\left(v_{1} / 2\right)-1\right\} \log F-\left(\frac{\nu_{1}+\nu_{2}}{2}\right) \log \left(1+\left(v_{1} / v_{2}\right) F\right\}
$$

where $C$ is a constant independent of $F$.

$$
\begin{array}{r}
\frac{\partial}{\partial F}[\log f(F)]=\left(\frac{\nu_{1}}{2}-1\right) \cdot \frac{1}{F}-\frac{\left(\nu_{1}+\nu_{2}\right)}{2} \cdot \frac{1}{\left[1+\frac{v_{1}}{v_{2}} F\right]} \cdot \frac{\nu_{1}}{v_{2}} \\
f^{\prime}(F)=\frac{\partial}{\partial F} f(F)=0 \Rightarrow \frac{\nu_{1}-2}{2 F}-\frac{v_{1}\left(\nu_{1}+\nu_{2}\right)}{2\left(\nu_{2}+v_{1} F\right)}=0
\end{array}
$$

Hence

$$
\begin{equation*}
F=\frac{\nu_{2}\left(v_{1}-2\right)}{v_{1}\left(\nu_{2}+2\right)} \tag{14.17}
\end{equation*}
$$

It can be easily verified that at this point $f^{\wedge}(F)<0$. Hence

$$
\text { Mode }=\frac{\nu_{2}\left(v_{1}-2\right)}{v_{1}\left(v_{2}+2\right)}
$$

Remarks 1. Since $F>0$, mode exists if and only if $\nu_{1}>2$.
2. $\quad$ Mode $=\left(\frac{\nu_{2}}{\nu_{2}+2}\right) \cdot\left(\frac{\nu_{1}-2}{\nu_{1}}\right)$

Hence mode of $F$-distribution is always less than unity.
3. The points of inflexion of $\dot{F}$-distribution exist for $\nu_{1}>4$ and are equi.tistant from mode.

Proof. We have $\frac{v_{1}}{v_{2}} F=\frac{X}{Y} \approx \beta_{2}(l, m)$,
where $l=v_{1} / 2$ and $m=v_{2} / 2$. We now find the points of inflexion of Beta distribution of second kind with parameters $l$ and $m$.

If $X \sim \beta_{2}(l, m)$, its $p . d . f$. is

$$
\begin{equation*}
f(x)=\frac{1}{\beta(l, m)} \cdot \frac{x^{l-1}}{(1+x)^{l+m}} ; 0 \leq x<\infty \tag{}
\end{equation*}
$$

Points of inflexion are the solution of

$$
f^{\prime \prime}(x)=0 \text { and } f^{\prime \prime \prime}(x) \neq 0
$$

From (**),

$$
\log f(x)=-\log \beta(l, m)+(l-1) \log x-(l+m) \log (1+x)
$$

Differentiating twice w.r.t $x$, we get

$$
\begin{align*}
\frac{f^{\prime}(x)}{f(x)} & =\frac{l-1}{x}-\frac{l+m}{1+x}  \tag{}\\
\frac{f(x) f^{\prime \prime}(x)-\left[f^{\prime}(x)\right]^{2}}{\left.V^{\prime}(x)\right]^{2}} & =-\left(\frac{l-1}{x^{2}}\right)+\frac{l+m}{(1+x)^{2}}
\end{align*}
$$

If $f^{\prime \prime}(x)=0$, then we get

$$
\begin{align*}
& -\left[\frac{f^{\prime}(x)}{f(x)}\right]^{2}=-\left(\frac{l-1}{x^{2}}\right)+\frac{l+m}{(1+x)^{2}} \\
\Rightarrow & -\left[\frac{l-1}{x}-\frac{l+m}{1+x}\right]^{2}=-\left(\frac{l-1}{x^{2}}\right)+\frac{l+m}{(1+x)^{2}} \quad \text { [On using (***)] } \\
\Rightarrow & \frac{l-1}{x^{2}}(l-1-1)-2 \frac{(l-1)(l+m)}{x(1+x)}+\frac{l+m}{(1+x)^{2}} \times(l+m+1)=0 \\
\Rightarrow & (l-1)(l-2)(1+x)^{2}-2 x(1+x)(l-1)(l+m)+x^{2}(l+m)(l+m+1)=0 \tag{****}
\end{align*}
$$

which is a quadratic in $x$. It can be easily verified that at these values of $x$, $f^{\prime \prime}(x) \neq 0$, if $l>2$.

- The roots of (****) give the points of inflexion of $\beta_{2}(l, m)$ distribution. The sum of the points of inflexion is equal to the sum of roots of ( ${ }^{* * * *}$ ) and is given by :

$$
\begin{aligned}
&-\left[\frac{\text { Coefficient of } x \text { in }(* * * *)}{\text { Coefficient of } x^{2} \text { in }(* * * *)}\right] \\
&=-\left[\frac{2(l-1)(l-2)-2(l-1)(l+m)}{(l-1)(l-2)-2(l-1)(l+m)+(l+m)(l+m+1)}\right] \\
&=\frac{2(l-1)[(l+m)-(l-2)]}{(l-1)(l-2)-(l-1)(l+m)-(l-1)(l+m)+(l+m)(l+m+1)} \\
&= \frac{2(l-1)(m+2)}{(l-1)[(l-2-l-m]+(l+m)[l+m+1-l+1)} \\
&= \frac{2(l-1)(m+2)}{-(l-1)(m+2)+(l+m)(m+2)} \\
&= \frac{2(l-1)}{l+m-l+1}=\frac{2(l-1)}{(m+1)}
\end{aligned}
$$

$\therefore$ Sum of points of inflexion of $\left(\frac{\nu_{1}}{\nu_{2}} F\right)$ distribution

$$
=\frac{2(l-1)}{(m+1)}=\frac{2\left(\frac{\nu_{1}}{2}-1\right)}{\left(\frac{\nu_{2}}{2}+1\right)}=\frac{2\left(\nu_{1}-2\right)}{\left(\nu_{2}+2\right)} .
$$

$\Rightarrow$ Sum of points of inflexion of $F\left(\nu_{1}, \nu_{2}\right)$ distribution

$$
\begin{aligned}
& =\frac{\nu_{2}}{\nu_{1}} \cdot \frac{2\left(v_{1}-2\right)}{\left(v_{2}+2\right)}, \text { provided } l=\frac{v_{1}}{2}>2 \\
& =2 \frac{\nu_{2}\left(\nu_{1}-2\right)}{v_{1}\left(v_{2}+2\right)} \\
& =2 \text { Mode, provided } v_{1}>4
\end{aligned}
$$

Hence the points of inflexion of $F\left(\nu_{1}, \nu_{2}\right)$ disiribution, when they exist, (i.e., when $v_{1}>4$ ), are equidisiant from the mode.
4. Karl Pearson's coefficient of skewness is given by

$$
S_{k}=\frac{\text { Mean }- \text { Mode }}{\sigma}>0,
$$

since mean $>1$ and mode $<1$. Hence $F$-distribution is highly positively skewed.
5. The probability $p(F)$ increases steadily at first until it reaches its peak (corresponding to the modal value which is less than 1) and then decreases siowly so as to become tangential at $F=\infty$, i.e., $F$-axis is an asymptote to the right tail.

Example 14.16. When $v_{1}=2$, show that the singificance level of $F$ corresponding to a significant probability $p$ is

$$
F=\frac{\nu_{2}}{2}\left(p^{-(2 / v)}-1\right)
$$

where $v_{1}$ an $v_{2}$ have their usual meanings.
Solution. When $v_{1}=2$,

$$
\begin{aligned}
d P(F) & =\frac{1}{B\left(1, \frac{v_{2}}{2}\right)} \cdot \frac{2}{v_{2}} \cdot \frac{d F}{\left[1+\frac{2}{v_{2}} F\right]^{\left(v_{2} / 2\right)+1}} \\
& =\frac{\Gamma\left(\frac{v_{2}}{2}+1\right)}{\Gamma(1) \Gamma\left(v_{2} / 2\right)} \times \frac{\frac{2}{v_{2}}}{\left(\frac{2}{v_{2}}\right)^{\left(v_{2} / 2\right)+1}\left[F+\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1}} d F \\
& =\frac{\left[\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1}}{\left[F+\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1}} d F .
\end{aligned}
$$

Hence $\quad p=\int_{F}^{\infty} f(F) d F$

$$
=\left[\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1} \times \int_{F}^{\infty} \frac{d F}{\left[F+\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1}}
$$

$$
=\left[\frac{v_{2}}{2}\right]^{\left(v_{2} / 2\right)+1} \times\left|\frac{\left[F+\frac{v_{2}}{2}\right]^{-\left(v_{2} / 2\right)}}{-\frac{v_{2}}{2}}\right|_{F}^{\infty}
$$

$$
=\left[\frac{\left(\frac{v_{2}}{2}\right)}{\cdot F+\frac{v_{2}}{2}}\right]^{v_{2} / 2}=\frac{1}{\left[1+\frac{2}{v_{2}} F\right]^{v_{2} / 2}}
$$

$$
\Rightarrow p^{-\left(2 / v_{2}\right)}=1+\frac{2 F}{v_{2}} \quad \Rightarrow \quad F=\frac{v_{2}}{2}\left[p^{-i\left(2 / v_{2}\right)}-1\right]
$$

Example 14.17. If $F\left(n_{1}, n_{2}\right)$ represent an $F$-variate with $n_{1}$ and $n_{2}$ d.f., prove that $F\left(n_{2}, n_{1}\right)$ is distributed as $1 / F\left(n_{1}, n_{2}\right)$ variate. Deduce that

$$
P\left[F\left(n_{1}, n_{2}\right) \geq c\right]=P\left[F\left(n_{2}, n_{1}\right) \leq \frac{1}{c}\right]
$$

Or
Show how the probability points of $F\left(n_{2}, n_{1}\right)$ can be obtained from those of $F\left(n_{1}, n_{2}\right)$.

Solution. Let $X$ and $Y$ be independent chi-square variates with $n_{1}$ and $n_{2}$ d.f. respectively. Then by definition, we have

$$
\begin{align*}
F & =\frac{\left(X / n_{1}\right)}{\left(Y / n_{2}\right)} \sim F\left(n_{1}, n_{2}\right) \\
\therefore \quad \frac{1}{F} & =\frac{\left(Y / n_{2}\right)}{\left(X / n_{1}\right)} \sim F\left(n_{2}, n_{1}\right) \tag{}
\end{align*}
$$

Hence the result.
We have :

$$
\begin{align*}
P\left[F\left(n_{1}, n_{2}\right)^{\prime} \geq c\right] & =P\left[\frac{1}{F\left(n_{1}, n_{2}\right)} \leq \frac{1}{c}\right] \\
& =P\left[F\left(n_{2}, n_{1}\right) \leq \frac{1}{c}\right] \tag{*}
\end{align*}
$$

Remark. $P\left[F\left(n_{1}, n_{2}\right)=c\right]=P\left[F\left(n_{2}, n_{1}\right)=\frac{1}{c}\right]$
Let

$$
P\left[F\left(n_{1}, n_{2}\right) \geq c\right]=\alpha
$$

i.e., let $c$ be the upper $\alpha$-significant point of $F\left(n_{1}, n_{2}\right)$ distribution.

$$
\begin{array}{cc}
\therefore & 1-\alpha=1-P\left[F\left(n_{1}, n_{2}\right) \geq c\right]=1-P\left[\frac{1}{F\left(n_{1}, n_{2}\right)} \leq \frac{1}{c}\right] \\
\Rightarrow & \alpha=P\left[F\left(n_{2}, n_{1}\right) \leq \frac{1}{c}\right]=1-P\left[F\left(n_{2}, n_{1}\right) \geq \frac{1}{c}\right] \\
\Rightarrow & P\left[F\left(n_{2}, n_{1}\right) \geq \frac{1}{c}\right]=1-\alpha
\end{array}
$$

Thus $(1-\alpha)$ significant points of $F\left(n_{2}, n_{1}\right)$ distribution are the reciprocal of $\alpha$-significant points of $F\left(n_{1}, n_{2}\right)$ distribution, e.g.,

$$
F_{8.4}(0.05)=6.04 \Rightarrow F_{4,8}(0.95)=\frac{1}{6.04}
$$

Example 14-18. Prove that if $n_{1}=n_{2}$, the median of $F$-distribution is at $F=1$ and that the quartiles $Q_{1}$ and $Q_{3}$ satisfy the condition $Q_{1} Q_{3}=1$.
[Delhi Univ. B.Sc. (Stat.Hons.), 1989]

Solution. Since $n_{1}=n_{2}=n$, (say), the median $(M)$ of $F\left(n_{1}, n_{2}\right)=F(n, n)$ distribution is given by :

$$
\begin{array}{rlrl}
P[F(n, n) \leq M] & =0.5 \\
\Rightarrow \quad P\left[\frac{1}{F(n, n)} \geq \frac{1}{M}\right] & =0.5 \\
\Rightarrow \quad P\left[F(n, n) \geq \frac{1}{M}\right] & =0.5 \quad \ldots\left({ }^{*}\right) \\
\Rightarrow \quad P\left[F(n, n) \leq \frac{1}{M}\right] & =1-P\left[F(n, n) \geq \frac{1}{M}\right] \\
& & & \\
& & &  \tag{}\\
& & =0.5
\end{array}
$$

From (*) and (**), we get

$$
M=\frac{1}{M} \quad \Rightarrow \quad M^{2}=1 \quad \Rightarrow \quad M=1
$$

the negative value $M=-1$, is discarded since $F>0$.
Hence the median of $F(n, n)$ distribution is at $F=1$.
Similarly, by definition of $Q_{1}$ and $Q_{3}$, we have :

$$
\begin{equation*}
P\left[F(n, n) \leq Q_{1}\right] \quad=0.25 \tag{****}
\end{equation*}
$$

and

$$
P\left[\hat{F}(n, n) \geq Q_{3}\right]=0.25
$$

$\Rightarrow \quad P\left[\frac{1}{F(n, n)} \leqslant \frac{1}{Q_{3}}\right]=0.25$
$\Rightarrow \quad P\left[F(n, n) \leq \frac{1}{Q_{3}}\right]=0.25 \quad\left[\because \frac{1}{F(m, n)}=F(n, m)\right]$
From (***) and (****), we get

$$
Q_{1}=\frac{1}{Q_{3}} \quad \Rightarrow \quad Q_{1} Q_{3}=1
$$

Example 14.19. Let $X_{1} X_{2}, \ldots, X_{n}$ be a random sample from $N(0,1)$.
Define $\quad \bar{X}_{k}=\frac{1}{k} \sum_{1}^{k} X_{i}$ and $\bar{X}_{n-k}=\frac{1}{n-k} \sum_{k+1}^{n} X_{i}$
Find the distribution of:
(a) $\frac{1}{2}\left(\bar{X}_{k}+\bar{X}_{n-k}\right)$,
(b) $k \bar{X}_{k}{ }^{2}+(n-k) \bar{X}^{2}{ }_{n-k}$
(c) $X_{1}{ }^{2} / X_{2}{ }^{2}$,
(d) $X_{1} / X_{2}$
[Delhi Univ. B.A, (Stat, Hons. Spi. Course), 1989]
Solution. (a) Sịce $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from $N(0,1)$,
$\bar{X}_{k} \sim N\left(0, \frac{1}{k_{1}}\right)$ and $\bar{X}_{n-k} \sim N\left(0, \frac{1}{n-k}\right)$

Further, since $\left(X_{1}, X_{2}, \ldots, X_{k}\right)$ and $\left(X_{k+1}, X_{k+2}, \ldots, X_{n}\right)$ are independent, $\bar{X}_{k}$ and $\bar{X}_{n-k}$ are independent. Hence,

$$
\begin{aligned}
& \frac{1}{2}\left(\bar{X}_{k}+\bar{X}_{n-k}\right)=\frac{1}{2} \bar{X}_{k}+\frac{1}{2} \bar{X}_{n-k} \sim N\left(0, \frac{1}{4 k}+\frac{1}{4(n-k)}\right) \\
\Rightarrow \quad & \frac{1}{2}\left(\bar{X}_{k}+\bar{X}_{n-k}\right) \sim N\left(0, \frac{n}{4 k(n-k)}\right)
\end{aligned}
$$

(b) From (*), we get

$$
\begin{array}{ll} 
& \frac{\bar{X}_{k}}{\sqrt{1 / k}} \sim N(0,1) \text { and } \frac{\bar{X}_{n-k}}{\sqrt{1 /(n-k)}} \sim N(0,1) \\
\Rightarrow \quad k \bar{X}_{k^{2}}^{2} \sim \chi_{(1)}^{2} \quad \text { and }(n-k) \bar{X}_{n-k} \sim \chi_{(1)}^{2}
\end{array}
$$

Since $\bar{X}_{k}$ and $\bar{X}_{n-k}$ are independent, by additive property of chi-square distribution,

$$
k \bar{X}_{k}^{2}+(n-k) \bar{X}_{n-k}^{2} \sim \chi_{(1+1)}^{2}=\chi_{(2)}^{2}
$$

(c) Since $X_{1} \sim N(0,1)$ and $X_{2} \sim N(0,1)$ are independent,

$$
X_{1}^{2} \sim \chi_{(1)}^{2} \text { and } X_{2}^{2} \sim \chi_{(1)}^{2},
$$

are also independent. Hence by definition of F-statistic,

$$
\frac{X_{1}^{2} / 1}{X_{2}^{2} / 1} \sim F_{(1,1)} \Rightarrow \frac{X_{1}^{2}}{X_{2}^{2}} \sim F_{(1,1)}
$$

(d) $X_{1} / X_{2}$, being the ratio of two independent standard normal variates is a standard Cauchy variate. [See Example 8.43].

## EXERCISE 14(e)

1. (a) Derive the distribution of $F=S_{1}{ }^{2} / S_{2}{ }^{2}$, where $S_{1}{ }^{2}$ and $S_{2}{ }^{2}$ are two independent unbiased estimates of the common population variance $\boldsymbol{\sigma}^{2}$, defined by

$$
S_{1}^{2}=\frac{1}{n_{1}-1} \sum_{i=1}^{n_{1}}\left(x_{1 i}-\bar{x}_{1}\right)^{2} ; S_{2}^{2}=\frac{1}{n_{2}-1} \sum_{j=1}^{m_{2}}\left(x_{2 j}-\bar{x}_{2}\right)^{2}
$$

(b) Find the limiting form when the degrees of freedom of the $\chi^{2}$ in the denominator tend to infinity and give an intuitive justification of the result.
2. (a) If $X_{1}, X_{2}, \ldots, X_{m}, X_{m+1}, \ldots \ldots, X_{m+n}$ are independent normal variates with zero mean and standard deviation $\sigma$, obtain the distribution of


Ans. $F(m, n)$.
(b) If $X$ has an $F$ distribution with $n_{1}$ and $n_{2}$ d.f., find the distribution of $1 / X$ and give one use of this result.
(c) If $X$ is $t$-distributed, show that $X^{2}$ is $F$-distributed.
[Delhi Univ. B.Sc. (Maths. Hons.), 1990]
Hint. See § 14.5.6.
3. (a) Derive the distribution of the $F$-statistic on ( $\boldsymbol{n}_{1}, \boldsymbol{n}_{2}$ ) degrees of freedom and show that the statistic $\left(1+\frac{n_{1}}{n_{2}} F\right)^{-1}$ has a Beta distribution.
(b) Show that the probability curve of the distribution of $F$ is positively skewed.
4. Prove the following :

$$
\begin{equation*}
F_{n_{1}, n_{2}}=\frac{1}{F n_{2}, n_{1}} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
F_{n_{1}, n_{2}}=\frac{n_{2}}{n_{1}} \cdot \frac{x}{1-x}, \text { where } x \text { has Beta-distribution. } \tag{ii}
\end{equation*}
$$

5. If $X$ and $Y$ are independent chi-square variates with $\nu_{1}$ and $\nu_{2}$ d.f. respectively, show that $U=X+Y$ and $V=\frac{v_{2} X}{v_{1} Y}$ are independently distributed. Find the distribution of $V$.
6. Prove that if $X$ has the $F$-distribution with ( $m, n$ ) d.f. and $Y$ has the $F$-distribution with $(n, m)$ d.f., then for every $a>0$,

$$
P(X \leq a)+P\left\{Y \leq \frac{1}{a}\right\}=1
$$

7. Show that the mode of the $F$-distribution with $v_{1}(\geq 2), v_{2}$ d.f. is given by $\frac{v_{2}\left(v_{1}-2\right)}{v_{1}\left(v_{2}+2\right)}$ and is-always less than unity.
8. $X$ is $F$-variate with 2 and $n(n \geq 2)$ degrees of freedom. Show that

$$
P(F \geq k)=\left(1+\frac{2 k}{n}\right)^{-n / 2}
$$

[Gujarat Univ. B.Sc., 1992]
Deduce the significance level of $\dot{F}$ corresponding to the significance level of probability $P$.
9. Let $X_{1}, X_{2}$ be independent random variables following the density law $f(x)=e^{-x}, 0<x<\infty$. Show that

$$
Z=X_{1} / X_{2} \text {, has an } F \text {-distribution. }
$$

10. (a) If $\hat{X} \sim F\left(n_{1}, n_{2}\right)$, show that its mean is independent-of $n_{1}$.
(b) Obtain the mode of $F$-distribution widh $\left(n_{1}, n_{2}\right)$ d.f. and show that it lies between 0 and 1.
(c) Show that for $F$-distribution with $n_{1}$ and $n_{2}$ d.f., the points of inflexion exist if $n_{1}>4$ and are equidistant from the mode.
11. $X$ is a binomial variate with parameters $n$ and $p$ and $F_{\nu_{1}, v_{2}}$ is an $F$-statistic with $v_{1}$ and $\nu_{2}$ d.f. Prove that

$$
P(X \leq k-1)=P\left[F_{2 k, 2(n-k+1)>} \frac{n-k+1}{k} \cdot \frac{p}{1-p}\right]
$$

[Delhi Univ. IB.Sc. (Stat. Hons.), 1985]
Hint. If $X \sim B(n, p)$, then we have [c.f. Example 7.23]

$$
\begin{aligned}
& P(X \leq k-1)=(n-k+1) .\binom{n}{k-1} \int_{0}^{q} t^{n-k}(1-,)^{k-1} d t \\
& =\frac{1}{B(k, n-k+1)} \int_{0}^{q} t^{n-k}(1-t)^{k-1} d t \\
& P\left[F_{2 k, 2(n-k+1)}>\frac{n-k+1}{k}\left(\frac{p}{1-p}\right)\right]=\int_{\substack{. p\left[F_{2 k, 2(n-k+1)}\right] \\
\frac{n-k+1}{k} \cdot \frac{R}{q}}}^{\infty} d F \\
& =\frac{1}{B(k, n-k+1)} \int_{\frac{n-k+1}{k}, \frac{R}{q}}^{\infty} \frac{[k /(n-k+1)]^{k} \cdot F^{k-1} d F}{\left[1+\frac{k F}{n-k+1}\right]^{n+1}} \\
& =\frac{1}{B(k, n-k+1)} \int_{0}^{q} y^{n-k}(1-y)^{k-1} d y \\
& 1+\frac{k F}{n-k+1}=\frac{1}{y} .
\end{aligned}
$$

where
12. (a) If $X \sim F\left(n_{1}, n_{2}\right)$ distribution, show that

$$
U=\frac{n_{1} X}{n_{2}+n_{1} X} \sim \beta_{1}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)
$$

[Delhi Univ. B.Sc. (Maths. Hons.), 1992]
Hence obtain the distribution function of $X$.
Hint. The distribution function of $X \sim F\left(n_{1}, n_{2}\right)$ is given by

$$
\begin{aligned}
G_{X}(x) & =\int_{0}^{x} f(F) d F=\int_{0}^{y} h(u) d u, \quad\left[y=\frac{n_{1} x}{n_{2}+n_{1} x}\right] \\
& =\frac{1}{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)} \int_{0}^{y} u^{\frac{n_{1}}{2}-1}(1-u)^{\frac{n_{3}}{2}-1} d u \\
& =I_{y}\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right),
\end{aligned}
$$

where

$$
I_{x}(p, q)=\frac{1}{B(p, q)} \int_{0}^{x} t^{p-1}(1-t)^{q-1} d t,
$$

is the incomplete Beta function. Hence the distribution function of $F$ distribution can be obtained from the tables of incomplete Beta function.
(b) $X \sim F(m, n)$, show that

$$
W=\frac{m X / n}{1+(m X / n)} \sim \beta_{1}\left(\frac{1}{2} m, \frac{1}{2} n\right)
$$

Deduce the variance of $X$ from p.d.f. of $W$.
[Delhi Univ. B.A. (Stat.Hons. Spl. Course); 1989]
13. Let $X_{1}$ and $X_{2}$ be a random sample of size 2 form $N(0,1)$ and $Y_{1}$ and $Y_{2}$ be a random sample of size 2 from $N(1, ' 1)$, and let the $Y_{i}$ 's be independent of the $X_{i}$ 's. Find the distribution of the following:
(i) $\left(X_{1}-X_{2}\right) / \sqrt{2}$
(ii) $\left(X_{1}+X_{2}\right)^{2} /\left(X_{2}-X_{1}\right)^{2}$
(iii) $\bar{X}+\bar{Y}$
(iv) $\left(Y_{1}+Y_{2}-2\right)^{2} /\left(X_{2}-X_{1}\right)^{2}$
v) $\left(X_{1}+X_{2}\right) / \sqrt{\left[\left(X_{2}-X_{1}\right)^{2}+\left(Y_{2}-Y_{1}\right)^{2}\right] / 2}$
c) $\left[\left(Y_{1}-Y_{2}\right)^{2}+\left(X_{1}-X_{2}\right)^{2}+\left(X_{1}+X_{2}\right)^{2}\right] / 2$
[Delhi Univ. B.Sc. (Maths. Hons.), 1988, 1987]
Ans. (i) $N(0,1)$,
(ii) $F(1,1)$,
(iii) $N(1,1)$
(iv) $F(1,1)$,
(v) $t_{(2)}$,
(vi) $\chi^{2}(3)$.
14. Let $X_{i} \sim N\left(i, i^{2}\right), i=1,2,3$ be independent random variabies. Using only the three random variables $X_{1}, X_{2}$, and $X_{3}$, give an example of a statistic that has:
(i) A chi-square distribution with 3 d.f.
(ii) An F-distribution with $(1,2)$ d.f.
(iii) At $t$ distribution with 2 d.f.
[Delhi Univ. B.A. (Stat. Hons. Spl. Course), 1986]
Ans. Hint. $Z_{i}=\left(X_{i}-i\right) / i, i=1,2,3$, are i.i.d. $N(0,1)$.
(i) $\sum_{i=1}^{3} Z_{i}^{2} \sim \chi^{2}{ }_{(3)}$; (ii) $\frac{2 Z_{1}{ }^{2}}{Z_{2}{ }^{2}+Z_{3}{ }^{2}} \sim F(1,2)$; (iii) $\frac{Z_{1}}{\left[\left(Z_{2}{ }^{2}+Z_{3}{ }^{2}\right) / 2\right]^{1 / 2}} \sim t_{(X)}$
15. Let $X_{1}, X_{2}, \ldots, X_{n}$, be a random sample from $N\left(\mu, \sigma^{2}\right)$. Define :

$$
\begin{aligned}
& \bar{X}_{k}=\frac{1}{k} \sum_{1}^{k} X_{i}, \bar{X}_{n-k}=\frac{1}{n-k} \sum_{k+1}^{n} X_{i}, \bar{X}=\frac{1}{n} \sum_{1}^{n} X_{i} \\
& \left.S_{k}^{2}=\frac{1}{k-1} \sum_{1}^{k} X_{i}-\bar{X}_{k}\right)^{2}, S_{n-k}^{2}=\frac{1}{n-k-1} \sum_{k+1}^{n}\left(X_{i}-\bar{X}_{n-k}\right)^{2}
\end{aligned}
$$

and

$$
S^{2}=\frac{1}{n-1} \sum_{1}^{n}\left(X_{i}-\bar{X}\right)^{2}
$$

Answer the following questions :
(i) What is the distribution of

$$
\sigma^{-2}\left[(k-1) S_{k}^{2}+(n-k-1) S_{n-k}^{2}\right] ?
$$

(ii) What is the distribution of $S_{k} / S_{n-k}^{2}$ ?
(iii) What is the distribution of $(\bar{X}-\mu) \sqrt{n} / S$ ?
[Delñi Univ. B.Sc. (Maths Hons.), 1989]
(iv) What is the distribution of $\frac{1}{2} \cdot\left(\bar{X}_{k}+\bar{X}_{n-k}\right)$ ?
(v) What is the distribution of $\left(X_{i}-\mu\right)^{2} / \sigma^{2}$ ?

Ans. (i) $\chi^{2}{ }_{(k-1)+(n-k-1)}=\chi^{2}(n-2)$; (ii) $F_{(k-1, n-k-1)}$
(iii) $t_{(n-1)}$;

$$
\text { (iv). } N\left(\mu, \frac{n \sigma^{2}}{4 k(n-k)}\right)
$$

(v) $\chi^{2}(1)$
16. If $X \sim F(1, n)$, show that

$$
\left(n-\frac{1}{2}\right) \log [1+(X / n)] \sim \chi^{2}(1)
$$

for large $n$.
17. If $X_{1}, X_{2}, X_{3}$ and $X_{4}$ are independent observations from $N(0,1)$ population, state giving reasons, the sampling distributions of
(i) $U=\frac{\sqrt{2} X_{3}}{\sqrt{X_{1}{ }^{2}+X_{2}{ }^{2}}}$ and (ii) $V=\frac{3 X_{4}{ }^{2}}{X_{1}{ }^{2}+X_{2}{ }^{2}+X_{3}{ }^{2}}$

Ans. $(i) U \sim t_{(2)} ; \quad(i i) V \sim F(1,3)$.
18. Let $\left(X_{1}, X_{2}\right)$ be a random sample from $N(0,1)$. Answer the following, giving reasons :
(i) What is the distribution of $\left(X_{2}-X_{1}\right)^{2 / 2}$ ?
(ii) What is the distribution of $\left(X_{1}+X_{2}\right)^{2} /\left(X_{2}-X_{1}\right)^{2}$ ?
(iii) What is the distribution of $\left(X_{2}+X_{1}\right) / \sqrt{\left(X_{1}-X_{2}\right)^{2}}$ ?
(iv) What is the distribution of $1 / Z$, if $Z=X_{1}^{2} / X_{2}^{2}$ ?
[Delhi Univ. B.Sc. (Maths. Hons.), 1992]
Ans. (i) $\quad \chi^{2}{ }_{(1)}$; (ii) $F(1,1)$; (iii) Standard Cauchy ; (iv) $F(1,1)$
14.5.4. Applications of F-distribution. F-distribution has the following applications in Statistical theory.
14.5.5. F-test for Equality of Population Variances. Suppose we want to test $(i)$ whether two independent samples $x_{i},\left(i=1,2, \ldots, n_{1}\right)$ and $y_{j}$, $\left(j=1,2, \ldots, n_{2}\right)$ have been drawn from the normal populations with the same variance $\sigma^{\mathbf{2}}$, (say), or ( ii ) whether the two independent estimates of the population variance are homogeneous or not.

Under the null hypothesis $\left(H_{0}\right)$ that $(i) \dot{\sigma}_{X}{ }^{2}=\sigma_{Y}{ }^{2}=\sigma^{2}$, i.e., the population variances are equal or (ii) Two independent estimates of the population variance are homogeneous, the statistic $F$ is given by

$$
F=\frac{S_{X}^{2}}{S_{Y}^{2}}
$$

where $S_{X}{ }^{2}=\frac{1}{n_{1}-1} \sum_{i=1}^{n_{1}}\left(x_{i}-\bar{x}\right)^{2}$ and $\left.S Y^{2}=\frac{1}{n_{2}-1} \sum_{j=i}^{n_{2}}: y_{j}-\overline{\bar{y}}\right)^{2}$
are unbiased estimates of the common population variance $\sigma^{2}$ obtained from two independent samples and it follows Snedecor's $F$-distribution with ( $\nu_{1}, v_{2}$ ) d.f. [where $v_{1}=n_{1}-1$ and $v_{2}=n_{2}-1$ ].

Proof. $\quad F=\frac{S_{X}{ }^{2}}{S_{Y}{ }^{2}}=\left[\frac{n_{1}}{n_{1}-1} s_{X}{ }^{2}\right] /\left[\frac{n_{2}}{n_{2}-1} \cdot s_{Y}{ }^{2}\right]$

$$
\begin{aligned}
=\left[\frac{n_{1} s_{X}^{2}}{\sigma_{X}^{2}} \cdot \frac{1}{\left(n_{1}-1\right)}\right] /[ & {\left[\frac{n_{2} s_{Y}^{2}}{\sigma_{Y}^{2}} \cdot \frac{1}{\left(n_{2}-1\right)}\right], } \\
& \left(\because \sigma_{X}^{2}=\sigma_{Y}^{2}=\sigma^{2} \text { under } H_{!}^{\prime}\right)
\end{aligned}
$$

Since $\frac{n_{1} s_{X}{ }^{2}}{\sigma_{X}{ }^{2}}$ and $\frac{n_{2} s_{Y}{ }^{2}}{\sigma_{Y}{ }^{2}}$ are independent chi-square variates with $\left(n_{1}-1\right)$ and ( $n_{2}-1$ ) d.f. respectively, $F$ follows Snedecor's $F$-distribution with $\left(n_{1}-1, n_{2}-1\right.$ ) 'd:f. (c.f. § 14.5).

Remarks 1. In (14.18), greater of the two variances $S_{X}{ }^{2}$ and $S_{Y}{ }^{2}$ is to be : taken in the numerator and $n_{1}$ corresponds to the greater variance.

By comparing the calculated value of $F$ obtained by using $(14 \cdot 18)$ for the two given samples with the tabulated value of $F$ for $\left(n_{1}, n_{2}\right)$ d.f. at certain level of significance ( $5 \%$ or $1 \%$ ), $H_{0}$ is either rejected or accepted.
2. Critical values of $F$-distribution. The available $F$-tables (given in the Appendix at the end of the book) give the critical values of $F$ for the right-tailed test, $i: e .$, the critical region is determined by the right-tail areas. Thus the significant value $F_{\alpha}\left(n_{1}, n_{2}\right)$ at level of significance $\alpha$ and $\left(n_{1}, n_{2}\right)$ d.f. is determined by

$$
\begin{equation*}
P\left[F>F_{\alpha}\left(n_{1}, n_{2}\right)\right]=\alpha \tag{}
\end{equation*}
$$

as shown in the following diagram.
CRITICAL VALUES OF F-DISTRIBUTION


From Remark to Example 14-17, we have the following reciprocal relation between the upper and dower $\alpha$-significant points of $F$-distribution :

$$
\begin{array}{ll} 
& F_{\alpha}\left(n_{1}, n_{2}\right)=\frac{1}{F_{1-\alpha}\left(n_{2}, n_{1}\right)} \\
\Rightarrow \quad & F_{\alpha}\left(n_{1}, n_{2}\right) \times F_{1-\alpha}\left(n_{2}, n_{1}\right)=1 \tag{}
\end{array}
$$

The critical values of $F$ for left tail test $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$ against $H_{1}: \sigma_{1}^{2}<\dot{\sigma}_{2}^{2}$ are given by $F<F_{n_{i}-1, n_{2}-1}(1-\alpha)$, and for the two tailed test, $H_{0}: \sigma_{1}^{2}=\sigma_{2}^{2}$ against $H_{1}: \sigma_{1}^{2} \neq \sigma_{2}^{2}$ are given by $F>F_{m_{1}-1, n_{2}-1}(\alpha / 2)$ and $F<F_{n_{1-1}, n_{2}-1}\left(1_{1}-\alpha / 2\right)$ [For details, see § 16.7.5].

Example 14•20. Pumpkins were grown under two experimental conditions. Two random samples of 11 and 9 pumpkins show the sample standard deviations of their weights as 0.8 and 0.5 respectively. Assuming that the weight distributions are normal, test the hypothesis that the true variances are equal, against the alternative that they are not, at the $10 \%$ level. [Assume that $P\left(F_{10,8} \geq 3: 35\right)=0.05$ and $P\left(F_{8,10} \geq 3.07\right)=0.051$.

Solution. We want to test Null Hypothesis, $H_{0}: \sigma_{\dot{X}}{ }^{2}=\sigma_{1}^{2}$.
against the Alternative Hypothesis, $H_{1}: \sigma_{X}^{2} \neq \sigma_{Y}^{2}$ (Two-taled).

We are given :

$$
n_{1}=11, n_{2}=9, s_{X}=0.8 \text { and } s_{Y}=0.5 .
$$

Under the null hypothesis, $\quad H_{0}: \sigma_{X}=\sigma_{Y}$, the statistic

$$
F=\frac{s X^{2}}{s Y^{2}}
$$

follows $F$-distribution with $\left(n_{1}-1, n_{2}-1\right)$ d.f.
Now

$$
n_{1} s_{X}^{2}=\left(n_{1}-1\right) S_{X}^{2}
$$

$$
\therefore \quad S_{X}^{2}=\left(\frac{n_{1}}{n_{1}-1}\right) s_{x}^{2}=\left(\frac{11}{10}\right) \times(0.8)^{2}=0.704
$$

Similarly,

$$
S_{r}^{2}=\left(\frac{n_{2}}{n_{2}-1}\right) s_{r}^{2}=\left(\frac{9}{8}\right) \times(0.5)^{2}=0.28125
$$

$$
\therefore \quad F=\frac{0.704}{0.28125}=2.5
$$

The significant values of $F$ for two tailed test at level of significance $\alpha=0.10$ are :

$$
\left.\begin{array}{rl}
F>F_{10,8}(\alpha / 2) & =F_{10,8}(0.05) \\
\text { and } F<F_{10,8}(1-\alpha / 2) & =F_{10,8}(0.95) \tag{}
\end{array}\right\}
$$

We are given the tabulated (significant) values :

$$
\begin{aligned}
& P\left[F_{10,8} \geq 3.35\right]=0.05
\end{aligned} \quad \Rightarrow \quad F_{10,8}(0.05)=3.35 \quad \ldots\left({ }^{* *}\right)
$$

Hence from ( ${ }^{*}$ ), $\left(^{* *}\right.$ ) and (***), the critical values for testing $H_{0}$ : $\sigma_{X}{ }^{2}=\sigma_{Y}^{2}$, against $H_{1}: \sigma_{X}^{2} \neq \sigma_{Y}^{2}$ at level of significance $\alpha=0.10$ are given by :

$$
F>3.35 \text { and } F<0.326=0.33
$$

Since, the calculated value of $F(=2.5)$ lies between 0.33 and 3.35 , it is not significant and hence null hypothesis of equality of population variances may be accepted at level of significance $\alpha=0.10$.

Example 14.21. In one sample of 8 observations, the sum of the squares of deviations of the sample values from the sample mean was 84.4 and in the other sample of 10 observations it was 102:6. Test whether this difference is significant at 5 per cent level, given that the 5 per cent point of $F$ for $n_{1}=7$ and $n_{2}=9$ degrees of freedom is 3.29. [Delhi Univ. B.Sc. (Maths Hons.), 1986]

Solution. Here $n_{1}=8, n_{2}=10$
and

$$
\begin{aligned}
\Sigma(x-\bar{x})^{2} & =84.4, \quad \Sigma(y-\bar{y})^{2}=102.6 \\
S_{X}{ }^{2} & =\frac{1}{n_{1}-1} \sum(x-\bar{x})^{2}=\frac{84.4}{7}=12.057 \\
S_{Y}{ }^{2} & =\frac{1}{n_{2}-1} \Sigma(y-\bar{y})^{2}=\frac{102 \cdot 6}{9}=11.4
\end{aligned}
$$

Under $H_{0}: \sigma_{X}{ }^{2}=\sigma_{Y}{ }^{2}=\sigma^{2}$, i.e., the estimates of $\sigma^{2}$ given by the samples are homogeneous, the test statistic is

$$
F=\frac{S_{X}{ }^{2}}{S_{Y}^{2}}=\frac{12.057}{11.4}=.1 .057
$$

Tabulated $F_{0.05}$ for $(7,9)$ d.f. is 3.29.
Since calculated $F<F_{0.05}, H_{0}$ may be accepted at $5 \%$ level of significance.
Example 14.22. Two random samples gave the following results :

| Sample | Size | Sample mean | Sum of squa <br> deviations from |
| :---: | :---: | :---: | :---: |
| 1 | 10 | 15 | 90 |
| 2 | 12 | 14 | 108 |

Test whether the samples come from the same normal population at $5 \%$ level of significance.
[Given : $F_{0.05}(9,11)=2.90, F_{0.05}(11,9)=3.10$ (approx.)
and $\left.\quad t_{0.05}(20)=2.086, t_{0.05}(22)=2.07\right]$
[Delhi Univ. MCA, 1987]
Solution. A normal population has two parameters, viz., mean $\mu$ and variance $\sigma^{2}$. To test if two independent samples have been drawn from the same normal population we have to test $(i)$ the equality of population means, and (ii) the equality of population variances.

Null Hypothesis; The two samples have been drawn from the same normal population, i.e., $H_{0}: \mu_{1}=\mu_{2}$ and $\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$.

Equality of means will be tested by applying $t$-test and equality of variances will be tested by applying $F$-test. Since $t$-test assumes $\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$, we shall first apply $F$-test and then $t$-test.

We are given $\left.\quad n_{1}=10, n_{2}=12 ; \bar{x}_{1}=15, \bar{x}_{2}=14\right\}$

$$
\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=90, \Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}=108 \int
$$

F-test
Ḣere

$$
\begin{aligned}
& S_{1}^{2}=\frac{1}{n_{1}-1} \Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}=\frac{90}{9}=10 \\
& S_{2}^{2}=\frac{1}{n_{2}-1} \Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}=\frac{108}{11}=9.82
\end{aligned}
$$

Since $S_{1}{ }^{2}>S_{2}{ }^{2}$, under $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$, the test statistic is

$$
F=\frac{S_{1}{ }^{2}}{S_{2}^{2}} \sim F\left(n_{1}-1, n_{2}-1\right)=F(9,11)
$$

Now $\quad F=\frac{10}{9.82}=1.018$
Tabulated $F_{0.05}(9,11)=2.90$
Since calculated $F$ is less than tabulated $F$ it is not significant. Hence null hypothesis of equality of population variances may be accepted.

Since $\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$, we can now apply $t$ test for testing $H_{0}: \mu_{1}=\mu_{2}$.
t-test. Under $H_{0}{ }^{\prime}: \mu_{1}=\mu_{2}$, against altemative hypothesis, $H_{1}{ }^{\prime}: \mu_{1} \neq \mu_{2}$, the test statistic is

$$
t=\frac{\bar{x}_{1}-\bar{x}_{2}}{\sqrt{S^{2}\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)}} \sim t_{n_{1}+n_{2}-2}=t_{2}
$$

where

$$
\begin{aligned}
S^{2} & =\frac{1}{n_{1}+n_{2}-2}\left[\Sigma\left(x_{1}-\bar{x}_{1}\right)^{2}+\Sigma\left(x_{2}-\bar{x}_{2}\right)^{2}\right] \\
& =\frac{1}{20}[90+108]=9.9
\end{aligned}
$$

$$
\therefore \quad t=\frac{15-14}{\sqrt{9.9\left(\frac{1}{10}+\frac{1}{12}\right)}}=\frac{1}{\sqrt{9.9 \times \frac{11}{60}}}
$$

$$
=\frac{1}{\sqrt{1.815}}=0.742
$$

Now $t_{0.05}$ for 20 d.f. $=2.086$
Since $|t|<t_{0.05}$, it is not significant. Hence the hypothesis $H_{0}{ }^{\prime}: \mu_{1}=\mu_{2}$ may be accepted. Since both the hypotheses, i.e., $H_{0}{ }^{\prime}: \mu_{1}=\mu_{2}$ and $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$ are accepted, we may regard that the given samples have been drawn from the same normal population.

## EXERCISE 14(f)

1. (a) If $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are independent chi-square variates with $n_{1}$ and $n_{2}$ d.f., obtain the probability density function of $F$-statistic defined by

$$
F=\frac{\left(\chi_{1}^{2} / n_{1}\right)}{\left(\chi_{2}^{2} / n_{2}\right)}
$$

Mention the types of hypotheses which are tested with the help of this statistic.
(b) Explain why the larger variance is placed in the numerator of the statistic. $F$. Discuss.the, application of $F$-test in testing if two variances are homogeneous.
2. An investigator, newly appointed, was made to take ten independent measurements on the maximum internal diameter of a pot at specified equal intervals of time and the standard deviation of these ten observations was found
to be 0.0345 mm . After he had been some time on similar jobs, he was asked to repeat this experiment an equal. number of times and the standard deviation of the new set of ten observations was found to be 0.0285 mm . Can it be concluded that the investigator has become more consistent (i.e. less variable) with practice ?
3. (a) Two independent samples of 8 and 7 items respectively had the following values of the variables.

| Sample I | $:$ | 9 | 11 | 13 | 11 | 15 | 9 | 12 | 14 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Sample II | $:$ | 10 | 12 | 10 | 14 | 9 | 8 | 10 |  |

Do the estimates of population variance differ significantly?
[Delhi Univ. B.Sc., 1992]
(b) Five measurements of the output.of two. units have given the following results (in kilograms of material per one hour of operation).

| Unit A | : | 14.1 | 10.1 | 14.7 | 13.7 | 14.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Unit B | : | 14.0 | 14.5 | 13.7 | 12.7 | 14.1 |

Assuming that both samples have been obtained from normal populations, test at $10 \%$ significance level if the two populations have the same variance, it being given that $F_{0.95}(4,4)=6.39$
[Calcutta Univ. B.Sc. (Maths. Hons.), 1991]
(c) In one sample of 10 observations from a normal population, the sum of the squares of the deviations of the sample values from the sample mean is 102.4 and in another sample of 12 observations from another normal population, the sum of the squares of the deviations of the sample values from the sample mean is $\mathbf{1 2 0 \cdot 5}$. Examine whether the two normal populations have the same variance.
4. (a) Two random samples of siżes 8 and 11, drawn from two normal populations, are characterised as follows:

| Population from which the <br> sample is drawn | Size of <br> sample | Sum of <br> observations | Sum of squares of <br> observations |
| :---: | :---: | :---: | :---: |
| I | 8 | $9: 6$ | 61.52 |
| II | 11 | 16.5 | 73.26 |

You are to decide if the two populations can be taken to have the same variance. What test function would you use? How is it distributed and what value it has in this sampling experiment?
(b) The following are the values in thousands of an inch obtained by two engineers in 10 successive measurements with the same micrometer. Is one engineer significantly morè consistent than the other?

Engineer A $\div 503,505,497,505,495,502,499,493,510,501$
Engineer $B: 502,497,492,498,499,495,497,496,498$,
Ans. $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$ (both engineers are equally consistent). $F=2.4$. Not significant.
(c) The nicotine content (in miligrams) of two samples of tobacco were found to be as follows:

| Sample A : | 24 | 27 | 26 | 21 | 25 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Sample B : | 27 | 30 | 28 | 31 | 22 | 36 |

Can it be said that the two samples come from the same normal population?

$$
\begin{array}{ll}
\text { Ans. } & H_{0}: \mu_{1}=\mu_{2} ; t=1 \cdot 9, \text { Not significant. } \\
& H_{0}{ }^{\prime}: \sigma_{1}^{2}=\sigma_{2}^{2}, F=4.08<6 \cdot 26\left[F_{0.05}(5,4)\right] \text {. Not significant. }
\end{array}
$$

Hence the two samples have come from the same normal population.
5. (a) Two random samples drawn from two normal populations are :

Sample I : 20, 16, 26, 27, 23, 22, 18, 24, 25, 19
Sample II : 27, 33, 42, 35, 32, 34, 38, 28, 41, 43, 30, 37
Obtain estimates of the variances of the populations and test whether the populations have same variances.
[Given $F_{005}=3: 11$ for 11 and 9 degrees of freedom.]
(b) Test

$$
H_{0}: \sigma_{1}^{2}=\sigma_{2}^{2} \text { against } H_{1}: \sigma_{1}^{2} \neq \sigma_{2}^{2}
$$

given $\quad n_{1}=25, \sum\left(x_{i}-\bar{x}\right)^{2}=164 \times 24$,

$$
n_{2}=21, \quad \Sigma\left(y_{j}-\bar{y}\right)^{2}=190 \times 21 .
$$

Make necessary assumptions, stating them.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1987]
(c) The diameters of two random samples, each of size 10 , of bullets produced by two machines have standard deviations $s_{1}=0.01$ and $s_{2}=0.015$. Assuming that the diameters have independent distributions $N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$, test the hypothesis that, the two machines are equally good by testing :

$$
H_{0}: \sigma_{1}=\sigma_{2} \text { against } H_{1}: \sigma_{1} \neq \sigma_{2} .
$$

6. The following table shows the yield of corn in bushels per plot in 20 plots, half of which are treated with phosphate as fertiliser.

| Treated | 5 | 0 | 8 | 3 | 6 | 1 | 0 | 3 | 3 | 1 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Untreated | $:$ | 1 | 4 | 1 | 2 | 3 | 2 | 5 | 0 | 2 | 0 |

Test whether the treatment by phosphate. has
(i) changed the variability of the plot yields,
(ii) improved the average yield of corn.
7. (a) The following figures give the prices in rupees of a certain commodity in a sample of 15 shops selected at random from a city $A$ and those in a șample of 13 shops from another city $B$.

| City $\boldsymbol{A}:$ | $\mathbf{7 . 4 1}$ | $\mathbf{7 . 7 7}$ | $\mathbf{7 . 4 4}$ | $\mathbf{7 . 4 0}$ | $\mathbf{7 . 3 8}$ | $\mathbf{7 . 9 3}$ | $\mathbf{7 . 5 8}$ |  |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\mathbf{8 . 2 8}$ | $\mathbf{7 . 2 3}$ | $\mathbf{7 . 5 2}$ | $\mathbf{7 . 8 2}$ | $\mathbf{7 . 7 1}$ | $\mathbf{7 . 8 4}$ | $\mathbf{7 . 6 3}$ | $\mathbf{7 . 6 8}$ |
| City B | $\mathbf{7 . 0 8}$ | $\mathbf{7 . 4 9}$ | $\mathbf{7 . 4 2}$ | $\mathbf{7 . 0 4}$ | $\mathbf{6 . 9 2}$ | $\mathbf{7 . 2 2}$ | $\mathbf{7 . 6 8}$ |  |
|  | $\mathbf{7 . 2 4}$ | $\mathbf{7 . 7 4}$ | $\mathbf{7 . 8 1}$ | $\mathbf{7 . 2 8}$ | $\mathbf{7 . 4 3}$ | $\mathbf{7 . 4 7}$ |  |  |

Assuming that the distribution of prices in the two cities is normal, answer the following:
(i) Is it possible that the average price of city $B$ is Rs. $\mathbf{7 - 2 0}$ ?
(ii) Is the observed variance in the first sample consistent with the hypothesis that the standard deviation of prices in city $\dot{A}$ is Rs. $\mathbf{0 . 3 0}$ ?
(iii) Is it reasonable to say that the variability of prices in the two cities is the same?
(iv) Is it reasonable to say that the average prices are the same in two cities?
14.5.6. Relation between $\mathbf{t}$ and $\mathbf{F}$ distributions. In $F$-distribution with $\left(v_{1}, v_{2}\right)$ d.f. [c.f. $14.5(a)$ ], take $v_{1}=1, v_{2}=v$ and $t^{2}=F$, i.e., $d F=2 t d t$. Thus the probability differential of $F$ transforms to

$$
\begin{aligned}
d G(t) & =\frac{(1 / v)^{1 / 2}}{B\left(\frac{1}{2}, \frac{v}{2}\right)} \cdot \frac{\left(t^{2}\right)^{\frac{1}{2}-1}}{\left[1+\frac{t^{2}}{v}\right]^{(v+1) / 2}} 2 t d t, \quad 0 \leq t^{2}<\infty \\
& =\frac{1}{\sqrt{v} B\left(\frac{1}{2}, \frac{v}{2}\right)} \cdot \frac{1}{\left[1+\frac{t^{2}}{v}\right]^{(v+1) / 2}} d t,-\infty<t<\infty
\end{aligned}
$$

the factor 2 disappearing since the total probability in the range $(-\infty, \infty)$ is unity. This is the probability function of Student's $t$-distribution with $v$ d.f. Hence we have the following relation between $t$ and $F$ distributions.
'If a statistic $t$ follows Student's $t$ distribution with $n d . f .$, then $t^{2}$ follow's Snedecor's F-distribution with (1, n) d.f. Symbolically,

$$
\left.\begin{array}{ll}
\text { if } & t \sim t_{(n)}  \tag{14-19}\\
\text { then } & t^{2} \sim F_{(1, n)}
\end{array}\right\}
$$

Aliter Proof of (14-19). If $\xi \sim N(0,1)$ and $X \sim \chi^{2}(n)$ are independent r.v.'s then :

$$
U=\xi^{2} \sim \chi^{2}(1)
$$

[Square of a S.N.V.]
and

$$
t=\frac{\xi}{\sqrt{X / n}} \sim t_{(n)}
$$

$$
\Rightarrow \quad t^{2}=\frac{\xi^{2}}{(X / n)}=\frac{\left(\xi^{2} / 1\right)}{(X / n)},
$$

being the ratio of two independent chi-square variates divided by their respective degrees of freedom is $F(1, n)$ variate.
Hence $\quad t^{2} \sim F(1, n)$
With the help of relation (14.19), all the uses of $t$-distribution can be regarded as the applications of $F$-distribution also, e.g., for test for a single mean, instead of computing

$$
t=\frac{\bar{x}-\mu}{S / \sqrt{n}},
$$

we may compute

$$
F=t^{2}=\frac{n(\bar{x}-\mu)^{2}}{S^{2}}
$$

and then apply- $F$-test with $(1, n)$ dif. and so on.
Similarly,we can write the test statistic $F$ from § 14.2.9, § 14.2.10 and § 14.2.11 for testing the-significance of an observed sample correlation coefficient, regression coefficient and partial correlation coefficient respectively.

Example 14.23. Given : $P[F(10,12)>2.753]=0.05$

$$
=P[F(1,12)>4.747]
$$

find $\quad P\left[F(12,10)>(2.753)^{-1}\right]$, and $P\left[-\sqrt{4.747}<t_{12}<\sqrt{4.747}\right]$

## Solution.

$$
\begin{aligned}
P\left[F(12,10)>(2.753)^{-1}\right] & =P\left[\frac{1}{F(12,10)}<2.753\right] \\
& =P[F(10,12)<2.753] \\
& =1-P[F(10,12)>2.753] \\
& =1-0.05=0.95 \\
P\left[-\sqrt{4.747}<t_{12}<\sqrt{4.747}\right] & =P\left(t^{2} 12<4.747\right) \\
& =P[F(1,12)<4.747)] \\
& =1-P[F(1,12)>4.747] \\
& =1-0.05=0.95
\end{aligned}
$$

14.5.7. Relation between $F$ and $\chi^{2}$. In $F\left(n_{1}, n_{2}\right)$ distribution if we let $n_{2} \rightarrow \infty$, then $\chi^{2}=n_{1} F$ follows $\tilde{\chi}^{2}$-distribution with $n_{1}$ d.f.

Proof. We have

$$
p(F)=\frac{\left(n_{1} / n_{2}\right)^{n_{1} / 2} F^{\left(n_{1} / 2\right)-1}}{\Gamma\left(n_{1} / 2\right) \Gamma\left(n_{2} / 2\right)} \cdot \frac{\left.\Gamma\left(n_{1}+n_{2}\right) / 2\right]}{\left[1+\frac{n_{1}}{n_{2}} F\right]^{\left(n_{1}+m_{2} / 2\right.}}, 0<F<\infty
$$

In the limit ăs $n_{2} \rightarrow \infty$,we have

$$
\begin{gathered}
\frac{\left.\Gamma\left(n_{1}+n_{2}\right) / 2\right]}{n_{2}^{n_{1} / 2} \Gamma\left(n_{2} / 2\right)} \rightarrow \frac{\left(n_{2} / 2\right)^{n_{1} / 2}}{n_{2}^{n_{2}^{\prime 2}}}=\frac{1}{2^{n^{n_{1} / 2}}} \\
{\left[\because \frac{\Gamma(n+k)}{\Gamma(n)} \rightarrow n^{k} \text { as } n \rightarrow \infty .(c . f . \text { Remark below. })\right]} \\
\text { Also } \lim _{n_{2} \rightarrow \infty}\left[1+\frac{n_{1}}{n_{2}} F\right]^{\left(n_{1}+n_{2}\right) / 2}=\lim _{n_{2} \rightarrow \infty}\left[\left(1+\frac{n_{1}}{n_{2}} F\right)^{n_{2}}\right]^{1 / 2} \\
\times \lim _{n_{2} \rightarrow \infty}\left(1+\frac{n_{1}}{n_{2}} F\right)^{n_{1} / 2} \\
\left.=\exp \left(n_{1} F / 2\right)=\exp \left(\chi^{2} 2\right) \quad n_{1} F \leq \chi^{2}\right)
\end{gathered}
$$

Hence in the limit,the p.d.f. of $\chi^{2}=n_{1} F$ becomes

$$
\begin{aligned}
d P\left(\chi^{2}\right) & =\frac{\left(n_{1} / 2\right)^{n_{1} / 2} e^{-x^{2} / 2}}{\Gamma\left(n_{1} / 2\right)} \cdot\left(\frac{x^{2}}{n_{1}}\right)^{\left(n_{1} / 2\right)-1} d\left(\frac{x^{2}}{n_{1}}\right) \\
& =\frac{1}{2^{n_{1} / 2} \Gamma\left(n_{1} / 2\right)} \cdot e^{-x^{2} / 2}\left(x^{2}\right)^{\left(n_{1} / 2\right)-1} d x^{2}, 0<\chi^{2}<\infty
\end{aligned}
$$

which is the p.d.f. of chi-square distribution with $n_{1}$ d.f.

Remark, $\lim _{n \rightarrow \infty} \frac{\Gamma(n+k)}{\Gamma(n)}=\lim _{n \rightarrow \infty} \frac{(n+k-1)!}{(n-1)!}$, (for large $n$ )

$$
\simeq \lim \frac{\sqrt{2 \pi} e^{-(n+k-1)}(n+k-1)^{n+k-(1 / 2)}}{\sqrt{2 \pi} e^{-(n-1)}(n-1)^{n-(1 / 2)}}
$$

(On using Stirling's approximation for $n!$ as $n \rightarrow \infty$.)

$$
\begin{aligned}
& =e^{-k} \lim _{n \rightarrow \infty} \frac{n^{n+k-\frac{1}{2}}\left(1+\frac{k-1}{n}\right)^{n+k-\frac{1}{2}}}{n^{n-\frac{1}{2}}\left(1-\frac{1}{n}\right)^{n-\frac{1}{2}}} \\
& =e^{-k} n^{k} \frac{\lim _{n \rightarrow \infty}\left(1+\frac{k-1}{n}\right)^{n} \lim _{n \rightarrow \infty}\left(1+\frac{k-1}{n}\right)^{k-\frac{1}{2}}}{\lim _{n \rightarrow \infty}\left(1-\frac{1}{n}\right)^{n} \lim _{n \rightarrow \infty}\left(1-\frac{1}{n}\right)^{-\frac{1}{2}}}
\end{aligned}
$$

$$
=e^{-k} n^{k}\left[\frac{e^{(k-1)} \cdot 1}{e^{-1} \cdot 1}\right]=n^{k}
$$

$$
\lim _{n \rightarrow \infty} \frac{\Gamma(n+k)}{\Gamma n} \stackrel{\vdots}{=} n^{k}
$$

14.5.8. F-test for Testing the Significance of an Observed Multiple Correlation Coefficient. If $R$ is the observed multiple correlation coefficient of a variate with $k$ other variates in a random sample of size $n$ from a $(k+1)$ variate population, then Prof. R.A. Fisher proved that under the null hypothesis $\left(H_{0}\right)$ that the multiple correlation coefficient in the population is zero, the statistic

$$
\begin{equation*}
F=\frac{R^{2}}{1-R^{2}} \cdot \frac{n-k-1}{k} . \tag{14-...}
\end{equation*}
$$

conforms to $F$-distribution with ( $k, n-. k-1$ ) d.f.
14.5.9. F-test for significance of an observed sample correlation Ratio $\eta_{Y X}$. Under the null hypothesis that population correlation ratio is zero, the test statistic is

$$
\begin{equation*}
F=\frac{\eta^{2}}{1-\eta^{2}} \cdot \frac{N-h}{h-1} \sim F(h-1, N-h) . \tag{14.21}
\end{equation*}
$$

where $N$ is the size of the sample (from a bi-variate normal population) arranged in $h$ arrays.
14.5-10. F-test for Testing the Linearity of Regression. For a sample of size $N$ arranged in $h$ arrays, from a bi-variate normal population, the test statistic for testing the hypothesis of linearity of regression is .

$$
\begin{equation*}
F=\frac{\eta^{2}-r^{2}}{1-\eta^{2}} \frac{N-h}{h-2} \sim F(h-2, N-h) \tag{14-22}
\end{equation*}
$$

14.5.11. F-test for Equality of: Several Means. This test is carried out by the technique of Analysis of Variance, which plays a very important and fundamental role in Design of Experiments in Agricultural Statistics.
14.5. Non-Central F-distribution. The ratio of two independent $\boldsymbol{\chi}^{\mathbf{2}}$ variates each divided by the corresponding d.f. has a non-central $F$-distribution if the numerator has a non-central $\chi^{2}$-distribution and the denominator has a central $\chi^{2}$-distribution. Thus, if $X$ has a non-central $\chi^{2}$-distribution with $n_{1}$ d.f. and noncentrality parameter $\lambda$, i.e., if $X \sim \chi^{\prime 2} n_{1}$ and $Y$ is an independent (central) $\chi^{2}$-variate witı $n_{2}$ d.f. i.e., if $Y \sim \chi^{2} n_{2}$, then the non-central $F$-statistic is defined as:

$$
F^{\prime}=\frac{X / n_{1}}{Y / n_{2}}=\frac{n_{2} X}{n_{1} Y}
$$

p.d.f. of $\mathbf{F}^{\boldsymbol{\prime}}$. Since $X$ and $Y$ are independent, their joint p.d.f. is given by .

$$
\begin{aligned}
& p(x, \dot{y})=p_{1}(x) . p_{2}(y)=\left[\sum_{i=0}^{\infty} \frac{e^{-\lambda} \lambda^{i}}{i!} \cdot \frac{e^{-x / 2} x^{\left(n_{1} / 2\right)+i-1}}{2^{\left(n_{1}+2 i\right) / 2} \Gamma\left[\left(n_{1}+2 i\right) / 2\right]}\right] \\
& \times \frac{e^{-y!2} y\left(n_{2} / 2\right)-1}{2^{n / 2} \Gamma\left(n_{2} / 2\right)} ; 0 \leq(x, y)<\infty .
\end{aligned}
$$

Let us transform to the new set of r.v.'s $F^{\prime}$ and $U$ defined by the transformation:

$$
\begin{gathered}
F^{\prime}=\frac{n_{2} x}{n_{1} y} \text { and } u=y \Rightarrow y=u, x=\frac{n_{1} u F^{\prime}}{n_{2}} \\
\prime J=\frac{\partial(x, y)}{\partial\left(F^{\prime}, u\right)}=\left|\begin{array}{cc}
\frac{n_{1}}{\dot{n}_{2}} u & \frac{n_{1}}{n_{2}} F^{\prime} \\
0 & 1
\end{array}\right|=\frac{n_{1}}{n_{2}} u
\end{gathered}
$$

The joint p.d.f. of $F^{\prime}$ and $U$ is given by

$$
\begin{array}{r}
g\left(F^{\prime}, u\right)=\left\{\sum_{i=0}^{\infty} \frac{e^{-\lambda} \lambda^{i}}{i!} \frac{\exp }{} \frac{\left[-\frac{n_{1} u F^{\prime}}{2 n_{2}}\right] \cdot\left(\frac{n u F^{\prime}}{n_{2}}\right)^{\left(n_{1} / 2\right)+i-1}}{\left.2^{i+\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{2} / 2\right) \Gamma \dot{j}\left(n_{1}+2 i\right) / 2\right]}\right\} \\
\\
\times e^{-\omega / 2 u^{(n 2 / 2)-1} \cdot\left(\frac{n_{1}}{n_{2}}\right) u} \\
=\frac{n_{1}}{n_{2}} \sum_{i=0}^{\infty}\left\{\frac{e^{-\lambda} \lambda^{i}}{i!} \frac{\left(\frac{n_{1}}{n_{2}} F^{\prime}\right)^{\left(n_{1} / 2\right)+i-1}}{2^{i+\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{2} / 2\right) \Gamma\left[\left(n_{1}+2 i\right) / 2\right]}\right. \\
\left.\times \exp \left[-\frac{u}{2}\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)\right] \cdot u^{\frac{n_{1}+n_{2}}{2}+i-1}\right\} \\
0 \leq F^{\prime}<\infty, 0<u<\infty
\end{array}
$$

Integrating it w.r.t. $u$ between the limits 0 to $\infty$ and using Gamma Integral, we obtain the marginal p.d.f. of $F^{\prime}$ as

$$
\begin{align*}
& g\left(F^{\prime}\right)= \frac{n_{1}}{n_{2}} \sum_{i=0}^{\infty}\left\{\frac{e^{-\lambda} \lambda^{i}}{i!} \frac{\left(\frac{n_{1}}{n_{2}} F^{\prime}\right)\left(n_{1} / 2\right)+i-1}{2^{i+\left(n_{1}+n_{2}\right) / 2} \Gamma\left(n_{2} / 2\right) \Gamma\left[\left(n_{1}+2 i\right) / 2\right]}\right. \\
&\left.\times \frac{\Gamma\left(\frac{n_{j}+n_{2}}{2}+i\right)}{\left[\frac{1}{2}\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)\right]^{i+\left(n_{1}+n_{2}\right) / 2}}\right\} \\
&=\frac{n_{1}}{n_{2}} \sum_{i=0}^{\infty}\left\{\begin{array}{l}
\frac{e^{-\lambda} \lambda^{i}}{i!}\left(\frac{\left(\frac{n_{1}}{n_{2}} F^{\prime}\right)\left(n_{1} / 2\right)+i-1}{B\left(\frac{n_{1}}{2}+i, \frac{n_{2}}{2}\right)}\right. \\
\left.\times \frac{1}{\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)^{i+\left(n_{1}+n_{2}\right) / 2}}\right\} ; 0 \leq F^{\prime}<\infty \quad \ldots(14 \cdot 23)
\end{array}\right.
\end{align*}
$$

Remarks. 1. For $\lambda=0$, we get

$$
g\left(F^{\prime}\right)=\frac{n_{1}}{n_{2}} \frac{1}{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)} \cdot \frac{\left(\frac{n_{1}}{n_{2}} F^{\prime}\right)^{\left(n_{1} / 2\right)-1}}{\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)^{\left(n_{1}+n_{2}\right) / 2}} ; 0 \leq F^{\prime}<\infty,
$$

since for $\lambda=0$, we get the contribution from the sum only when $i=0$ and all other terms vanish. Thus for $\lambda=0, g(F)$ reduces to the p.d.f. of central $F$ distribution with $\left(n_{1}, n_{2}\right)$ d.f.
2. The hyper-geometric function of first kind is defined by

$$
\begin{align*}
& { }_{1} F_{1}(a, b, y)=\sum_{i=0}^{\infty} \frac{\Gamma(a+i) \Gamma b}{\Gamma a \Gamma(b+i)} \cdot \frac{y^{i}}{i!} \\
& \therefore \quad \dot{F}_{1} \dot{F}_{1}\left(\frac{n_{1}+n_{2}}{2}, \frac{n_{1}}{2}, \frac{\lambda n_{1} F^{\prime}}{n_{2}\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)}\right) \\
& \\
& =\sum_{i=0}^{\infty} \frac{\Gamma\left(\frac{n_{1}+n_{2}}{2}+i\right) \Gamma\left(\frac{n_{1}}{2}\right)}{\Gamma\left(\frac{n_{1}+n_{2}}{2}\right) \Gamma\left(\frac{n_{1}}{2}+i\right)} \times \frac{\left(\lambda n_{1} F^{\prime}\right)^{i}}{\left[n_{2}\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)\right]^{i}} \times \frac{1}{i!}
\end{align*}
$$

$$
\begin{aligned}
& =\sum_{i=0}^{\infty} \frac{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right)}{B\left(\frac{n_{1}}{2}+i, \frac{n_{2}}{2}\right)} \cdot \frac{\lambda^{i}}{i!} \frac{\left(\frac{n_{1}}{n_{2}}\right)^{i} F^{\prime i}}{\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)^{i}} \\
& B=\frac{e^{-\lambda} \cdot\left(\frac{n_{1}}{n_{2}}\right)^{n_{1} / 2}\left(F^{\prime}\right)^{\frac{n_{1}}{2}-1}}{B\left(\frac{n_{1}}{2}, \frac{n_{2}}{2}\right) \cdot\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)^{\frac{n_{1}+n_{2}}{2}}} \times \times_{1} F_{1} \cdot\left(\frac{n_{1}+n_{2}}{2}, \frac{n_{1}}{2}, \frac{\lambda n_{1} F^{\prime}}{n_{2}\left(1+\frac{n_{1}}{n_{2}} F^{\prime}\right)}\right)
\end{aligned}
$$

3 It can be easily proved that the mean of $F_{n_{1}, n_{2}}^{\prime}$ is given by

$$
\begin{align*}
E\left(F^{\prime}\right) & =\int_{0}^{\infty} F^{\prime} g\left(F^{\prime}\right) d F^{\prime} \\
& =\sum_{i=0}^{\infty}\left[\frac{e^{-\lambda} \lambda^{i}}{i!} \cdot \frac{n_{2}\left(n_{1}+2 i\right)}{n_{1}\left(n_{2}-2\right)}\right] ; n_{2}>2
\end{align*}
$$

If $\lambda=0$ (in which case we get contribution from the sum only when $i=0$ ), we get $E\left(F^{\prime}\right)=\frac{n_{2}}{n_{2}-2}$,
which is the mean of central $F$-distribution with $\left(n_{1}, n_{2}\right)$ d.f.
14.7. Fisher's z-distribution. In G.W. Snedecor's F-distribution with $\left(v_{1}, v_{2}\right)$ d.f., if we put

$$
F=\exp (2 Z) \quad \Rightarrow \quad Z=\frac{1}{2} \log _{e} F
$$

The distribution of $Z$ becomes-

$$
\begin{align*}
g(z)= & p(F) \cdot\left|\frac{d F}{d z}\right| \\
= & \frac{\left(v_{1} / v_{2}\right)^{v_{1} / 2}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \cdot \frac{\left(e^{2 z}\right)^{\left(v_{1} / 2\right)-1} 2 e^{2 z}}{\left[1+\frac{v_{1}}{v_{2}} e^{2 z}\right]^{\left(v_{1}+v_{2}\right) / 2}} \\
= & 2 \frac{\left(v_{1} / v_{2}\right)^{v_{1} / 2}}{B\left(\frac{v_{1}}{2}, \frac{v_{2}}{2}\right)} \cdot \frac{e^{v_{1} z}}{\left[1+\frac{v_{1}}{v_{2}} e^{2 z}\right]^{\left(v_{1}+v_{2}\right) / 2}} ;-\infty<z<\infty \tag{14.25}
\end{align*}
$$

which is the probability function of Fisher's $z$-distribution with $\left(v_{1}, v_{2}\right)$ d.f. The tables of significant values $z_{0}$ of $z$ which will be exceeded in random sampling with probabilities 0.05 and $0 .\left(1 i\right.$, i.e., $P\left(z>z_{0}\right)=0.05$ and $P\left(z>z_{0}\right)=0.01$
corresponding to various d.f. ( $\grave{v}_{1}, v_{2}$ ) were published by Fisher (c.f. Statistical Methods for Research Workers) in 1925. From these tables, Snedecor.(1934-38) by using (14.24) deduced the tables of significant values of the variance ratio which he denoted by $F$ in honour of Prof: R.A. Fisher.

Remark. With the help of relation (14.24), all the applications of $F$-distribution may be regarded as the applications of $z$-distribution also.
14.7.1. Moment Generating Function of z-distribution.

$$
\begin{aligned}
M_{\mathrm{Z}}(t) & =E\left(e^{t Z}\right)=\int_{-\infty}^{\infty} e^{t z} g(z) d z \\
& =\int_{0}^{\infty} F^{12} f(F) d F
\end{aligned} \quad\left[\because e^{2 z}=F\right]
$$

Since $\mu_{r}^{\prime}$ (about origin) for $F$-distribution is $\int_{0}^{\infty} F^{r} f(F) d F$, we can find m.g.f. of the $z$-distribution by putting $r=t / 2$ in the expression for $\mu_{r}^{\prime}$ for $F$-distribution.
Hence $\quad M_{Z}(t)=\left(\frac{v_{2}}{v_{1}}\right)^{\prime 2} \cdot \frac{\Gamma\left[\left(v_{1}+t\right) / 2\right] \Gamma\left[\left(v_{2}-t\right) / 2\right\}}{\Gamma\left(v_{1} / 2\right) \Gamma\left(v_{2} / 2\right)}$ [c.f. Equation (14.15)]
$\Rightarrow \quad K_{\mathrm{Z}}(t)=\log M_{\mathrm{Z}}(t)$

$$
\begin{aligned}
& =\frac{t}{2}\left[\log v_{2}-\log v_{1}\right]+\log \Gamma\left\{\left(v_{1}+t\right) / 2\right\} \\
& \quad+\log \Gamma\left\{\left(v_{2}-t\right) / 2\right]-\log \Gamma\left(v_{1} / 2\right)-\log \Gamma\left(v_{2} / 2\right)
\end{aligned}
$$

Using Stirling's approximation for $n!$, when $n$ is large, viz.,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \Gamma(n+1)=\lim _{n \rightarrow \infty} n!\approx \cdot \sqrt{2 \pi} e^{-n} n^{n+\frac{1}{2}} \\
& \Rightarrow \quad \log \Gamma(n+1)=\left(n+\frac{1}{2}\right) \log n-n+\log \sqrt{n \pi}, \text { we get } \\
& \kappa_{1}=\mu_{1}=\frac{1}{2}\left(\frac{1}{v_{2}}-\frac{1}{v_{1}}\right) \\
& \kappa_{2}=\mu_{2}=\frac{1}{2}\left(\frac{1}{v_{2}}+\frac{1}{v_{1}}+\frac{1}{v_{1}^{2}}+\frac{1}{v_{2}^{2}}\right) \\
& \kappa_{3}=\mu_{3}=\frac{1}{2}\left[\left(\frac{1}{v_{2}^{2}}-\frac{1}{v_{1}^{2}}\right)+\left(\frac{1}{v_{2}^{3}}+\frac{1}{v_{1}^{3}}\right)\right] \\
& \kappa_{4}=\mu_{4}-3 \mu_{2}{ }^{2}=\frac{1}{v_{1}^{3}}+\frac{1}{v_{2}^{3}}+3\left(\frac{1}{v_{1}^{4}}+\frac{1}{v_{2}^{4}}\right),
\end{aligned}
$$

whence $\beta_{1}$ and $\beta_{2}$ can be found.

Remark. $z$-distribution tends to normal distribution with mean $\frac{1}{2}\left(\frac{1}{v_{2}}-\frac{1}{v_{1}}\right)$ and variance $\frac{1}{2}\left(\frac{1}{v_{1}}+\frac{1}{v_{2}}\right)$, as $v_{1}$ and $v_{2}$ become large.
14.8. Fisher's z-transformation. To test the significance of an observed sample correlation coefficient from an uncorrelated bivariate normal population, $t$-teșt ( $c f . \S 14 \cdot 2 \cdot 10$ ) is used. But in random sample of size $n_{i}$ from a bivariate normal population in which $\rho \neq 0$, Prof. R.A. Fisher proved that the distribution of 'r' is by no means normal and in the neighbourhood of $\rho= \pm 1$, its probability curve is extremely skewed even for large $n$. If $\rho \neq 0$, Fisher suggested the following transformation

$$
Z=\frac{1}{2} \log _{e} \frac{1+r}{1-r}=\tanh ^{-1} r
$$

and proved that even for small samples, the distribution of $\mathbf{Z}$ is approximately normal with mean

$$
\begin{equation*}
\xi=\frac{1}{2} \log _{e} \frac{1+\rho}{1-\rho}=\tanh ^{-1} \rho \tag{a}
\end{equation*}
$$

and variance $1 /(n-3)$ and for large values of $n$, șay $>50$, the approximation is fairly good.
$z$-transformation has the following applications in Statistics.
(1) To test if an observed value of ' $r$ ' differs significantly from a hypothetical value $\rho$ of the population correlation coefficient.
$H_{0}$ : There is no significant difference between $r$ and $\rho$. In other words, the given sample has been drawn from a bivariate normal population with correlation coefficient $\rho$.

If we take

$$
Z=\frac{1}{2} \log _{e}\{(1+r) /(1-r)\} \text { and } \xi=\frac{1}{2} \log _{e}\{(1+\rho) /(1-\rho)\}
$$

then under $H_{0}$,

$$
Z \sim N\left(\xi, \frac{1}{n-3}\right) \Rightarrow \frac{Z-\xi}{\sqrt{1 /(n-3)}} \sim N(0,1)
$$

Thus if $(Z-\xi) \sqrt{(n-3)}>1.96, H_{0}$ is rejected at $5 \%$ level of significance and if it is greater than $2.58, H_{0}$ is rejected at $1 \%$ level of significance, where $Z$ and $\xi$ are defined in (14-26) and (14.26a).

Remark. $Z$ defined in equation (14.26). should not be confused with the $Z$ used in Fisher's z-distribution (c.f. § 14.7).

Example 14.24. A correlation coefficient of 0.72 is obtained from a sample of 29 pairs of observations.
(i) Can the sample be regarded as drawn from a bivariate normal population in which true correlation coefficient is 0.8 ?
(ii) Obtain $95 \%$ confidence limits for $\rho$ in the light of the informationprovided by the sample.

Solition. (i) $H_{0}$ : There is no, significant difference between $r=0.72$; and
$\rho=0.80$, i.e., the sample can be regarded as drawn from the bivariate normal population with $\rho=0.8$.

Here

$$
\begin{aligned}
Z & =\frac{1}{2} \log _{e}\left(\frac{1+r}{1-r}\right)=1.1513 \log _{10}\left(\frac{1+r}{1-r}\right) \\
& =1.1513 \log _{10} 6.14=0.907 \\
\xi & =\frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right)=1.1513 \log _{10} \frac{(1+0.8)}{(1-0.8)} \\
& =1.1513 \times 0.9541=1.1 \\
\text { S.E. }(Z) & =\frac{1}{\sqrt{n-3}}=\frac{1}{\sqrt{26}}=0.196
\end{aligned}
$$

Under $H_{0}$, the test statistic is

Now

$$
\begin{aligned}
U & =\frac{Z-\xi}{1 / \sqrt{n-3}} \sim N(0,1) \\
U & =\frac{(0.907-1 \cdot 100)}{0.196}=-0.985
\end{aligned}
$$

Since $|\dot{U}|<1.96$, it is not significant at $5 \%$ level of significance and $H_{0}$ may be accepted. Hence the sample may be regarded as coming from a bivariate normal population with $\rho=0.8$.
(ii) $95 \%$ confidence limits for $\rho$ on the basis of the information supplied by the sample, are given by

$$
\begin{array}{rlrl} 
& & |U| & \leq 1.96 \\
& & |Z-\xi| & \leq 1.96 \times \frac{1}{\sqrt{n-3}}=1.96 \times 0.196 \\
\Rightarrow & |0.907-\xi| & \leq 0.384 \\
\Rightarrow & 0.907-0.384 & \leq \xi \leq 0.907+0.384 \\
\Rightarrow & & 0.523 & \leq \xi \leq 1.291 \\
\Rightarrow & & 0.523 & \leq \frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right) \leq 1.291 \\
\Rightarrow & & 0.523 & \leq 0.1513 \log _{10}\left(\frac{1+\rho}{1-\rho}\right) \leq 1.291 \\
\Rightarrow & & \frac{0.523}{1.1513} \leq \log _{10}\left(\frac{1+\rho}{1-\rho}\right) \leq \frac{1.291}{1.1513} \\
\Rightarrow & & 0.4543 & \leq \log _{10}\left(\frac{1+i}{1-\rho}\right) \leq 1.1213 \tag{}
\end{array}
$$

Now $\quad \log _{10}\left(\frac{1+\rho}{1-\rho}\right)=0.4543^{\circ} \quad$ and $\log _{10}\left(\frac{1+\dot{\rho}}{1-\dot{\rho}}\right)=1.1213$
$\Rightarrow \frac{1+\rho}{1-\rho}=\operatorname{Antilog}(0.4543)=2.846 \Rightarrow \frac{1+\rho}{1-\rho}=\operatorname{Antilog}(1.1213)=13.22$
$\Rightarrow \rho=\frac{2.846-1}{2 \cdot 846+1}=\frac{1.846}{3 \cdot 846}=0.4799 . \quad \Rightarrow \rho=\frac{13 \cdot 22-1}{13 \cdot 22+1}=\frac{12 \cdot 22}{14 \cdot 22}=0.86$

Hence, substituting in (*) we get $0.48 \leq \rho \leq 0.86$
(2) To test the significance of the difference between two independent sample correlation coefficients. Let $r_{1}$ and $r_{2}$ be the sample correlation coefficients observed in two independent samples of sizes $n_{1}$ and $n_{2}$ respectively then

$$
Z_{1}=\frac{1}{2} \log _{e}\left(\frac{1+r_{1}}{1-r_{1}}\right) \text { and } Z_{2}=\frac{1}{2} \log _{e}\left(\frac{1+r_{2}}{1-r_{2}}\right)
$$

Under the null hypothesis $H_{0}$ : that sample correlation coefficients $d Q$, not differ significantly, i.e., the samples are drawn from the same bivariate normal population or from different populations with same correlation coefficient $\rho$, (say), the statistic

$$
Z=\frac{\left(Z_{1}-Z_{2}\right)-E\left(Z_{1}-Z_{2}\right)}{S . E .\left(Z_{1}-Z_{2}\right)} \sim N(0,1)
$$

Now

$$
\begin{aligned}
& E\left(Z_{1}-Z_{2}\right)=E\left(Z_{1}\right)-E\left(Z_{2}\right)=\xi_{1}-\xi_{2}=0 \\
& \left.\quad\left[\because \xi_{1}=\xi_{2}=\frac{1}{2} \log _{e} \frac{1+\rho}{1-\rho}\left(\text { under } H_{0}\right)\right]\right]
\end{aligned}
$$

and S.E. $\left(Z_{1}-Z_{2}\right)=\sqrt{V\left(Z_{1}\right)+V\left(Z_{2}\right)}$
[Covariance term vanishes since samples are independent]

$$
=\sqrt{\left\{\frac{1}{n_{1}-3}+\frac{1}{n_{2}-3}\right\}}
$$

Under $H_{0}$, the test statistic is

$$
Z=\frac{Z_{1}-Z_{2}}{\sqrt{\left\{\frac{1}{n_{1}-3}+\frac{1}{n_{2}-3}\right\}}} \sim N(0,1)
$$

By comparing this value with 1.96 or $2.58, H_{0}$ may be accepted or rejected at $5 \%$ and $1 \%$ level of significance respectively.
(3) To obtain pooled estimate of $\rho$. Let $r_{1}, r_{2}, \ldots, r_{k}$ be observed correlation coefficients in $k$-independent samples of sizes $n_{1}, n_{2}, \ldots, n_{k}$ from a bivariate normal population. The problem is to combine these estimates of $\rho$ to get a poled estimate for the parameter.

If we take $\quad Z_{i}=\frac{1}{2} \log _{e}\left(\frac{1+r_{i}}{1-r_{i}}\right) ; i=1,2, \ldots, k$
then $Z_{i} ; i=1,2, \ldots, k$ are independent normal variates with variances $\frac{1}{\left(n_{i}-3\right)}$; $i=1,2, \ldots, k$ and common mean

$$
\xi=\frac{1}{2} \log _{e}\left(\frac{1+\rho}{1-\rho}\right)
$$

The weighted mean (say $\bar{Z}$ ) of these $Z_{i}$ 's is given by

$$
\bar{Z}=\sum_{i=1}^{k} w_{i} Z_{i} / \sum_{i=1}^{k} w_{i}
$$

where $w_{i}$ is the weight of $Z_{i}$.
Now $\bar{Z}$ is also an unbiased estimate of $\xi$, since

$$
\begin{aligned}
& E(\bar{Z})=\frac{1}{\sum w_{i}}\left[E \sum_{i=1}^{k} w_{i} Z_{i}\right]=\frac{1}{\sum w_{i}}\left[\sum w_{i} E\left(Z_{i}\right)\right]=\frac{1}{\sum w_{i}}\left[\sum w_{i} \xi\right]=\xi \\
& \text { and } V(\bar{Z})=\frac{1}{\left(\sum w_{i}\right)^{2}} V\left[\sum w_{i} Z_{i}\right]=\frac{1}{\left(\sum w_{i}\right)^{2}}\left[\sum w_{i}^{2} V\left(Z_{i}\right)\right]
\end{aligned}
$$

The weights $w_{i}^{\prime} s,(i=1,2, \ldots, n)$ are so chosen that $\bar{Z}$ has minimum variance.
-In order that $V,(\bar{Z})$ is minimum for variations in $w_{i}$, we should have

$$
\begin{array}{ll} 
& \frac{\partial}{\partial w_{i}} V(\bar{Z})=0 ; i=1,2, \ldots, k \\
\Rightarrow & \frac{\left(\sum w_{i}\right)^{2} 2 w_{i} V\left(Z_{i}\right)-\left[\sum_{i} w_{i}^{2} V\left(Z_{i}\right)\right] 2\left(\sum_{i} w_{i}\right)}{\left(\sum w_{i}\right)^{4}}=0 \\
\Rightarrow & w_{i} V\left(Z_{i}\right)=\frac{\sum w_{i}^{2} V\left(Z_{i}\right)}{\sum w_{i}}, \text { a constant. } \\
\therefore \quad & w_{i} \propto \frac{1}{V\left(Z_{i}\right)}=\left(n_{i}-3\right) ; i=1,2, \ldots, k \tag{}
\end{array}
$$

Hence the minimum variance estimate of $\xi$ is given by

$$
\begin{equation*}
\bar{Z}=\frac{\sum_{i=1}^{k} w_{i} Z_{i}}{\sum_{i=1}^{k} w_{i}}=\frac{\sum_{i=1}^{k}\left(n_{i}-3\right) Z_{i}}{\sum_{i=1}^{k}\left(n_{i}-3\right)} \tag{*}
\end{equation*}
$$

jand the best estimate of $\rho$ is then given by

$$
\begin{equation*}
\bar{Z}=\frac{1}{2} \log _{e} \frac{1+\rho}{1-\rho} \Rightarrow \hat{\rho}=\tanh \left[\frac{\Sigma\left(n_{i}-3\right) Z_{i}}{\Sigma\left(n_{i}-3\right)}\right] \tag{c.f.§13.9.1}
\end{equation*}
$$

Remark. Minimum variance of $\overline{\bar{Z}}$ is given by

$$
[V(\bar{Z})\}_{\text {min }}=\frac{\sum\left\{\left(n_{i}-3\right)^{2}\left(\frac{1}{n_{i}-3}\right)\right\}}{\left\{\sum\left(n_{i}-3\right)\right\}^{2}}=\frac{\sum\left(n_{i}-3\right)}{\left\{\sum\left(n_{i}-3\right)\right\}^{2}}=\frac{1}{\sum_{i=1,1}^{k}\left(n_{i}-3\right)}
$$

## Statistical Inference-I (Theory of Estimation)

15.1. Introduction. The theory of estimation was founded by Prof. R.A. Fisher in a series of fundamental papers round about 1930.

Parameter Space. Let us consider a random variable $X$ with p.d.f. $f(x, \theta)$. In most common applications, though not always, the functional form of the population distribution is assumed to be known except for the value of some unknown parameter(s) $\theta$ which may take any value on a set $\theta$. This is expressed by writing the p.d.f. in the form $f(\dot{x}, \theta), \theta \in \Theta$. The set $\theta$, which is the set of all possible values of $\theta$ is called the parameter space. Such a situation gives rise not to one probability distribution but a family of probability distributions which we write as $\left\{f(x, \theta), \theta \in \Theta\right.$ \}. For example if $X \sim N\left(\mu, \sigma^{2}\right)$, then the parameter space

$$
\Theta=\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty ; 0<\sigma<\infty\right\}
$$

In particular, for $\sigma^{2}=1$, the family of probability distributions is given by

$$
\{N(\mu, 1) ; \mu \in \Theta\}, \text { where } \dot{\Theta}=\{\mu:-\infty<\mu<\infty\}
$$

In the following discussion we shall consider a general family of distributions

$$
\left(f\left(x: \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right): \theta_{i} \in \Theta, i=1,2, \ldots, k\right\} .
$$

Let us consider a random sample $x_{1}, x_{2}, \ldots, x_{n}$ of size $n$ from a population, with probability function $f\left(x ; \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$, where $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ are the unknown population parameters. There will then always be an infinite number of functions of sample values, called statistics, which may be proposed as estimates of one or more of the parameters.

Evidently, the best estimate would be one that falls nearest to the true value of the parameter to be estimated. In other words, the statistic whose distribution concentrates as closely as possible near the true value of the parameter may be regarded the best estimate. Hence the basic problem of the estimation in the above case, can be formulated as follows :
'We wish to determine the functions of the sample observations:

$$
T_{1}=\hat{\theta_{1}}\left(x_{1}, x_{2}, \ldots, x_{n}\right), T_{2}=\hat{\theta}_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \ldots, T_{k}=\hat{\theta}_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right),
$$

such that their distribution is concentrated as closely as possible near the true value of the parameter.

The estimating functions are then referred to as estimators.
15.2. Characteristics of Estimators. The following are some of the criteria that should be satisfied by a good estimator.
(i) Consistency
(ii) Unbiasedness
(iii) Efficiency and
(iv) Sufficiency

We shall now, briefly, explain these terms one by one.
15.3. Consistency. An estimator $T_{n}=T\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, based on a random sample of size $n$, is said to be consistent estimator of $\gamma(\theta), \theta \in \Theta$, the parameter space, if $T_{n}$ converges to $\gamma(\theta)$ in probability.
i.e., if

$$
T_{n} \xrightarrow{p} \gamma(\theta) \text { as } n \rightarrow \infty
$$

In other words, $\mathrm{T}_{n}$ is a consistent estimator of $\gamma(\theta)$ if for every $\varepsilon>0$, $\eta>0$, there exists a positive integer $n \geq m(\varepsilon, \eta)$ such that

$$
\begin{array}{cc} 
& P\left[\left|T_{n}-\gamma(\theta)\right|<\varepsilon\right] \rightarrow 1 \text { as } n \rightarrow \infty \\
\Rightarrow & P\left[\left|T_{n}-\gamma(\theta)\right|<\varepsilon\right]>1-\eta ; \forall n \geq \cdot m
\end{array}
$$

where $m$ is some very large value of $n$.
Remãrk. If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from a population with finite mean $E X_{i}=\mu<\infty$, then by Khinchine's weak law of large numbers (W.L.L.N), we have

$$
\bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i} \xrightarrow{p} E\left(X_{i}\right)=\mu, \text { as } n \rightarrow \infty .
$$

Hence sample mean $\left(\bar{X}_{n}\right)$ is always a consistent estimator of the population mean ( $\mu$ ).
15.4. Unbiasedness. Obviously, consistency is a property concerning the behaviour of an estimator for indefinitely large values of the sample size $n$, i.e., as $n \rightarrow-\infty$. Nothing is regarded of its behaviour for finite $n$.

Morcover, if there exists a consistent estimator, say, $T_{n}$ of $\gamma(\theta)$, then infinitcly many such estimators can, be constructed, e.g.,

$$
T_{n}^{\prime}=\left(\frac{n-a}{n-b}\right) T_{n}=\left[\frac{1-(a / n)}{1-(b / n)}\right] \mathrm{T}_{n} \rightarrow \mathrm{~T}_{n} \xrightarrow{p} \gamma(\theta), \text { as } n \rightarrow \infty
$$

and hence, for different values of $a$ and $b, T_{n}^{\prime}$ is alsoconsistent for $\gamma(\theta)$.
Unbiasedness is a property associated with finite $n$. A statistic
$T_{n}=T\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, is said to be an unbiased estimator of $\gamma(\theta)$ if

$$
\begin{equation*}
E\left(T_{n}\right)=\gamma(\theta), \text { for all } \theta \in \Theta \tag{15•3}
\end{equation*}
$$

We have seen (c.f. $\S 12 \cdot 12$ ) that in sampling from a population with mean $\mu$ and variance $\sigma^{2}$,

$$
E(x)=\mu \text { and } E\left(s^{2}\right) \neq \sigma^{2} \text { but } E\left(S^{2}\right)=\sigma^{2}
$$

Hence there is a reason to prefer

$$
S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}, \text { to the sample variance } s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}
$$

Remark. If $E\left(T_{n}\right)>\theta, T_{n}$ is said to be positively biased and if $E\left(T_{n}\right)<\theta$, it is said to be negatively biased, the amount of bias $b(\theta)$ being given by

$$
b(\theta)=E\left(T_{n}\right)-\gamma(\theta), \theta \in \Theta
$$

### 15.4.1. Invariance Property of Consistent Estimators.

Theorem 15.1. If $T_{n}$ is a consistent estimator of $\gamma(\theta)$ and $\psi(\gamma(\theta))$ is a continuous function of $\gamma(\theta)$, then $\psi\left(T_{n}\right)$ is a consistent estimator of $\psi(\gamma(\theta))$.

Proof. Since $T_{n}$ is a consistent estimator of $\gamma(\theta), T_{n} \xrightarrow{p} \gamma(\theta)$ as $n \rightarrow \infty$ i.e., for every $\varepsilon>0, \eta>0, \exists$ a positive integer $n \geq m(\varepsilon, \eta)$ such that

$$
\begin{equation*}
P\left[\left|T_{n}-\gamma(\theta)\right|<\varepsilon\right]>1-\eta, \forall n \geq m \tag{}
\end{equation*}
$$

Since $\psi(\cdot)$ is a continuous function, for cvery $\varepsilon>0$, however small, $\exists a$ positive number $\varepsilon_{1}$ such that. $\left|\psi\left(T_{n}\right)-\psi(\gamma(\theta))\right|<\varepsilon_{1}$, whenever $\left|T_{n}-\gamma(\theta)\right|<\varepsilon$ i.e., $\quad\left|T_{n}-\gamma(\theta)\right|<\varepsilon \Rightarrow\left|\psi\left(T_{n}\right)-\psi(\gamma(\theta))\right|<\varepsilon_{1}$

For two events $A$ and $B$,
if $A \Rightarrow B$, then $A \subseteq B \Rightarrow P(A) \leq P(B) \Rightarrow P(B) \geq P(A) \quad \ldots\left({ }^{* * *)}\right.$
From (**) and (***), we get

$$
\begin{array}{lc} 
& P\left[\mid \psi\left(T_{n}\right)-\psi\left(\gamma(\dot{\theta}) \mid<\varepsilon_{1}\right] \geq P\left[\left|T_{n}-\gamma(\theta)\right|<\varepsilon\right]\right. \\
\Rightarrow & P\left[\mid \psi\left(T_{n}\right)-\psi\left(\gamma(\theta) \mid<\varepsilon_{1}\right] \geq 1-\eta ; \forall n \geq m \quad\right. \text { [Using (*)] } \\
\Rightarrow & \psi\left(T_{n}\right) \xrightarrow{p} \psi(\gamma(\theta)), \text { as } n \rightarrow \infty
\end{array}
$$

$$
\Rightarrow \quad \psi\left(T_{n}\right) \text { is a consistent estimator of } \gamma(\theta) .
$$

15.4.2. Sufficient Conditions for Consistency.

Theorem 15.2 Let $\left\{T_{n}\right\}$ be a sequence of estimators such that for all $\theta \in \boldsymbol{\theta}$.
(i) $E_{\theta}\left(T_{n}\right) \rightarrow \gamma(\theta), n \rightarrow \infty$
and
(ii) $\operatorname{Var}_{\theta}\left(T_{n}\right) \rightarrow 0$, as $n \rightarrow \infty$.

Then $T_{n}$ is a consistent estimator of $\gamma(\theta)$.
Proof. We have to prove that $T_{n}$ is a consistent estimator of $\gamma(\theta)$
i.e.,

$$
T_{n} \xrightarrow{p}{ }_{\rightarrow} \gamma(\theta) \text {, as } n \rightarrow \infty
$$

i.e.,

$$
\begin{equation*}
P\left[\left|T_{n}-\gamma(\theta)\right|<\varepsilon\right]>1-\eta ; \forall n \geq m(\varepsilon, \eta) \tag{15.4}
\end{equation*}
$$

where $\varepsilon$ ànd $\eta$ are arbitrarily small positive numbers and $m$ is some large value of $n$ :

Applying Chebychev's inequality to the statistic $T_{n}$, we get

$$
\begin{equation*}
P\left[\left|T_{n}-E_{\theta}\left(T_{n}\right)\right| \leq \delta\right] \geq 1-\frac{\operatorname{Var}_{\theta}\left(T_{n}\right)}{\delta^{2}} \tag{15.5}
\end{equation*}
$$

We have

$$
\left|T_{n}-\gamma(\theta)\right|=\left|T_{n}-E\left(T_{n}\right)+E\left(T_{n}\right)-\gamma(\theta)\right|
$$

$$
\begin{equation*}
\leq\left|T_{n}-E_{\theta}\left(T_{n}\right)\right|+\left|E_{\theta}\left(T_{n}\right)-\gamma(\theta)\right| \tag{15•}
\end{equation*}
$$

Now

$$
\left|T_{n}-E_{\theta}\left(T_{n}\right)\right| \leq \delta \Rightarrow\left|T_{n}-\gamma(\theta)\right| \leq \delta+\left|E_{\theta}\left(T_{n}\right)-\gamma(\theta)\right|
$$

Hence, on using ( ${ }^{* * *}$ ) of Theorem $15 \cdot 1$, we get

$$
\begin{aligned}
P\left[\left|T_{n}-\gamma(\theta)\right| \leq \delta+\left|E_{\theta}\left(T_{n}\right)-\gamma(\theta)\right|\right] & \geq P\left[\left|T_{n}-E_{\theta}\left(T_{n}\right)\right| \leq \delta\right] \\
& \geq 1-\frac{\operatorname{Var}_{\theta}\left(T_{n}\right)}{\delta^{2}}[\text { From (15.5)] } \ldots(15 \cdot 8)
\end{aligned}
$$

We are given :

$$
E_{\theta}\left(T_{n}\right) \rightarrow \gamma(\theta) \forall \theta \in \Theta \text { as } n \rightarrow \infty .
$$

Hence, for every $\delta_{1}>0, \exists$ a positive integer $n \geq n_{0}\left(\delta_{1}\right)$ such that

$$
\begin{equation*}
\left|E_{\theta}\left(T_{n}\right)-\gamma(\theta)\right| \leq \delta_{1}, \forall n \geq n_{0}\left(\delta_{1}\right) \tag{15.9}
\end{equation*}
$$

Also $\operatorname{Var}_{\theta}\left(T_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, (Given).

$$
\therefore \quad \frac{\operatorname{Var}_{\theta}\left(T_{n}\right)}{\delta^{2}} \leq \eta, \forall n \geq n_{0}^{\prime}(\eta)
$$

where $\eta$ is arbitrarily small positive number.
Substituting from ( 15.9 ) and ( 15.10 ) in (15.8), we get

$$
\begin{array}{ll} 
& P\left[\left|T_{n}-\gamma(\theta)\right| \leq \delta+\delta_{1}\right] \geq 1-\eta ; n \geq m\left(\delta_{1}, \eta\right) \\
\Rightarrow \quad & P\left[\left|T_{n}-\gamma(\theta)\right| \leq \varepsilon\right] \geq 1-\eta ; n \geq \dot{m} \\
\text { where } m=\max \left(n_{0}, n_{0}\right) \text { and } \varepsilon=\dot{\delta}+\delta_{1}>0 .
\end{array}
$$

$$
\Rightarrow \quad T_{n} \xrightarrow{p} \gamma(\dot{\theta}), \text { as } n \rightarrow \infty
$$

[Using (15-4)]
$\Rightarrow \quad T_{n}$ is a consistent estimator of $\gamma(\theta)$.
Example 15.1. $x_{1}, x_{2}, \ldots x_{n}$ is a random sample from a normal population $N(\mu, 1)$. Show that $t=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}$, is an unbiased estimator of $\mu^{2}+1$.

Solution. (a) We are given

$$
\begin{gathered}
E\left(x_{i}\right)=\mu, V\left(x_{i}\right)=1 \forall i=1,2, \ldots, n \\
E\left(x_{i}^{2}\right)=V\left(x_{i}\right)+\left\{E\left(x_{i}\right)\right\}^{2}=1+\mu^{2} \\
\text { Now } \begin{array}{l}
\text { ( } t)=E\left[\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}\right]=\frac{1}{n} \sum_{i=1}^{n} E\left(x_{i}^{2}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(1+\mu^{2}\right)=1+\mu^{2}
\end{array}
\end{gathered}
$$

Hence $t$ is an unbiased estimator of $1+\mu^{2}$.
Example 15 . 2 .' 'If $T$ is an unbiased estimator for $\theta$, show that $T^{2}$ is a biased estimator for $\theta^{2}$.

Solution. Since $T$ is an unbiased estimator for $\theta$, we have

$$
E(T)=\theta
$$

Also

$$
\operatorname{Var}(T)=E\left(T^{2}\right)-[E(T)]^{2}=E\left(T^{2}\right)-\theta^{2}
$$

$$
\Rightarrow \quad E\left(T^{2}\right)=\theta^{2}+\operatorname{Var}(T),(\operatorname{Var} T>0) .
$$

Since $E\left(T^{2}\right) \neq \theta^{2}, T^{2}$ is a biased estimator for $\theta^{2}$.
Example 15.3. Show that $\frac{\left[\sum x_{i}\left(\sum x_{i}-1\right)\right]}{n(n-1)}$ is an unbiased estimate of $\theta$, for the sample $x_{1}, x_{2}, \ldots, x_{n}$ drawn on $X$ which takes the values 1 or 0 with respective probabilities $\theta$ and $(1-\theta)$.

Solution. Since ' $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample from Bernoulli population with parameter $\theta_{\text {; }}$

$$
\begin{aligned}
T & =\sum_{i=1}^{n} x_{i} \sim B(n, \theta) \\
\Rightarrow \quad E(T)=n \theta & \text { and } \operatorname{Var}(T)=n \theta(1-\theta) \\
E\left[\frac{\sum x_{i}\left(\sum x_{i}-1\right)}{n(n-1)}\right] & =E\left[\frac{T(T-1)}{n(n-1)}\right] \\
& =\frac{1}{n(n-1)}\left[E\left(T^{2}\right)-E(T)\right] \\
& =\frac{1}{n(n-1)}\left[\operatorname{Var}(T)+\{E(T)\}^{2}-E(T)\right] \\
& =\frac{1}{n(n-1)}\left[n \theta(1-\theta)+n^{2} \theta^{2}-n \theta\right] \\
& =\frac{n \theta^{2}(n-1)}{n(n-1)}=\theta^{2}
\end{aligned}
$$

$\Rightarrow \quad\left[\sum x_{i}\left(\sum x_{i}-1\right)\right] /[n(n-1)]$ is an unbiased estimator of $\theta^{2}$.
Example 15.4; Let $X$ be distributed in the Poissòn form with parameter $\theta$. Show that the only unbiased estimator of $\exp [-(k+1) \theta], k>0$, is $T(X)=(-k)^{x}$ so that
and

$$
T(x)>0 \text { if } x \text { is even }
$$

$$
T(x)<0 \text { if } x \text { is odd. }
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1993, 1988]
Solution. $E\{T(X)\}=E\left[(-k)^{x}\right], k>0=\sum_{x=0}^{\infty}(-k)^{x}\left\{\frac{e^{-\theta} \theta^{x}}{x!}\right\}$

$$
=e^{-\theta} \sum_{x=0}^{\infty} \cdot\left[\frac{(-k \theta)^{x}}{x!}\right]=e^{-\theta} \cdot e^{-k \theta}=e^{-(1+k) \theta}
$$

$\Rightarrow T(X)=(-k)^{x}$ is an unbiased estimator for $\exp [-(1+k) \theta], k>0$.
Example 15.5. (a) Prove that in sampling from a $N\left(\mu, \sigma^{2}\right)$ population, the sample mean is a consistent estimator of $\mu$ :
(b) Prove that for Cauchy's distribution not sample mean but sample median is a consistent estimator of the population mean.

Solution. In sampling from a $N\left(\mu, \sigma^{2}\right)$ population, the sample mean $\bar{x}$ is alşonormally distributed as $N\left(\mu, \sigma^{2} / n\right)$.

$$
\Rightarrow \quad E(\bar{x})=\mu \text { and } \quad V(\bar{x})=\sigma^{2} / n
$$

Thus as $n \rightarrow \infty$,

$$
E(\bar{x})=\mu \text { and } V(\bar{x})=0
$$

Hence by Theorem 15•2, $\bar{x}$ is a consistent estimator for $\mu$.
(b) The Cauchy's population is given by the probability function

$$
d F(x)=\frac{1}{\pi} \cdot \frac{d x}{1+(x-\mu)^{2}},-\infty<x<\infty
$$

The mean of the distribution, if we conventionally agree to assume that it exists, is at $x=\mu$.

If $\bar{x}$, the sample mean is taken as an estimator of $\mu$, then the sampling distribution of $\bar{x}$ is given by

$$
\begin{equation*}
d F(\bar{x})=\frac{1}{\pi} \cdot \frac{d \bar{x}}{1+(\bar{x}-\mu)^{2}} ;-\infty<\bar{x}<\infty \tag{i}
\end{equation*}
$$

because in Cauchy's distribution, the distribution of $\bar{x}$ is same as the distribution of $x$.

Since in this case, the distribution of $\bar{x}$ is same as the distribution of any single sample observation, it does not increase in accuracy with increasing $n$. Hence we have

$$
E(\bar{x})=\mu \text { but } V(\bar{x})=V(x) \neq 0 \text {, as } n \rightarrow \infty
$$

Hence by Theorem 15•2, $\bar{x}$ is, not a consistent estimator of $\mu$ in uis case.
Consideration of symmetry of $(i)$ is enough to show that the sample median $M d$ is an unbia ed estimate of the population mean, which of course is same as the population median.

$$
\begin{equation*}
\therefore \quad E(M d)=\mu \tag{ii}
\end{equation*}
$$

Fer large $n$, the sampling distribution of median is asymptotically normal and is given by

$$
d F \propto \exp \left[-2 n f_{1}^{2}(x-\mu)^{2}\right] d x
$$

where $f_{1}$ is the median ordinate of the parent population.
i.e.,

$$
\begin{equation*}
d F \propto \exp \left\{-\frac{(x-\mu)^{2}}{1 /\left(2 n f_{1}^{2}\right)}\right\} \tag{iii}
\end{equation*}
$$

But

$$
\begin{aligned}
f_{1} & =\text { Median ordinate of }(i) \\
& =\text { Modal ordinate of }(i) \quad \text { [Because of symmetry] } \\
& =[f(x)]_{x=\mu}=\frac{1}{\pi}
\end{aligned}
$$

Hence, from (iii), the variance of the sampling distribution of median is :

$$
\begin{equation*}
V(M d)=\frac{1}{4 n f_{1}^{2}}=\frac{1}{4 n(1 / \pi)^{2}}=\frac{\pi^{2}}{4 n} \rightarrow 0 \text { as } n \rightarrow \infty \tag{iv}
\end{equation*}
$$

Hence from (ii) and (iv), using Theorem 15.2, we conclude that for Cauchy's distribution, median is a consistent estimator for $\mu$.

Example 15.6. If $X_{1}, X_{2}, \ldots, X_{n}$ are random observations on a Bernoulli variate $X$ taking the value 1 with probability $p$ and the value 0 with probability ( $1-p$ ), show that :

$$
\frac{\sum x_{i}}{n}\left(1-\frac{\sum x_{i}}{n}\right) \text { is a consistent estimator of } p(1-p) .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution. Since $X_{1}, X_{2}, \ldots, X_{n}$ are i.i.d Bernoulli variates with parameter ' $p$ ',

$$
\begin{aligned}
T & =\cdot \sum_{i=1}^{n} x_{i} \sim B(n, p) \\
\Rightarrow \quad E(T) & =n p \text { and } \operatorname{Var}(T)=n p q \\
\bar{X} & =\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}=\frac{T}{n} \\
\therefore \quad E(\bar{X}) & =\frac{1}{n} E(T)=\frac{1}{n} \cdot n p=p \\
\therefore \operatorname{Var}(\bar{X}) & =\operatorname{Var}\left(\frac{T}{n}\right)=\frac{1}{n^{2}} . \operatorname{Var}(T)=\frac{p q}{n} \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

Since $E(\bar{X}) \rightarrow p$ and $\operatorname{Var}(\bar{X}) \rightarrow 0$, as $n \rightarrow \infty ; \bar{X}$ is a consistent estimator of $p$.

$$
\text { Also } \frac{\sum x_{i}}{n}\left(1-\frac{\sum x_{i}}{n}\right)=\bar{X}(1-\bar{X}) \text {, being a polynomial in } \bar{X} \text {, is a }
$$ continuous function of $\bar{X}$.

- Since $\bar{X}$ is consistent estimator of $p$, by the invariance property of consistent estimators (Theorem 15.1), $\bar{X}$. $(1-\bar{X})$ is a consistent estimator of $p(1-p)$.
15.5. Efficient 'Estimators. Efficiency. Even if we confine ourselves to unbiased estimates, there will, in general, exist more than one consistent estimator of a parameter. For example, in sampling from a normal population $N\left(\mu, \sigma^{2}\right)$, when $\sigma^{2}$ is known, sample inean $\bar{x}$ is an unbiased and consistent estimator of $\mu$ [c.f. Example 15.5a].

From symmetry ít follows immediately that sample median $(M d)$ is an unbiased estimate of $\mu$, which is the same as the population median. Also for large $n$,

$$
\begin{equation*}
V(M d)=\frac{1}{4 n f_{1}^{2}} \tag{b}
\end{equation*}
$$

$$
\begin{aligned}
& \text { Here } \left.\begin{array}{rl}
f_{1}= & \text { Median ordinate of the parent distribution. } \\
= & \text { Modal ordinate of the parent distribution. } \\
= & {\left[\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-(x-\mu)^{2} / 2 \sigma^{2}\right\}\right]_{x=\mu}=\frac{1}{\sigma \sqrt{2 \pi}}} \\
\therefore \quad & V(M d)= \\
\text { Since } \quad & \frac{1}{4 n} \cdot 2 \pi \sigma^{2}=\frac{\pi \sigma^{2}}{2 n} \\
\text { and } & E(M d)=\mu \\
& V(M d) \rightarrow 0
\end{array}\right\}, \text { as } n \rightarrow \infty
\end{aligned}
$$

median is also an unbiased and consistent estimator of $\mu$.
Thus, there is a necessity of some further criterion which will enable us to choose between the estimators with the common property of consistency. Such a criterion which is based on the variances of the sampling distribution of estimators is usually known as efficiency.

If, of the two consistent estimators $T_{1}, T_{2}$ of a certain parameter $\theta$, we have

$$
V\left(T_{1}\right)<V\left(T_{2}\right), \text { for all } n
$$

then $T_{1}$ is more efficient than $T_{2}$ for all samples sizes.
We have seen above :
For all $n$,

$$
V(\bar{x})=\frac{\sigma^{2}}{n}
$$

and for large $n, \quad \dot{V}(M d)=\frac{\pi \sigma^{2}}{2 n}=1.57 \frac{\sigma^{2}}{n}$
Since $V(\bar{x})<V \cdot(M d)$, we conclude that for normal distribution, sample mean is more efficient estimator for $\mu$ than the sample median, for large samples at least.
15.5.1. Most Efficient Estimator. If in a class of consistent estimators for a parameter, there exists one whose sampling variance is less than that of any such estimator, it is called the most efficient estimator. Whenever such an estimator exists, it provides a criterion for measurement of efficiency of the other estimators.

Efficiency (Def.) If $T_{1}$ is the most efficient estimator with variance $V_{1}$ and $T_{2}$ is any other estimator with variance $V_{2}$, then the efficiency $E$ of $T_{2}$ is defined as :

$$
E=\frac{V_{1}}{V_{2}}
$$

Obviously, E cannot exceed unity.
If $T, T_{1}, T_{2}, \ldots, T_{n}$ are all estimators of $\gamma(\theta)$ and $\operatorname{Var}(T)$.is minimum; then the efficiency $E_{i}$ of $T_{i},(i=1,2, \ldots, n)$ is defined as :

$$
E_{i}=\frac{\operatorname{Var} T}{\operatorname{Var} T_{i}} ; i=1,2, \ldots, n
$$

Obviously $E_{i} \leq 1, i=1,2, \ldots n$.
For example, in the normal samples, since sample mean $\bar{x}$ is the most efficisnt estimator of $\mu$ [c.f. Remark to Example 15.31], the efficiency $E$ of $M d$ for such samples, (for large $n$ ), is :

$$
E=\frac{V(\bar{x})}{V(M d)}=\frac{. \sigma^{2} / n}{\pi \sigma^{2} /(2 n)}=\frac{2}{\pi}=0.637
$$

Example 15.7. A random sample ( $X_{1}, X_{2}, X_{3}, X_{4}, X_{5}$ ) of size 5 is drawn from a normal population with unknown mean $\mu$. Consider the following estimators to estimate $\mu$. :
$t_{1}=\frac{X_{1}+X_{2}+X_{3}+X_{4}+X_{5}}{5}$
(ii) $t_{2}=\frac{X_{1}+X_{2}}{2}+X_{3}$, (iii) $t_{3}=\frac{2 X_{1}+X_{2}+\lambda X_{3}}{3}$
where $\lambda$ is such that $t_{3}$ is an unbiased estimator of $\mu$.
Find $\lambda_{1}$ Are $t_{1}$ and $t_{2}$ unbiased? Șate giving reasons, the estimator which is best among $t_{1}, t_{2}$ and $t_{3}$.

Solution. ${ }^{W e}$ are given
$E\left(X_{i}\right)=\mu, \operatorname{Var}\left(X_{i}\right)=\sigma^{2},(\operatorname{say}) ; \operatorname{Cov}\left(X_{i}, X_{j}\right)=0,(i \neq j=1,2, \ldots, n)$
(i)

$$
\begin{equation*}
E\left(t_{1}\right)=\frac{1}{5} \sum_{i=1}^{5} E\left(X_{i}\right)=\frac{1}{5} \sum_{i=1}^{-5} \mu=\frac{1}{5} \cdot 5 \mu=\mu \tag{}
\end{equation*}
$$

$\Rightarrow \quad t_{1}$ is an unbiased estimator of $\mu$ :
(ii)

$$
\begin{align*}
E\left(t_{2}\right) & =\frac{1}{2} E\left(X_{1}+X_{2}\right)+E\left(X_{3}\right) \\
& =\frac{1}{2}(\mu+\mu)+\mu  \tag{*}\\
& =2 \mu
\end{align*}
$$

$\rightarrow t_{2}$ is not an unbiased estimator of $\mu$.
(iii)

$$
E\left(t_{3}\right)=\mu
$$

$$
\Rightarrow \quad \frac{1}{3} E\left(2 X_{1}+X_{2}+\lambda X_{3}\right)=\mu
$$

$$
\Rightarrow \quad 2 E\left(X_{1}\right)+E\left(X_{2}\right)+\lambda E\left(X_{3}\right)=3 \mu
$$

$$
\Rightarrow \quad 2 \mu+\mu+\dot{\lambda} \mu=3 \mu
$$

$$
\Rightarrow \quad \lambda \mu=0 \Rightarrow \lambda=0
$$

Using (*), we get.

$$
\begin{aligned}
& V\left(t_{1}\right)=\frac{1}{25}\left[V\left(X_{1}\right)+V\left(X_{2}\right)+V\left(X_{3}\right)+V\left(X_{4}\right)+V\left(X_{5}\right)\right]=\frac{1}{5} \sigma^{2} \\
& V\left(t_{2}\right)=\frac{1}{4}\left[V\left(X_{1}\right)+V\left(X_{2}\right)\right]+V\left(X_{3}\right)=\frac{1}{2} \sigma^{2}+\sigma^{2}=\frac{3}{2} \sigma^{2}
\end{aligned}
$$

$$
V\left(t_{3}\right)=\frac{1}{9}\left[4 V\left(X_{1}\right)+V\left(X_{2}\right)\right]=\frac{1}{9}\left(4 \sigma^{2}+\sigma^{2}\right)=\frac{5}{9} \sigma^{2} \quad(\because \lambda=0)
$$

Since $V\left(t_{1}\right)$ is the least, $t_{1}$ is the best estimator (in the sense of least variance) of $\mu$.

Example 15.8. $X_{1}, X_{2}$, and $X_{3}$ is a random sample of size 3 from $a$ population with mean value $\mu$ and variance $\sigma^{2}, T_{1}, T_{2}, T_{3}$ are the estimators used to estimate mean value $\mu$, where

$$
T_{1}=X_{1}+X_{2}-X_{3}, T_{2}=2 X_{1}+3 X_{3}-4 X_{2} \text {, and } T_{3}=\left(\lambda X_{1}+X_{2}+X_{3}\right) / 3
$$

(i) Are $T_{1}$ and $T_{2}$ unbiased estimators?
(ii) Find the value of $\lambda$ such that $T_{3}$ is unbiased estimator for $\mu$.
(iii) With this value of $\lambda$ is $T_{3}$ a consistent estimator?
(iv) Which is the best estimator?

Solution. Since $X_{1}, X_{2}, X_{3}$ is a random sample from a population with mean $\mu$ and variance $\sigma^{2}$,

$$
E\left(X_{i}\right)=\mu, \operatorname{Var}\left(X_{i}\right)=\sigma^{2} \text { and } \operatorname{Cov}\left(X_{i}, X_{j}\right)=0,(i \neq j=1,2, \ldots, n) \ldots\left(^{*}\right)
$$

(i) $E\left(T_{1}^{\prime}\right)=E\left(X_{1}\right)+E\left(X_{2}\right)-E\left(X_{3}\right)=\mu+\mu-\mu=\mu$
$\Rightarrow \quad T_{1}$ is an unbiased estimator of $\mu$
$E\left(T_{2}\right)=2 E\left(X_{1}\right)+3 E\left(X_{3}\right)-4 E\left(X_{2}\right)=2 \mu+3 \mu-4 \mu=\mu$.
$\Rightarrow \quad T_{2}$ is an unbiased estimator of $\mu$.
(ii) We are given:

$$
E\left(T_{3}\right)=\mu
$$

$$
\begin{aligned}
& \Rightarrow \quad \frac{1}{3}\left[\lambda E\left(X_{1}\right)+E\left(X_{2}\right)+E\left(X_{3}\right)=\mu\right. \\
& \Rightarrow \quad \frac{1}{3}(\lambda \mu+\mu+\mu)=\mu \Rightarrow \lambda \mu+2 \mu=3 \mu \Rightarrow \lambda=1 .
\end{aligned}
$$

(iii) With $\lambda=1, T_{3}=\frac{1}{3}\left(X_{1}+X_{2}+X_{3}\right)=\bar{X}$

Since sample mean is a consistent estimator of population mean $\mu$, by Weak Law of Large Numbers, $T_{3}$ is a consistent estimator of $\mu$.
(iv) We have [on using (*)]:
$\operatorname{Var}\left(T_{1}\right)=\operatorname{Var}\left(X_{1}\right)+\operatorname{Var}\left(X_{2}\right)+\operatorname{Var}\left(X_{3}\right)=3 \sigma^{2}$
$\operatorname{Var}\left(T_{2}\right)=4 \operatorname{Var}\left(X_{1}\right)+9 \operatorname{Var}\left(X_{3}\right)+16 \operatorname{Var}\left(X_{2}\right)=29 \sigma^{2}$
$\operatorname{Var}\left(\mathrm{T}_{3}\right)=\frac{1}{9}\left[\operatorname{Var}\left(X_{1}\right)+\operatorname{Var}\left(X_{2}\right)+\operatorname{Var}\left(X_{3}\right)\right]=\frac{1}{3} \sigma^{2}$
Since $\operatorname{Var}\left(T_{3}\right)$ is mınimum, $T_{3}$ is the best estimator in the sense of minimum variance.
15.5.2. Minimum Variance Unbiased (M.V.U.) Estimators. If a statistic $T=T\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, based on sample of size $n$ is such that :
(i) $T$ is unbiased for $\gamma(\theta)$, for all $\theta \in \Theta$ and
(ii) It has the smallest variance among the class of all unbiased:estimators of $\gamma(\theta)$.
then $T$ is called the minimum variance unbiased estimator (MVUE) of $\gamma(\theta)$.
More precisely, $T$ is MVUE of $\gamma(\theta)$ if
and

$$
\begin{gather*}
E_{\theta}(T)=\dot{\gamma}(\theta) \text { for all } \theta \in \dot{\Theta}  \tag{...}\\
\operatorname{Var}_{\theta}(T) \leq \operatorname{Var}_{\theta}\left(T^{\prime}\right) \text { for all } \theta \in \Theta \tag{15•14}
\end{gather*}
$$

where $T^{\prime}$ is any other unbiased estimator of $\gamma(\theta)$.
We give below some important Theorems concerning MVU estimators.
Theorem 15.3. An M.V.U. is unique in the sense that if $T_{1}$ and $T_{\cdot 2}$ are M.V.U. estimators for $\gamma(\theta)$, then $T_{1}=T_{2}$, almost surely.

Proof. We are given that
and

$$
\left.\begin{array}{rl}
E_{\theta}\left(T_{1}\right) & =E_{\theta}\left(T_{2}\right)=\gamma(\theta), \text { for all } \theta \in \Theta \\
\operatorname{Var}_{\theta}\left(T_{1}\right) & =\operatorname{Var}_{\theta}\left(T_{2}\right) \text { for all } \theta \in \Theta
\end{array}\right\}
$$

Consider a new estimator

$$
T=\frac{1}{2}\left(T_{1}+T_{2}\right)
$$

which is also unbiased since

$$
\begin{align*}
& E(T)=\frac{1}{2}\left[E\left(T_{1}\right)+E\left(T_{2}\right)\right]=\theta \\
\operatorname{Var}(T)= & \operatorname{Var}\left[\frac{1}{2}\left(T_{1}+T_{2}\right)\right]=\frac{1}{4} \operatorname{Var}\left(T_{1}+T_{2}\right)\left[\because \operatorname{Var}(C X)=C^{2} \operatorname{Var}(X)\right] \\
= & \frac{1}{4}\left[\operatorname{Var}\left(T_{1}\right)+\operatorname{Var}\left(T_{2}\right)+2 \operatorname{Cov}\left(T_{1}, T_{2}\right)\right] \\
= & \frac{1}{4}\left[\operatorname{Var}\left(T_{1}\right)+\operatorname{Var}\left(T_{2}\right)+2 \rho \sqrt{\operatorname{Var}\left(T_{1}\right) \operatorname{Var}\left(T_{2}\right)}\right] \\
= & \frac{1}{2} \operatorname{Var}\left(T_{1}\right)(1+\rho), \quad \ldots[\text { From }(15 \cdot 15)] \tag{15.15}
\end{align*}
$$

where $\rho$ is Karl P'earson's co-efficient of correlation between $T_{1}$ and $T_{2}$.
Since $T_{1}$ is the $M U V$ estimator,

$$
\begin{array}{rlrl} 
& & \operatorname{Var}(T) & \geq \operatorname{Var}\left(T_{1}\right) \\
\Rightarrow & \frac{1}{2} \operatorname{Var}\left(T_{1}\right)[1+\rho] & \geq \operatorname{Var}\left(T_{1}\right) \\
\Rightarrow & \frac{1}{2}(1+\rho) & \geq 1, \text { i.e., } \rho \geq 1
\end{array}
$$

Since $|\rho| \leq 1$, we must have $\rho=1$, i.e., $T_{1}$ and $T_{2}$ must have a linear relation of the form :

$$
T_{1}=\alpha+\beta T_{2}
$$

where $\alpha$ and $\beta$ are constants independent of $x_{1}, x_{2}, \ldots, x_{n}$ but may depend on $\theta$, i.e., we may have $\alpha=\alpha(\theta)$ and $\beta=\beta(\theta)$.

Taking expectation of both sides in (15.16) and using (15.15), we get

$$
\begin{equation*}
\theta=\alpha+\beta \theta \tag{15•17}
\end{equation*}
$$

Also from (15:16), we get

$$
\begin{align*}
\operatorname{Var}\left(T_{1}\right) & =\operatorname{Var}\left(\alpha+\beta T_{2}\right)=\beta^{2} \operatorname{Var}\left(T_{2}\right) \\
\Rightarrow \quad 1 & =\beta^{2} \Rightarrow \beta= \pm 1 \tag{15.15}
\end{align*}
$$

But since $\rho\left(T_{1}, T_{2}\right)=+1$, the coefficient of regression of $T_{1}$ and $T_{2}$ must be positive.

$$
\therefore \quad \beta=1 \quad \Rightarrow \alpha=0
$$

[From 15.17)]
Substituting in (15.16), we get $T_{1}=T_{2}$ as desired;
Theorem 15.4. Let $T_{1}$ and $T_{2}$ be unbiased фstimators of $\gamma(\theta)$ with efficiencies $e_{1}$ and $e_{2}$ respectively and $\rho=\rho_{\theta}$ be the correlation coefficient between them. Then

$$
\sqrt{e_{1} e_{2}}-\sqrt{\left(1-e_{1}\right)\left(1-e_{2}\right)} \leq \rho \leq \sqrt{e_{1} e_{2}}+\sqrt{\left(1-e_{1}\right)\left(1-e_{2}\right)}
$$

Proof. Let $T$ be the minimum variance unbiased estimator of $\gamma(\theta)$. Then we are given:
and

$$
\begin{align*}
E_{\theta}\left(T_{1}\right) & =\gamma(\theta)=E_{\theta}\left(T_{2}\right), \forall \theta \in \Theta  \tag{15.18}\\
e_{1} & =\frac{V_{\theta}(T)}{V_{\theta}\left(T_{1}\right)}=\frac{V}{V_{1}},(\text { say }) \Rightarrow \dot{V}_{1}=\frac{V}{e_{1}}  \tag{15•19}\\
e_{2} & =\frac{V_{\theta}(T)}{V_{\theta}\left(T_{2}\right)}=\frac{V}{V_{2}},(\text { say }) \Rightarrow V_{2}=\frac{V}{e_{2}^{\prime}} \tag{15-20}
\end{align*}
$$

Let us consider another estimator

$$
\begin{equation*}
T_{3}=\lambda T_{1}+\mu T_{2} \tag{15-21}
\end{equation*}
$$

which is also unbiased estimator of $\gamma(\theta)$,

$$
\begin{align*}
& \text { i.e., } \\
& E\left(T_{3}\right)=(\lambda+\mu) \gamma(\theta)=\gamma(\theta) \quad \text { [Using (15.18)] } \\
& \Rightarrow \quad \lambda+\mu=1  \tag{15-...}\\
& V_{0}\left(T_{3}\right)=V\left(\lambda T_{1}+\mu T_{2}\right) \\
& =\lambda^{2} V\left(T_{1}\right)+\mu^{2} V\left(T_{2}\right)+2 \lambda \mu \operatorname{Cov}\left(T_{1}, T_{2}\right) \\
& =V\left[\frac{\lambda^{2}}{e_{1}}+\frac{\mu^{2}}{e_{2}}+2 \cdot \frac{\lambda \mu \rho}{\sqrt{e_{1} e_{2}}}\right] \text { [Using (15.19) and (15.20] }
\end{align*}
$$

But $\quad V_{\theta}\left(T_{3}\right) \geq V$, since $V$ is the minimum variance.

$$
\begin{array}{ll}
\therefore & \quad \frac{\lambda^{2}}{e_{1}}+\frac{\mu^{2}}{e_{2}}+\frac{2 \rho \lambda \mu}{\sqrt{e_{1} e_{2}}} \geq 1=(\lambda+\mu)^{2}  \tag{15-22}\\
\Rightarrow & \left(\frac{1}{e_{1}}-1\right) \lambda^{2}+\left(\frac{1}{e_{2}}-1\right) \mu^{2}+\frac{1}{2} \mu\left(\frac{\rho}{\sqrt{e_{1} e_{2}}}-1\right) \geq 0 \\
\Rightarrow & \left(\frac{1}{e_{1}}-1\right)\left(\frac{\lambda}{\mu}\right)^{2}+2\left(\frac{\rho}{\sqrt{e_{1} e_{2}}}-1\right)\left(\frac{\lambda}{\mu}\right)+\left(\frac{1}{e_{2}}-1\right) \geq 0
\end{array}
$$

which is quadratic expression in $(\lambda / \mu)$.
Note that :

$$
e_{i}<1 \Rightarrow \frac{1}{e_{i}}>1 \Rightarrow\left(\frac{1}{e_{i}}-1\right)>0 ; i=1,2
$$

We know that

$$
A X^{2}+B X+C \geq 0 \forall x, A>0, C>0
$$

if and only if

$$
\begin{equation*}
\text { Discriminant }=B^{2}-\dot{4} A C \leq 0 \tag{15.24}
\end{equation*}
$$

Using (15.24), we get from (15.23) :

$$
\begin{array}{ll} 
& \left(\frac{\rho}{\sqrt{e_{1} e_{2}}}-1\right)^{2}-\left(\frac{1}{e_{1}}-1\right)\left(\frac{1}{e_{2}}-1\right) \leq 0 \\
\Rightarrow & \left(\rho-\sqrt{e_{1} e_{2}}\right)^{2}-\left(1-e_{1}\right)\left(1-e_{2}\right) \leq 0 \\
\Rightarrow & \rho^{2}-2 \sqrt{e_{1} e_{2}} \rho+\left(e_{1}+e_{2}-1\right) \leq 0
\end{array}
$$

This implies that $\rho$ lies between the roots of the equation

$$
\rho^{2}-2 \sqrt{e_{1} e_{2}} \rho+\left(e_{1}+e_{2}-1\right)=0
$$

which are given by

$$
\begin{aligned}
& \frac{1}{2}\left[2 \sqrt{e_{1} e_{2}} \pm 2 \sqrt{e_{1} e_{2}-\left(e_{1}+e_{2}-1\right)}\right] \\
& =\sqrt{e_{1} e_{2}} \pm \sqrt{\left(e_{1}-1\right)\left(e_{2}-1\right)}
\end{aligned}
$$

Hence we have:

$$
\begin{array}{r}
\cdots \sqrt{e_{1} e_{2}}-\sqrt{\left(e_{1}-1\right)\left(e_{2}-1\right)} \leq \rho \leq \sqrt{e_{1} e_{2}}+\sqrt{\left(e_{i}-1\right)\left(e_{2}-1\right)} \\
\Rightarrow \quad \sqrt{e_{1} e_{2}}-\sqrt{\left(1-e_{1}\right)\left(1-e_{2}\right)} \leq \rho \leq \sqrt{e_{1} e_{2}}+\sqrt{\left(1-e_{1}\right)\left(1-e_{2}\right)} \tag{15-...}
\end{array}
$$

Corollary. If we take $e_{1}=1$ and $e_{2}=e$ in (15.25), we get

$$
\sqrt{e} \leq \rho \leq \sqrt{e} \Rightarrow \rho=\sqrt{e}
$$

This leads to the following important result, which we state in the form of a theorem.

Theorem 15.5. If $T_{1}$ is an MVU estimator of $\gamma(\theta), \theta \in \Theta$ and $T_{2}$ is any other unbiased estimator of $\gamma(\theta)$ with efficiency $e=e_{\theta}$, then the correlation coefficient between $T_{1}$ and $T_{2}$ is given by

$$
\rho=\sqrt{e} \text { i.e., } \rho_{\theta}=\sqrt{e_{\theta}}, \forall \theta \in \Theta \text {. }
$$

For an alternate proof, see Examples 15.9 and 15.10 .
Theorem 15.6. If $T_{1}$ is an MVUE of $\gamma(\theta)$ and $T_{2}$ is any other unbiased estimator of $\gamma(\theta)$ with efficiency $e<1$, then no unbiased linear combination of $T_{1}$ and $T_{2}$ can be an MVUE of $\gamma(\theta)$.

Proof. A linear combination.

$$
\begin{equation*}
T=l_{1} T_{1}+l_{2} T_{2} \tag{15•27}
\end{equation*}
$$

will be unbiased estimator of $\gamma(\theta)$ if

$$
\begin{align*}
& E(T) \\
\Rightarrow \quad & =l_{1} E\left(T_{1}\right)+l_{2} E\left(T_{2}\right)=\gamma(\theta), \text { for all } \theta \in \Theta \\
\Rightarrow \quad l_{1}+l_{2} & =1
\end{align*}
$$

since we are given $E\left(T_{1}\right)=E\left(T_{2}\right)=\gamma(\theta)$.
We have.
and

$$
e=\frac{\operatorname{Var}\left(T_{1}\right)}{\operatorname{Var}\left(T_{2}\right)} \Rightarrow \operatorname{Var} T_{2}=\frac{\operatorname{Var} T_{1}}{e}
$$

From (15.27), on using (15.28), we get

$$
\begin{aligned}
& \operatorname{Var} T=l_{1}{ }^{2} \operatorname{Var}\left(T_{1}\right)+l_{2}{ }^{2} \operatorname{Var}\left(T_{2}\right)+2 l_{1} l_{2} \operatorname{Cov}\left(\dot{T}_{1}, \dot{T}_{2}\right) \\
& =l_{1}{ }^{2} \operatorname{Var}\left(T_{1}\right)+l_{2}{ }^{2} \operatorname{Var}\left(T_{2}\right)+2 l_{1} l_{2} \rho \sqrt{\operatorname{Var}\left(T_{1}\right) \operatorname{Var}\left(T_{2}\right)} \\
& =\operatorname{Var}\left(T_{1}\right)\left[l_{1}{ }^{2}+\frac{l_{2}^{2}}{e}+2 l_{1} l_{2} \frac{\rho}{\sqrt{e}}\right] \\
& =\operatorname{Var}\left(T_{1}\right)\left[l_{1}{ }^{2}+2 l_{1} l_{2}+\frac{l_{2}^{2}}{e}\right] \\
& \geq \operatorname{Var} T_{1}\left[l_{1}^{2}+2 l_{1} l_{2}+l_{2}^{2}\right] \quad\left(\because 0<0 \leq 1 \Rightarrow \frac{1}{e} \geq 1\right) \\
& =\operatorname{Var} T_{1}\left(l_{1}+l_{2}\right)^{2} \\
& =\operatorname{Var}\left(T_{1}\right) \\
& \text { [From (15.27a)] } \\
& \Rightarrow \quad T \text { cannot be an MVU estimator. }
\end{aligned}
$$

Example 15.9. If $T_{1}$ and $T_{2}$ be two unbiased estimators of $\gamma(\theta)$ with variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ and correlation $\rho$, what is the best unbiased linear combination of $T_{1}$ and $T_{2}$ and what is the variance of such a combination?
[Delhi Univ.B.Sc. (Stat. Hons.), 1990]
Solution. I et $T_{1}$ and $T_{2}$ be two unbiased estimators of $\gamma(\theta)$.

$$
\begin{equation*}
\therefore \quad E\left(T_{1}\right)=E\left(T_{2}\right)=\gamma(\theta) \tag{1}
\end{equation*}
$$

Let $T$ be a linear combination of $T_{1}$ and $T_{2}$ given by

$$
\begin{equation*}
T=l_{1} T_{1}+l_{2} T_{2} \tag{*}
\end{equation*}
$$

where $l_{1}, l_{2}$ are arbitrary constants.

$$
\begin{equation*}
E(T)=l_{1} E\left(T_{1}\right)+l_{2} E\left(T_{2}\right)=\left(l_{1}+l_{2}\right) \gamma(\theta) \tag{1}
\end{equation*}
$$

$\therefore T$ is also an unbiased estimator of $\gamma(\theta)$.if and c.aly if

$$
\begin{equation*}
l_{1}+l_{2}=1 \tag{2}
\end{equation*}
$$

Now

$$
\begin{align*}
V(T) & =V\left(l_{1} T_{1}+l_{2} T_{2}\right) \\
& =l_{1}^{2} V\left(T_{1}\right)+l_{2}^{2} V\left(T_{2}\right)+2 l_{1} l_{2} \operatorname{Cov} \cdot\left(T_{1}, T_{2}\right) \\
& =l_{1}^{2} \sigma_{1}^{2}+l_{2}^{2} \sigma_{2}^{2}+2 l_{1} l_{2} \rho \sigma_{1} \sigma_{2} \tag{3}
\end{align*}
$$

We want the minimum value of (3) for variations in $l_{1}$ and $l_{2}$, subject to the condition (2).

$$
\therefore \frac{\partial}{\partial l_{1}} V(T)=0=l_{1} \sigma_{1}^{2}+l_{2} \rho \sigma_{1} \sigma_{2}
$$

$$
\frac{\partial}{\partial l_{2}} V(T)=0=l_{2} \sigma_{2}^{2}+l_{1} \rho \sigma_{1} \sigma_{2}
$$

Substracting, we get

$$
\begin{align*}
& \quad l_{1}\left(\sigma_{1}{ }^{2}-\rho \sigma_{1} \sigma_{2}\right)=l_{2}\left(\sigma_{2}{ }^{2}-\rho \sigma_{1} \sigma_{2}\right) \\
& \Rightarrow \frac{l_{1}}{\sigma_{2}{ }^{2}-\rho \sigma_{1} \sigma_{2}}=\frac{l_{2}}{\sigma_{1}{ }^{2}-\rho \sigma_{1} \sigma_{2}}=\frac{l_{1}+l_{2}}{\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}-2 \rho \sigma_{1} \sigma_{2}} \\
&  \tag{2}\\
& =\frac{1}{\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}-2 \rho \sigma_{1} \sigma_{2}} \\
& \therefore \quad l_{1}=\frac{\sigma_{2}{ }^{2}-p \sigma_{1} \sigma_{2}}{\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}-2 \rho \sigma_{1} \sigma_{2}} \text { and } l_{2}=\frac{\sigma_{1}{ }^{2}-\rho \sigma_{1} \sigma_{2}}{\sigma_{1}{ }^{2}+\sigma_{2}{ }^{2}-2 \rho \sigma_{1} \sigma_{2}}
\end{align*}
$$

With these values of $l_{1}$ and $l_{2}, T$ given by ( ${ }^{*}$ ) is the best unulased linear combination of $T_{1}$ and $T_{2}$ and its variance is given by (3).

Example 15.10. Suppose $T_{1}$ in the above example is an unbiased minimum variance estimate and $T_{2}$ is any other unbiased estimate with variance $\sigma^{2}$ e. Then prove that the correlation between $T_{1}$ and $T_{2}$ is $\sqrt{e}$ :

Solution. The coefficients of the best linear unbiased combination of $T_{1}$ and $T_{2}$, given by ( ${ }^{*}$ ) in Example 15.9 are given by (4).

We are given that $\sigma_{1}{ }^{2}=V\left(T_{1}\right)=\sigma^{2}$.

$$
\text { and } e=\frac{V\left(T_{1}\right)}{V\left(T_{2}\right)}=\frac{\sigma^{2}}{V\left(T_{2}\right)} \Rightarrow V\left(T_{2}\right)=\sigma_{2}^{2}=\sigma^{2} / e
$$

Substituting in (4) of Example 15.9, we get

$$
\left.\begin{array}{l}
l_{1}=\frac{1-\rho \sqrt{e}}{D}  \tag{5}\\
l_{2}=\frac{e-\rho \sqrt{e}}{D}
\end{array}\right\}, \text { where } D=1+e-2 \rho \sqrt{e}
$$

Hence from (*), the unbiased statistic is

$$
T=\frac{\left[(1-\rho \sqrt{e}) T_{1}+(e-p \sqrt{e}) T_{2}\right]}{D}
$$

and from (3) the minimum variance is :

$$
\begin{aligned}
V(T) & =\frac{1}{D^{2}}\left[(1-\rho \sqrt{e})^{2} \sigma^{2}+(e-\rho \sqrt{e})^{2} \frac{\sigma^{2}}{e}+2(1-\rho \sqrt{e})(e-\rho \sqrt{e}) \cdot \rho \cdot \sigma \cdot \sigma / \sqrt{e}\right] \\
& =\frac{\sigma^{2}}{D^{2}}\left[\left(1+\rho^{2} e-2 \rho \sqrt{e}\right)+\frac{1}{e}\left(e^{2}+\rho^{2} e-2 \rho e \sqrt{e}\right)+2(1-\rho \sqrt{e})(\sqrt{e}-\rho) \rho\right] \\
& =\frac{\sigma^{2}}{D^{2}}\left[1+\rho^{2} e-2 \rho \sqrt{e}+e+\rho^{2}-2 \rho \sqrt{e}+2\left(\rho \sqrt{e}-\rho^{2} e-\rho^{2}+\rho^{3} \sqrt{e}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& =\frac{\sigma^{2}}{D^{2}}\left[1-\rho^{2} e+e-\rho^{2}-2 \rho \sqrt{e}+2 \rho^{3} \sqrt{e}\right] \\
& =\frac{\sigma^{2}}{D^{2}}\left[(1+e-2 \rho \sqrt{e})-\rho^{2}(e+1-2 \rho \sqrt{e})\right] \\
& =\frac{\sigma^{2}\left(1-\rho^{2}\right)(1+e-2 \rho \sqrt{e})}{(1+e-2 \rho \sqrt{e})^{2}}=\frac{\sigma^{2}\left(1-\rho^{2}\right)}{1+e-2 \rho \sqrt{e}} \\
& =\frac{\sigma^{2}\left(1-\rho^{2}\right)}{\left(1-\rho^{2}\right)+(\sqrt{e}-\rho)^{2}} \\
\therefore \quad \frac{V(T)}{\sigma^{2}} & =\frac{1-\rho^{2}}{\left(1-\rho^{2}\right)+(\sqrt{e}-\rho)^{2}} \leq 1 \tag{6}
\end{align*}
$$

Since $T_{1}$ is the most efficient estomator,

$$
\begin{equation*}
V(T) \nless \sigma^{2} \Rightarrow \frac{V(T)}{\sigma^{2}} \geq 1 \tag{7}
\end{equation*}
$$

From (6) and (7), we get

$$
\begin{aligned}
& \frac{V(T)}{\sigma^{2}}=1, \text { i.e., } \frac{1-\rho^{2}}{\left(1-\rho^{2}\right)+(\sqrt{e}-\rho)^{2}}=1 \\
\Rightarrow \quad & \\
& (\sqrt{e}-\rho)^{2}=0 \Rightarrow \rho=\sqrt{e}
\end{aligned}
$$

Aliter. From (5) onwards. Since $T_{1}$ is given to be the most efficient estimator, it cannot be improved upon (c.f. Theorem 15.6). Hence, in order that $T$ defined in ( ${ }^{*}$ ) is minimum variance unbiased estimator we must have

$$
\left.\begin{array}{l}
l_{1}=1  \tag{5}\\
l_{2}=0
\end{array}\right\} \Rightarrow \rho=\sqrt{e}
$$

Remark. This problem leads to the following very important result :
"The correlation coefficient between a most efficient estimator and any other estimator with efficiency e is $\sqrt{e}$."

Example 15.11. (a) Show that if a most efficient estimator $A$ and a less efficient estimator $B$ with efficiency e tend to joint normality for large samples, $B-A$ tends to zero correlation with $A$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
(b) Show that the error in B may be regarded as composed (for large samples) of two parts which are independent, the error in $A$ and the error in ( $B-A$ ).
(c) Show further that

$$
V(A-B)=\left(\frac{1}{2}-1\right) V(A)
$$

Solution. (a) We have to prove that

$$
r[A .(B-A)]=0 \Rightarrow \operatorname{Cov}(A, B-A)=0
$$

$\operatorname{Cov}[A,(B-A)]=\operatorname{Cov}(A, B)-V(A)=\rho \sigma_{A} \sigma_{B}-\sigma_{A}{ }^{2}$, where $\rho$ is the correlation coefficient between $A$ and $B$.

If we take $\sigma_{A}=\sigma$, then $\sigma_{B}=\frac{\sigma}{\sqrt{e}}$ and $\rho=\sqrt{e}$
(c.f. Theorem 15.5)

$$
\therefore \quad \operatorname{Cov}(A, B-A)=\sqrt{e} \cdot \sigma \cdot \frac{\sigma}{\sqrt{e}}-\sigma^{2}=0
$$

Hence $(B-A)$ has zero correlation with $A$.
(b) We have $B=A+(B-A)$

$$
\begin{array}{rlr}
\therefore \quad V(B) & =V[A+(B-A)]=V(A)+V(B-A)+2 \operatorname{Cov}(A, B-A) \\
& =V(A)+V(B-A) \quad[\text { Using part }(a)]
\end{array}
$$

$\Rightarrow \quad$ Error in $B=$ Error in $A+$ Error in ( $B-A$ )
and since $A$ and $(B-A)$ are independent, [c.f. part (a) viz., $r(A, B-A)=0$ and $A$ and $B$ tend to joint normality], the result follows.
(c)

$$
\begin{aligned}
V(A-B) & =V(A)+V(B)-2 \operatorname{Cov}(A, B) \\
& =\sigma_{A}^{2}+\sigma_{\mathrm{B}}^{2}-2 \rho \cdot \sigma_{\mathrm{A}} \sigma_{\mathrm{B}} \\
& =\sigma^{2}+\frac{\sigma^{2}}{e}-2 \sqrt{e} \cdot \sigma \cdot \frac{\sigma}{\sqrt{e}} \\
& =\frac{\sigma^{2}}{e}-\sigma^{2}=\left(\frac{1}{e}-1\right) \sigma^{2}
\end{aligned}
$$

Example 15.12. If $T_{1}$ and $T_{2}$ are two unbiased estimators of $\gamma(\theta)$, having the same variance and $\rho$ is the correlation between them, then show that $\rho \geq 2 e-1$, where $e$ is the efficiency of each estimator.

Solution. Let $T$ be MVUE of $\gamma(\theta)$. Then, since $V\left(T_{1}\right)=V\left(T_{2}\right)$, the efficiency $e$ of each estimator is given by :

$$
\begin{equation*}
e=\frac{V(T)}{V\left(T_{1}\right)}=\frac{V(T)}{V\left(T_{2}\right)} \tag{}
\end{equation*}
$$

Consider another unbiased estimator of $\gamma(\theta)$ viz.,

$$
\begin{aligned}
T_{3} & =\frac{1}{2}\left(T_{1}+T_{2}\right) \\
\Rightarrow \quad V\left(T_{3}\right) & =\frac{1}{4}\left[V\left(T_{1}\right)+V\left(T_{2}\right)+2 \operatorname{Cov}\left(T_{1}, T_{2}\right)\right] \\
& =\frac{1}{4}\left[\frac{V(T)}{e}+\frac{V(T)}{e}+2 \rho \sqrt{\frac{V(T)}{e} \cdot \frac{V(T)}{e}}\right] \\
& =\frac{V(T)}{4 e}[1+1+2 \rho]=\frac{(1+\rho) V(T)}{2 e}
\end{aligned}
$$

Since $V(T)$ is the minimum variance,

$$
V\left(T_{3}\right)=\frac{(1+\rho) \cdot V(T)}{2 e} \geq V\left(l^{\prime}\right)
$$

$$
\Rightarrow \quad 1+\rho \geq 2 e \quad \Rightarrow \quad \rho \geq(2 e-1)
$$

Aliter. Deduction From (15.25). If $T_{1}$ and $T_{2}$ have same variances/efficiencies i.e., $e_{1}=e_{2}=e$, (say) then (15-25) gives

$$
e-(1-e) \leq \rho \leq e+(1-e) \Rightarrow \rho \geq 2 e-1
$$

15.6. Sufficiency. An estimator is said to be sufficient for a parameter, if. it contains all the information in the sample regarding the parameter. More precisely, if $T=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is an estimator of a parameter $\theta$, based on a sample $x_{1}, x_{2}, \ldots, x_{n}$ of size $n$ from the population with density $f(x, \theta)$ such that the conditional distribution of $x_{1}, x_{2}, \ldots, x_{n}$ given $T$, is independent of $\theta$, then $T$ is sufficient estimator for $\theta$.

Illustration: Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a Bernouli population with parameter ' $p$ ', $0<p<1$, i.e.,

$$
x_{i}=\left\{\begin{array}{l}
1, \text { with probability } p \\
0, \text { with probability } q=(1-p)
\end{array}\right.
$$

Then

$$
T=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)=x_{1 .}+x_{2}+\ldots+x_{n} \sim B(n, p)
$$

$$
\therefore \quad P(T=k)=\binom{n}{k} p^{k}(1-p)^{n-k}
$$

The conditional distribution of $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ given $T$ is

$$
\begin{aligned}
P\left[x_{1} \cap x_{2} \cap \ldots \cap x_{n} \mid T\right. & =k]=\frac{P\left[x_{1} \cap x_{2} \cap \ldots \cap x_{n} \cap T=k\right]}{P(T=k)} \\
& =\left\{\begin{array}{l}
\frac{p^{k}(1-p)^{n-k}}{\binom{n}{k} p^{k}(1-p)^{n-k}}=\frac{1}{\binom{n}{k}} \\
0, \text { if } \sum_{i=1}^{n} x_{i} \neq k
\end{array}\right.
\end{aligned}
$$

Since this does not depend on ' $p$ ', $T=\sum_{i=1}^{n} x_{i}$, is sufficient for ' $p$ '.
Theorem 15.7. Factorization Theorem (Neyman). The necessary and sufficient condition for a distribution to admit sufficient statistic is provided by the 'factorization theorem' due to Neyman.

Statement $T==^{\prime}(x)$ is sufficient for $\theta$ if and only if the joint density function $L$ (say), of the sample values can be expressed in the form

$$
\begin{equation*}
L=g_{\theta}[t(x)] \cdot h(x) \tag{15.29}
\end{equation*}
$$

where (as indicated) $g_{\theta}[t(x)]$ depends on $\theta$ and $x$ only through the value of $t(x)$ and $h(x)$ is independent of $\theta$.

Remarks 1. It should be clearly understood that by 'a function independent of $\theta$ ' we not only mean that it does not involve $\theta$ but also that its domain does not contain $\theta$. For example, the function

$$
f(x)=\frac{1}{2 a}, a-\theta<x<a+\theta ;-\infty<\theta<\infty
$$

depends on $\theta$.
2. It should be noted that the original sample $X=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$, is always a sufficient statistic.
3. The most general form of the distributions admitting sufficient statistic is Koopman's form and is given by

$$
\begin{equation*}
L=L(\mathbf{x}, \theta)=g(\mathbf{x}) \cdot h(\theta) \cdot \exp \{a(\theta) \psi(\mathbf{x})\} \tag{15•30}
\end{equation*}
$$

where $h(\theta)$ and $a(\theta)$ are functions of the parameter $\theta$ only and $g(\mathbf{x})$ and $\psi(\mathbf{x})$ are the functions of the sample observations only.

Equation (15.30) represents the famous exponential family of distributions. of which most of the common distributions like the binomial, the Poisson and the normal with unknown mean and variance, are the members.
4. Invariance Property of Sufficient Estimator.

If $T$ is a sufficient estimator for the parameter $\theta$ and if $\psi(T)$ is a one to one function of $T$, then $\psi(T)$ is sufficient for $\psi(\theta)$.
5. Fisher-Neyman Criterion. A statistic $t_{1}=t_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is sufficient estimator of parameter $\theta$ if and only if the likelihood function (joint p.d.f. of the sample) can be expressed as :

$$
\begin{align*}
L & =\prod_{i=1}^{n} f\left(x_{i}, \theta\right) \\
& =g_{1}\left(t_{1}, \theta\right) \cdot k\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{15.31}
\end{align*}
$$

where $g_{1}\left(t_{1}, \theta\right)$ is the p.d.f. of statistic $t_{1}$, and $k\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a function of sample observations only independent of $\theta$.

Note that this method requires the working out of the p.d.f. (p.m.f.) of the stạtistic $t_{1}=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, which is nọt always easy.

Example 15.13. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a uniform population on $[0, \theta]$. Find a sufficient estimator for $\theta$.
[Madras Univ. B.Sc.; Oct. 1992]
Solution. We are given

Let

$$
f_{\theta}\left(x_{i}\right)=\left\{\begin{array}{l}
\frac{1}{\theta}, 0 \leq x_{i} \leq \theta \\
0, \text { otherwise }
\end{array}\right.
$$

$$
k(a, b)=\left\{\begin{array}{l}
1, \text { if } a \leq b \\
0, \text { if } a>b
\end{array}\right.
$$

Then $f_{\theta}\left(x_{i}\right)=\frac{k\left(0, x_{i}\right) k\left(x_{i}, \theta\right)}{\theta}$,

$$
\begin{aligned}
L= & \prod_{i=1}^{n} f_{\theta}\left(x_{i}\right)=\prod_{i=1}^{n}\left[\frac{k\left(0, x_{i}\right) k\left(x_{i}, \theta\right)}{\theta}\right] \\
& k\left(0, \min x_{i}\right) \cdot k\left(\max _{i \leq i \leq n} x_{i}, \theta\right) \\
= & \left.\frac{1 \leq i \leq n}{\theta^{n}}=g_{\theta} \stackrel{\rightharpoonup}{i \leq}(\mathbf{x})\right] h(\mathbf{x})
\end{aligned}
$$

where $g_{\theta}[t(\mathbf{x})]=\frac{k\{t(\mathbf{x}), \theta \mid}{\theta^{n}}, t(\mathbf{x})=\max _{1 \leq i \leq n} x_{i}$ and $h(\mathbf{x})=k\left(0, \min _{1 \leq i \leq n} x_{i}\right)$
Hence by Factorization Theorem, $T=\max x_{i}$, is sufficient statistic for $\theta$. $1 \leq i \leq, n$
Aliter. We have $\dot{L}=\prod_{i=1}^{n} f\left(x_{i}, \theta\right) \neq \frac{1}{\theta^{n}} ; 0<x_{i}<\theta$
If $\quad t=\max \left(x_{1}, x_{2}, \ldots, x_{n}\right)=x_{(n)}$, then p.d.f. of $T$ is given by :

$$
\begin{equation*}
g(t, \theta)=n\left[F\left(x_{(n)}\right)\right]^{n-1} \cdot f\left(x_{(n)}\right) \tag{ii}
\end{equation*}
$$

We have $F(x)=P(X \leq x)=\int_{0}^{x} f(x, \theta) d x=\int_{0}^{x} \frac{1}{\theta} \cdot d x=\frac{x}{\theta}$

$$
\begin{align*}
\therefore \quad g(t, \theta) & =n\left[\frac{x_{(n)}}{\theta}\right]^{n-1}\left(\frac{1}{\theta}\right)  \tag{ii}\\
& =\frac{n}{\theta^{n}}\left[x_{(n)}\right]^{n-1}
\end{align*}
$$

Rewriting (i), we get

$$
\begin{aligned}
L & =\frac{n\left[x_{(n)}\right]^{n-1}}{\theta^{n}} \cdot \frac{1}{n\left[x_{(n)}\right]^{n-1}} \\
& =g(t, \theta) \cdot h\left(x_{1}, x_{2}, \ldots, x_{n}\right)
\end{aligned}
$$

Hence by Fisher-Neyman criterion, the statistic $t=x_{(n)}$, is sufficient estimator for $\theta$.

Example 15.14. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from $N\left(\mu, \sigma^{2}\right)$ population. Find sufficient estimators for $\mu$ and $\sigma^{2}$.

Solution. Let us write

$$
\theta=\left(\mu, \sigma^{2}\right) ;-\infty<\mu<\infty, 0<\sigma^{2}<\infty
$$

Then

$$
\begin{aligned}
L & =\prod_{i=1}^{n} f_{\theta}\left(x_{i}\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \cdot \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}\right] \\
& =\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left[-\frac{1}{2 \sigma^{2}}\left(\sum_{i=1}^{n} x_{i}{ }^{2}-2 \mu \Sigma x_{i}+n \Lambda^{2}\right)\right] \\
& =g_{\theta}[t(\mathbf{x})] \cdot h(\mathbf{x})
\end{aligned}
$$

where

$$
\begin{aligned}
g_{\theta}[t(\mathbf{x})] & =\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{t_{2}(\mathbf{x})-2 \mu t_{1}(\mathbf{x})+n \mu^{2}\right\}\right] . \\
t(\mathbf{x}) & =\left\{t_{1}(\mathbf{x}), t_{2}(\mathbf{x})\right]=\left(\sum x_{i}, \sum x_{i}^{2}\right) \text { and } h(\mathbf{x})=1 \\
\text { Thus } t(\mathbf{x}) & =\sum x_{i} \text { is sufficient for } \mu \text { and } t_{2}(\mathbf{x})=\sum x_{i}^{2}, \text { is sufficient for } \sigma^{2} .
\end{aligned}
$$

Example 15.15. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $a$ distribution with p.d.f.

$$
f(x, \theta)=e^{-(x-\theta)}, \theta<x<\infty ;-\infty<\theta<\infty
$$

Obtain sufficient statistic for $\theta$.
Solution. Here

$$
\begin{align*}
L & =\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\prod_{i=1}^{n}\left[e^{-\left(x_{i}-\theta\right)}\right] \\
& =\exp \left[-\sum_{i=1}^{n} x_{i}\right] \times \exp (n \theta) \tag{*}
\end{align*}
$$

Let $Y_{1}, Y_{2}, \ldots, Y_{n}$ denote the order statistics of the random sample such that $Y_{1}<Y_{2}<\ldots<Y_{n}$. The p.d.f. of the smallest observation $Y_{1}$ is given by

$$
g_{1}\left(y_{1}, \theta\right)=n\left[1-F\left(y_{1}\right)\right)^{n-1} f\left(y_{1}, \theta\right)
$$

where $F(\cdot)$ is the distribution function corresponding to p.d.f. $f(\cdot)$.
Now $\quad F(x)=\int_{-\theta}^{x} e^{-(x-\theta)} d x=\left|\frac{e^{-(x-\theta)}}{-1}\right|_{\theta}^{x}=1-e^{-(x-\theta)}$

$$
\begin{aligned}
\therefore g_{1}\left(y_{1}, \theta\right) & =n\left[e^{-\left(\gamma_{1}-\theta\right)}\right]^{n-1} \cdot e^{-\left(y_{1}-\theta\right)} \\
& =n e^{-n\left(y_{1}-\theta\right)}, \theta<y_{1}<\infty \\
& =0, \text { otherwise }
\end{aligned}
$$

Thus the likelihood function of $X_{1}, X_{2}, \ldots, X_{n}$ may be expressed as

$$
\begin{aligned}
L & =e^{n \theta} \exp \left(-\sum_{i=1}^{n} x_{i}\right) \\
& =n \exp \left(-n\left(y_{1}-\theta\right)\right]\left[\frac{\exp \left(-\sum_{i=1}^{n} x_{i}\right)}{n \exp \left(-n y_{1}\right)}\right] \\
& =g_{1}\left(\min x_{i}, \theta\right)\left[\frac{\exp \left(-\sum_{i=1}^{n} x_{i}\right)}{n \exp \left(-n \text { min } x_{i}\right)}\right]
\end{aligned}
$$

Hence by Fisher-Neyman criterion, the first order statistic $Y_{1}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a sufficient statistic for $\theta$.
Example 15.16. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $a$ population with p.d.f.

$$
f(x, \theta)=\theta x^{\theta-1} ; 0<x<1, \theta>0
$$

Show that $t_{1}=\prod_{i=1}^{n} X_{i}$, is sufficient for $\theta$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988; Agra Univ. B.Sc., 1992]

Solution. $L(x, \theta)=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\theta^{n} \prod_{i=1}^{n}\left(x_{i}^{\theta-1}\right)$

$$
\begin{aligned}
& =\theta^{n}\left(\prod_{i=1}^{n} x_{i}\right)^{\theta} \cdot \frac{1}{\left(\cdot \prod_{i=1}^{n} x_{i}\right)} \\
& =g\left(t_{1}, \theta\right) . h\left(x_{1}, x_{2}, \ldots, x_{n}\right), \text { (say). }
\end{aligned}
$$

Hence by Factorisation Theorem,

$$
t_{1}=\prod_{i=1}^{n} X_{i} \text {, is sufficient estimator fọr } \theta
$$

Example 15.17. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from Cauchy population:

$$
f(x, \theta)=\frac{1}{\pi} \cdot \frac{1}{1+(x-\theta)^{2}} ;-\infty<x<\infty,-\infty<\theta<\infty .
$$

Examine if there exists a sufficient statistic for $\theta$.
Solution. $L(\mathrm{x}, \theta)=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\frac{1}{\pi^{n}} \cdot \prod_{i=1}^{n}\left[\frac{1}{1+\left(x_{i}-\theta\right)^{2}}\right]$

$$
\neq g\left(t_{1}, \dot{\theta}\right) \cdot h\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

Hence by Factorisation Theorem, there is no single statistic, which alone, is sufficient estimator of $\theta$.

However,

$$
L(\mathbf{x}, \theta)=k_{1}\left(X_{1}, X_{2}, \ldots, X_{n}, \theta\right) . k_{2}\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

$\Rightarrow$ The whole set $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is joindly sufficient for $\theta$.

### 15.7. Cramer-Rao Inequality

Theorem 15.8. If $t$ is an unbiased estimator for $\gamma(\theta)$, a function of parameter $\theta$, then

$$
\begin{equation*}
\operatorname{Var}(t) \geq \frac{\left[\frac{d}{d \theta} \cdot \gamma(\theta)\right]^{2}}{E\left[\frac{\partial}{\partial \theta} \log L\right]^{2}}=\frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{I(\theta)} \tag{15.32}
\end{equation*}
$$

where $I(\theta)$ is the information on $\theta$, supplied by the sample.
In other words, Cramer-Rao inequality provides a lower bound $\left[\gamma^{\prime}(\theta)\right]^{2} / /(\theta)$, to the variance of an unbiased estimator of $\gamma(\theta)$.

Proof. In proving this result, we assume that there is only a single parameter $\theta$ which is unknown. We also take the case of continuous r.v. The case of descrete random variables can be dealt with similarly on replacing the multiple integrals by appropriate multiple sums.

We further make the following assumptions, which are known as the Regularity conditions for Cramer-Rao Inequality.
(1) The parameter space $\Theta$ is a non-degenerate open interval on the real line $R^{1}(-\infty, \infty)$.
(2) For almost all $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, and for all $\theta \in \Theta, \frac{\partial}{\partial \theta} L(\mathbf{x}, \theta)$ exists, the exceptional set, if any, is independent of $\theta$.
(3) The range of integration is independent of the parameter $\theta$, so that $f(x, \theta)$ is differentiablè under integral sign.

If range is not independent of $\theta$ and $f$ is zero at the extremes of the range, i.e., $f(a, \theta)=0=f(b, \theta)$, then

$$
\begin{aligned}
& \frac{\partial}{\partial \theta} \cdot \int_{a}^{b} f d x=\int_{a}^{b} \frac{\partial f}{\partial \theta} d x-f(a, \theta) \frac{\partial a}{\partial \theta}+f(b, \theta) \frac{\partial b}{\partial \theta} \\
\Rightarrow \quad & \frac{\partial}{\partial \theta} \int_{a}^{b} f d x=\int_{a}^{b} \frac{\partial f}{\partial \theta} d x, \text { since } f(a, \theta)=0=f(b, \theta)
\end{aligned}
$$

(4) The conditions of uniform convergence of integrals are satisfied so that differentiation under the integral sign is valid.
(5) $I(\theta)=E\left[\left\{\frac{\partial}{\partial \theta} \log L(x, \theta)\right\}^{2}\right]$, exists and is positive for all $\theta \in \Theta$.

Let $X$ be a r.v. following the p.d.f. $f(x, \theta)$ and let $L$ be the likelihood function of the random sample $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ from this population. Then

$$
L=L(x, \theta)=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)
$$

Since $L$ is the joint p.d.f. of $\left(x_{1}, x_{2}, \ldots ; x_{n}\right)$,
where

$$
\int L(\mathbf{x}, \theta) d \mathbf{x}=1,
$$

Differentiating w.r. to $\theta$ and ussing regularity conditions given above, we get:

$$
\begin{array}{cc} 
& \int \frac{\partial}{\partial \theta} L d x=0 \Rightarrow \int\left(\frac{\partial}{\partial \theta} \log L\right) L d x=0 \\
\Rightarrow & E\left(\frac{\partial}{\partial \theta} \log L\right)=0 \tag{15533}
\end{array}
$$

Let $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be an unbiased estimator of $\gamma(\theta)$ such that

$$
\begin{equation*}
E(t)=\gamma(\theta) \Rightarrow \int t \cdot L d \mathbf{x}=\gamma(\theta) \tag{15•34}
\end{equation*}
$$

Differentiating w.r. to $\theta$, we get

$$
\int t \cdot \frac{\partial L}{\partial \theta} d x=\gamma^{\prime}(\theta) \Rightarrow \int t\left(\frac{\partial}{\partial \theta} \log L\right) \ell d x=\gamma(\theta)
$$

$$
\begin{align*}
& \Rightarrow \quad E\left(t \cdot \frac{\partial}{\partial \theta} \log L\right)=\gamma^{\prime}(\theta)  \tag{15.35}\\
& \operatorname{Cov}\left(t \cdot \frac{\partial}{\partial \theta} \log L\right)=E\left[t \cdot \frac{\partial}{\partial \theta} \log L\right]-E(t) \cdot E\left(\frac{\partial}{\partial \theta} \log L\right) \\
& =\gamma^{\prime}(\theta)
\end{align*}
$$

We have :

$$
\begin{array}{cc} 
& {\left[r(X, Y]^{2} \leq 1 \Rightarrow[\operatorname{Cov}(X, Y)]^{2} \leq \operatorname{Var}(X): \operatorname{Var}(Y)\right.} \\
\therefore & {\left[\operatorname{Cov}\left(t, \frac{\partial}{\partial \theta} \log L\right)\right]^{2} \leq \operatorname{Var} t \cdot \operatorname{Var}\left(\frac{\partial}{\partial \theta} \log L\right)} \\
\Rightarrow & {\left[\gamma^{\prime}(\theta)\right]^{2} \leq \operatorname{Var} t\left[E\left\{\frac{\partial}{\partial \theta} \log L\right\}^{2}-\left\{E\left(\frac{\partial}{\partial \theta} \log L\right)\right\}^{2}\right]} \\
\Rightarrow & {\left[\gamma^{\prime}(\theta)\right]^{2} \leq \operatorname{Var} t \cdot E\left[\left(\frac{\partial}{\partial \theta^{2}} \log L\right)^{2}\right] \quad[\text { Using }(15: 33) \ldots(1)} \\
\Rightarrow & \operatorname{Var}(t) \geq \frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{E\left[\left(\frac{\partial}{\partial \theta} \log L\right)^{2}\right]} \tag{15-36a}
\end{array}
$$

which is Cramer-Rao Inequality.
Corollary. If $t$ is an unbiased estimator of parameter $\theta$ i.e.,

$$
E(t)=\theta \Rightarrow \gamma(\theta)=\theta \Rightarrow \gamma^{\prime}(\theta)=1,
$$

then from (15.36a), we get

$$
\operatorname{Var}(t) \geq \frac{1}{E\left[\left(\frac{\partial}{\partial \theta} \log L\right)^{2}\right]}=\frac{1}{I(\theta)}
$$

where

$$
\begin{equation*}
I(\theta)=E\left[\left(\frac{\partial}{\partial \theta} \log L\right)^{k}\right] \tag{15:37a}
\end{equation*}
$$

is called by R.A. Fisher as the amount of information on $\theta$ supplied by the sample. $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and its reciprocal $1 / I(\theta)$, as the information limit to the variance of estimator $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.

Remarks. 1. An unbiased estimator $t$ of $\gamma(\theta)$ for which Cramer-Rao lower bound in (15.32) is attained is called a minimum variance bound (MVB) estimator.
2. We have :
and

$$
\begin{align*}
& I(\theta)=E\left[\left(\frac{\partial}{\partial \theta} \log L\right)^{2}\right]=-E\left[\frac{\partial^{2}}{\partial \theta^{2}} \log L\right]  \tag{15•38}\\
& I(\theta)=n\left[\frac{\partial}{\partial \theta} \log f(x, \theta)\right]^{2}=-n\left[\frac{\partial^{2}}{\partial \theta^{2}} \log f\right] \tag{15-38a}
\end{align*}
$$

Proof. We have proved in (15.33),

$$
\begin{equation*}
E\left(\frac{\partial}{\partial \theta} \log L\right)=0 \tag{*}
\end{equation*}
$$

Also

$$
\begin{aligned}
\left(\frac{\partial^{2}}{\partial \theta^{2}} \log L\right) L & =\frac{\partial}{\partial \theta}\left[\left(\frac{\partial}{\partial \theta} \log L\right) \cdot L\right]-\left(\frac{\partial}{\partial \theta} \log L\right) \cdot \frac{\partial L}{\partial \theta} \\
& =\frac{\partial}{\partial \theta}\left[\left(\frac{\partial}{\partial \theta} \log L\right), L\right]-\left(\frac{\partial}{\partial \theta} \log L\right) \cdot L
\end{aligned}
$$

Integrating both sides w.r. to $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we get

$$
\begin{aligned}
E\left(\frac{\partial^{2}}{\partial \theta^{2}} \log L\right) & =\frac{\partial}{\partial \theta} \cdot E\left(\frac{\partial}{\partial \theta} \log L\right)-E\left(\frac{\partial}{\partial \theta} \log L\right)^{2} \\
& =-E\left(\frac{\partial}{\partial \theta} \log L\right)^{2} \\
\Rightarrow \quad I(\theta) & =E\left(\frac{\partial}{\partial \theta} \log L\right)^{2}=-E \cdot\left(\frac{\partial^{2}}{\partial \theta^{2}} \log L\right)
\end{aligned}
$$

[Using (*)]
a form which is more convenient to use in practice.
Also

$$
\begin{aligned}
I(\theta)= & E\left[\left(\frac{\partial}{\partial \theta} \log L \cdot\right)^{k}\right]=E\left[\sum_{i=1}^{n} \frac{\partial}{\partial \theta} \log f\left(x_{i}, \theta\right)\right]^{2} \\
= & \dot{E}\left[\sum_{i=1}^{n}\left\{\frac{\partial}{\partial \theta} \log f\left(x_{i}, \theta\right)\right\}^{2}\right. \\
& \left.\quad+\sum_{i \neq j=1}^{n}\left\{\left(\frac{\partial}{\partial \theta} \log f\left(x_{i}, \theta\right)\right) \cdot\left(\frac{\partial}{\partial \theta} \log f\left(x_{j}, \theta\right)\right)\right]\right] \\
= & n \cdot E\left[\frac{\partial}{\partial \theta} \log f(x, \theta)\right]^{2}, \quad\left[\text { On using }\left(^{*}\right)\right]
\end{aligned}
$$

since $x_{i}$ 's; $i=1,2, \ldots, n$ are i.i.d. r.v.'s.

## 15•7•1. Conditions for the Equality Sign. in Cramer-Rao (C.R.) Inequality.

In proving ;15.32) we used [c.f. (15.36) that

$$
\begin{equation*}
\left[\gamma^{\prime}(\theta)\right]^{2} \leq E[t-\gamma(\theta)]^{2} \cdot E\left(\frac{\partial}{\partial \theta} \log \dot{L}\right)^{2} \tag{15:39}
\end{equation*}
$$

The sign of equality will hold in C.R. Inequality if and only if the sign of equality holds in (15.39). The șign of equality will hold in (15.39) by Cauchy Schwartz Inequality, if and only if the variables $[t-\gamma(\theta)]$ and $\left(\frac{\partial}{\partial \theta} \log L\right)$ are proportional to each other, i.e.,

$$
\frac{t-\gamma(\theta)}{\frac{\partial}{\partial \theta} \log L}=\lambda=\lambda(\theta)
$$

where $\lambda$ is a constant independent of $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ but may depend on $\theta$.
$\therefore \quad \frac{\partial}{\partial \theta} \log L=\frac{t-\gamma(\theta)}{\lambda(\theta)}=[t-\gamma(\theta)] A(\theta)$
where

$$
\begin{equation*}
A=A(\theta)=1 /[\lambda(\theta)] \text {, say. } \tag{15-40}
\end{equation*}
$$

Hence a necessary and sufficient condition for an unbiased estimator to attain the lower bound of its variance is given by (1'5.40).

Further, the C-R minimum variance bound is given by :

$$
\begin{equation*}
\operatorname{Var}(t)=\left[\gamma^{\prime}(\dot{\theta})\right]^{2} / E\left(\frac{\partial}{\partial \theta} \log \grave{L}\right)^{2} \tag{15.41}
\end{equation*}
$$

But

$$
\begin{aligned}
E\left(\frac{\partial}{\partial \theta} \log L\right)^{2} & =E[A(\theta) \cdot\{t-\gamma(\theta)\}]^{2} \quad[\text { From }(15 \cdot 40)] \\
& =[A(\theta)]^{2}: E[t-\gamma(\theta)]^{2} \\
& =[A(\theta)]^{2} \cdot \operatorname{Var}(t)
\end{aligned}
$$

Substituting in (i5-41), we get

$$
\left.\begin{array}{rl}
\operatorname{Var}(t) & =\frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{[A(\theta)]^{2} \cdot \operatorname{Var}(t)} \\
\Rightarrow \quad & \operatorname{Var}(t)
\end{array}\right)\left|\frac{\gamma^{\prime}(\theta)}{A(\theta)}\right|=\left|\gamma^{\prime}(\theta) \cdot \lambda(\theta)\right|, ~ l
$$

Hence if the likelihood function $L$ is expressible in the form (15.40) viz.,

$$
\frac{\partial}{\partial \theta} \log L=\frac{t-\gamma(\theta)}{\lambda(\theta)} \doteq[t-\gamma(\theta)] . A(\theta),
$$

then
(i) $t$ is an unbiased estimator of $\gamma(\theta)$.
(ii) Minimum Variance Bound (MVB) estimator (t) for $\gamma(\theta)$ exists, and
(iii) $\operatorname{Var}(i)=\left|\frac{\gamma^{\prime}(\theta)}{A(\theta)}\right|=\left|\cdot \gamma^{\prime}(\theta) \lambda(e)\right|$

The importance of this result lies in that fact that C.R. inequality, in addition to find if MVBU estimator for $\gamma(\theta)$ exists, also gives us the variance of such an estimator, which is given by (15.42):

Remarks 1. If $\gamma(\theta)=\theta, i . e$., if $t$ is an unbiased estimator of $\theta$, then (15.40) can be written as :

$$
\begin{equation*}
\frac{\cdot \partial}{\partial \theta} \log L=\frac{t-\theta}{\lambda} \tag{15:43}
\end{equation*}
$$

Hence if (1543) holds, then $t$ is an MVB estimator for $\theta$ with

$$
\operatorname{Var}(t)=|\lambda(\theta)|=1 /|A(\theta)|
$$

2. We have seen in (1540) that an MiVB estimator exists for $\gamma(\theta)$ if

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \log L=\frac{t-\gamma(\theta)}{\lambda}=[t-\gamma(\theta)] \cdot \frac{1}{\lambda}, \tag{*}
\end{equation*}
$$

where $\lambda=\lambda(\theta)$; say ${ }^{\prime}$ If we write

$$
\int \frac{1}{\lambda} d \theta=\alpha(\theta),
$$

then integrating (*) w.r. to $\theta$ (by parts), we get

$$
\begin{align*}
\log L & =\left[t-\gamma^{( }(\theta)\right] \alpha(\theta)+\int \alpha(\theta) \cdot \gamma^{\prime}(\theta) d \theta+k(\mathbf{x}) \\
\Rightarrow \quad \log L & =[t-\gamma(\theta)] \alpha(\theta)+\beta(\theta)+k(\mathbf{x}) \tag{15-44}
\end{align*}
$$

where $\alpha(\theta)$ and $\beta(\theta)$ are arbitrary functions of $\theta$ and $k(\mathbf{x})=k\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, is an arbitrary function of $x_{i}^{\prime}$ 's independent of $\theta$.

$$
\begin{align*}
\text { Hence } & \log f(x, \theta) & =[t-\gamma(\theta)] A_{1}(\theta)+B_{1}(\theta)+k_{1}(\mathbf{x}) \\
\Rightarrow \quad & f(x, \theta) & =g(\mathbf{x}) \cdot h(\theta) \cdot \exp [a(\theta) \cdot \psi(\mathbf{x})]
\end{align*}
$$

which is the necessary and sufficient condition for the existence of a sufficient statistic [c.f. Koopman's form, Equation (15:30) in Remark 3 to § 15.6)]. Hence an MVB estimator for $\gamma(\theta)$ exists if and only if there exists a sufficient estimator for $\gamma(\theta)$.

This suggests that in our search for an MVB estimator for $\gamma(\theta)$,we need to confine ourselves to sufficient estimators of $\gamma(\theta)$ alone.
This explains why the method failed in the case of Cauchy population [c.f. Example 15.19], where no sufficient estimator exists and its success in the case of normal population [c.f. Example 15.18, where $\bar{x}$ is sufficient for $\mu$ and Example $15 \cdot 20, \sum_{i=1}^{n} x_{i}^{2} / n$ is sufficient for $\left.\sigma^{2}\right]$.

Example 15-18. Obtain the MVB estimator for $\mu$ in the normal population $N\left(\mu, \sigma^{2}\right)$, where $\sigma^{2}$ is known.

Solution. If $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample of size $n$ from the normal population, then

$$
\begin{aligned}
& L=\prod_{i=1}^{n} f\left(x_{i}, \mu\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \cdot \exp \left\{-\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2} / 2 \sigma^{2}\right\} \\
& \begin{aligned}
\log L & =-n \log (\sqrt{2 \pi} \sigma)-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2} \\
& =k-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2},
\end{aligned}
\end{aligned}
$$

where $k$ is a $r$ nnstant independent of $\mu$, ( $\sigma$ being known).

$$
\begin{aligned}
\frac{\partial}{\partial \mu} \log L & =-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left[2\left(x_{i}-\mu\right)(-1)\right] \\
& =\frac{\sum_{i=1}^{n}\left(x_{i}-\mu\right)}{\sigma^{2}}=\frac{\sum x_{i}-n \mu}{\sigma^{2}}=\frac{(\bar{x}-\mu)}{\sigma^{2} / n}
\end{aligned}
$$

which is of the form (15.40).

Hence $\bar{x}$ is an MVB unbiased estimator for $\mu$ and $V(\hat{\mu})=V(\bar{x})=\frac{\sigma^{2}}{n}$.
Example 15.19. Find if MVB estimator exists for $\theta$ in the Cauchy's population:

$$
d F(x, \theta)=\frac{1}{\pi} \cdot \frac{1}{1+(x-\theta)^{2}},-\infty<x<\infty .
$$

Solution. Here

$$
\begin{aligned}
& L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\left(\frac{1}{\pi}\right)^{n} \prod_{i=1}^{n}\left[\frac{1}{1+\left(x_{i}-\theta\right)^{2}}\right] \\
& \therefore \quad \log L=-n \log \pi-\sum_{i=1}^{n} \log \left[1+\left(x_{i}-\theta\right)^{2}\right] \\
& \Rightarrow \quad \frac{\partial}{\partial \theta} \log L=2 \sum_{i=1}^{n}\left[\frac{\left(x_{i}-\dot{\theta}\right)}{1+\left(x_{i}-\theta\right)^{2}}\right]
\end{aligned}
$$

Since this cannot be expressed in form (15.40), MVB estimator does not exist for $\theta$, in the Cauchy's population and so Cramer Rao lower bound is not attainable by the variance of any unbiased estimator $\theta$.

Example 15.20. A random sample $x_{1}, x_{2}, \ldots, x_{n}$ is taken from a normal population with mean zero and variance $\sigma^{2}$. Examine if $\sum_{i=1}^{n} x_{i}^{2} / n$ is an MVB estimator for $\boldsymbol{\sigma}^{2}$.

Solution. Since $X \sim N\left(0, \sigma^{2}\right)$,

$$
\begin{aligned}
f\left(x, \sigma^{2}\right) & =\frac{1^{1}}{\sigma \sqrt{2 \pi}} \cdot \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right),-\infty<x<\infty \\
L & =\prod_{i=1}^{n} f\left(x_{i}, \sigma^{2}\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left\{-\sum_{i=1}^{n}\left(x_{i}^{2} / 2 \sigma^{2}\right)\right\} \\
\Rightarrow \quad \log L & =-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log \sigma^{2}-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n} x_{i}^{2} \\
\frac{\partial}{\partial \sigma^{2}} \log L & =-\frac{n}{2 \sigma^{2}}+\frac{1}{2 \sigma^{4}} \sum_{i=1}^{n} x_{i}^{2}=\frac{\sum_{i=1}^{n} \cdot x_{i}^{2}-n \sigma^{2}}{2 \sigma^{4}} \\
& =\frac{\left(\sum_{i=1}^{n} x_{i}^{2} / n\right)-\sigma^{2} .}{\left(2 \sigma^{4} / n\right)},
\end{aligned}
$$

which is of the form (15.40).
Hence $\quad \hat{\sigma}^{2}=\sum_{i=1}^{n} \frac{x_{i}^{2}}{n}$, is an MVB estimator and $V\left(\hat{\sigma}^{2}\right)=\frac{2 \sigma^{4}}{n}$

Example 15.21. Show that $\bar{X}=\sum_{i=1}^{n} X_{i} / n$, in random sampling from

$$
\dot{f(x, \theta)}=\left\{\begin{array}{l}
(1 / \theta) \exp (-x / \theta), 0<x<\infty  \tag{*}\\
0, \text { otherwise }
\end{array}\right.
$$

where $0<\theta<\infty$, is an MVB estimator of $\theta$ and has variance $\theta^{2} / n$.
Solution. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a ranidom sample of size $n$ from population with p.d.f. in (*). Then

$$
L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\frac{1}{\theta^{n}} \cdot \exp \left[-\sum_{i=1}^{n} x_{i} / \theta\right]
$$

$\Rightarrow \quad \log L=-n \log \theta-\frac{1}{\theta} \cdot \sum_{i=1}^{n} x_{i}$

$$
\begin{array}{ll}
\therefore & \frac{\partial}{\partial \theta} \log L=-\frac{n}{\theta}+\frac{1}{\theta^{2}} \cdot \sum_{i=1}^{n} x_{i} \\
\Rightarrow & \frac{\partial^{2}}{\partial \theta^{2}} \log L=\frac{n}{\theta^{2}}-\frac{2}{\theta^{3}} \sum_{i=1}^{n} x_{i}
\end{array}
$$

$$
\therefore \quad I(\theta)=-E\left[\frac{\partial^{2}}{\partial \theta^{2}} \log L\right]=-\frac{n}{\theta^{2}}+\frac{2}{\theta^{3}} \cdot \sum_{i=1}^{n} E\left(x_{i}\right)
$$

In sampling from exponential population (*), we have -

$$
\begin{align*}
E(X) & =\theta \text { and } \operatorname{Var}(X)=\theta^{2}  \tag{}\\
\therefore \quad I(\theta) & =-\frac{n}{\theta^{2}}+\frac{2}{\theta^{3}} \cdot \sum_{i=1}^{n}(\theta) \\
& =-\frac{n}{\theta^{2}}+\frac{2}{\theta^{3}} \cdot n \theta=\frac{n}{\theta^{2}}
\end{align*}
$$

Also

$$
\gamma(\theta)=\theta \quad \Rightarrow \quad \gamma^{\prime}(\theta)=1 .
$$

Hence Cramer Rao lower bound to the variance of an unbiased estimator of $\theta$ is :

$$
\begin{equation*}
\frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{I(\theta)}=\frac{1}{\left(n / \theta^{2}\right)}=\frac{\theta^{2}}{n} \tag{}
\end{equation*}
$$

Consider the estimator $\bar{X}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$.
We have :

$$
E(\bar{X})=\frac{1}{n} \sum_{i=1}^{n} E\left(x_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}(\theta)=\theta
$$

$\Rightarrow \quad \ddot{X}$ is an unbiased estimator of $\theta$.
Also $\operatorname{Var}(\overline{\mathrm{X}})=\frac{\sigma^{2}}{n}=\frac{\operatorname{Var} X}{n}=\frac{\theta^{2}}{n}$

Thus we see that $\operatorname{Var}(\bar{X})$ coincides with the Cramer-Rao lower bound obtained in (***). Hence $\bar{X}$, the sample mean is an MVB unbiased estimator, for $\theta$.

Aliter. A more convenient way of doing this problem is as follows :
We have

$$
\begin{aligned}
\frac{\partial}{\partial \theta} \log L & =-\frac{n}{\theta}+\frac{1}{\theta^{2}} \sum_{i=1}^{n} x_{i}=\frac{\sum_{i=1}^{n} x_{i}-n \theta}{\theta^{2}} \\
& =\frac{\bar{X}-\theta}{\left(\theta^{2} / n\right)}=\frac{\bar{X}-\theta}{\lambda(\theta)}, \text { (say) }
\end{aligned}
$$

which is of the form (15.40).
Hence $\bar{X}$ is an MVB unbiased estimator of $\theta$ and $\operatorname{Var}(\bar{X})=\lambda(\theta)=\theta^{2} / n$.
Example 15.22. Given the probability density function

$$
\begin{equation*}
f(x: \theta)=\left[\pi\left\{1+(x-\theta)^{2}\right\}\right]^{-1} ;-\infty<x<\infty,-\infty<\theta<\infty \tag{*}
\end{equation*}
$$

show that the Cramer-Rao lower bound of variance of an unbiased estimator of $\theta$ is $\frac{2}{n}$, where $n$ is the size of the random sample from this distribution...
[Sri Venkateswara Univ M.Sc., 1992]
Solution. $\log f=-\log \pi-\log \left[1+(x-\theta)^{2}\right]$

$$
\frac{\partial \log f}{\partial \theta}=\frac{2(x-\theta)}{\left[1+(x-\theta)^{2}\right]}
$$

$$
E\left(\frac{\partial \log f}{\partial \theta}\right)^{2}=\int_{-\infty}^{\infty} \frac{4(x-\theta)^{2}}{\left[1+(x-\theta)^{2}\right]^{2}} f(x, \theta) d x
$$

$$
=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{4(x-\theta)^{2}}{\left[1+(x-\theta)^{2}\right]^{3}} d x
$$

Put

$$
x-\theta=\tan \phi \Rightarrow d x=\sec ^{2} \phi d \phi
$$

$$
\therefore E\left(\frac{\partial}{\partial \theta} \log f\right)^{2}=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{4 \tan ^{2} \phi}{\sec ^{6} \phi} \sec ^{2} \phi d \phi=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{4 \sin ^{2} \phi}{\cos ^{2} \phi} \cos ^{4} \phi d \phi
$$

$$
=\frac{2}{\pi} \int_{0}^{\pi / 2} 4 \sin ^{2} \phi \cos ^{2} \phi d \phi=\frac{8}{\pi} \int_{0}^{\pi / 2}\left(\cos ^{2} \phi-\cos ^{4} \phi\right) d \phi
$$

$$
=\frac{8}{\pi}\left[\frac{1}{2} \cdot \frac{\pi}{2}-\frac{3.1}{4.2} \cdot \frac{\pi}{2}\right]
$$

(Using reduction formula for $\int_{0}^{\pi / 2} \cos ^{n} x d x$ ).

$$
=\frac{8}{\pi}\left[\frac{\pi}{4}-\frac{3 \pi}{16}\right]=\frac{1}{2}
$$

Hence Cramer-Rao lower bound is

$$
=\frac{1}{n E\left(\frac{\partial \log f}{/ \partial \theta}\right)^{2}}=\frac{1}{n\left[\frac{1}{2}\right]}=\frac{2}{n} .
$$

Exampl. 15-23. Prove that under certain general conditions of regularity to be stated clearly the mean square deviation $E(\hat{\theta}-\theta)^{2}$ of an estimator $\hat{\theta}$ of the parameter $\theta$, can never fall below a positive limit depending only on the density function $f(x, \theta)$, the size of the sample and the bias of the estimate.

Solutiọn. We have proved Cramer-Rao's inequality

$$
\begin{equation*}
V(\hat{\theta}) \geq \frac{\left[\psi^{\prime}(\theta)\right]^{2}}{I(\theta)}, \text { where } E(\hat{\theta})=\psi(\theta) \tag{}
\end{equation*}
$$

Now

$$
\begin{aligned}
E(\hat{\theta}-\theta)^{2} & =E[\hat{\theta}-\psi(\theta)+\Psi(\theta)-\theta]^{2} \\
& =E[\hat{\theta}-\psi(\theta)]^{2}+[\theta-\psi(\theta)]^{2}+2[\psi(\theta)-\theta] . E[\hat{\theta}-\psi(\theta)] \\
& =V(\hat{\theta})+[\theta-\psi(\theta)]^{2}
\end{aligned}
$$

$$
\begin{equation*}
\therefore \quad E(\hat{\theta}-\theta)^{2} \geq \frac{\left[\psi^{\prime}(\theta)\right]^{2}}{I(\theta)}+\left[\theta^{\prime}-\psi(\theta)\right]^{2} \quad\left[\text { Using }\left(^{*}\right)\right] \tag{}
\end{equation*}
$$

Let $\hat{\theta}$ be a 'biased' estimator of $\theta$ with bias given by $b(\theta)$

$$
\begin{array}{lrl}
\text { i.e., } & E(\hat{\theta})=\theta+b(\theta)=\Psi(\theta), \text { (say } . \\
\therefore & \Psi(\theta)-\theta=b(\theta)
\end{array}
$$

From (**), we get

$$
\therefore \quad E(\hat{\theta}-\theta)^{2} \geq \frac{\left[1+\frac{\partial}{\partial \theta} b(\theta)\right]^{2}}{I(\theta)}+[b(\theta)]^{2}>0
$$

where

$$
I(\theta)=n \int_{-\infty}^{\infty}\left(\frac{\partial}{\partial \theta} \log f\right)^{2} f(x, \theta) d x>0
$$

This proves the result.
15.8. Complete Family of Distributions. Consider a statistic $T=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, based on a random sample of size $n$ from the population $f(x, \theta), \theta \in \Theta$. The distribution of the statistic $T$ will, in general, depend on $\theta$. Hence corresponding to $T$, we again have a family of distributions, say, $\{g(t, \theta), \theta \in \Theta\}$.

Definition. The statistic $T=t(x)$, or more precisely the family of distributions $\{g(t, \theta), \theta \in \Theta\}$ is said to be complete for $\theta$ if

$$
\begin{equation*}
E_{\theta}[h(T)]=0 \text { for all } \theta \Rightarrow P_{\theta}[h(T)=0]=1 \tag{15-45}
\end{equation*}
$$

$$
\left.\begin{array}{lr}
i . e ., & \int h(t) g(t, \theta) d t=0 \text { for all } \theta \in \Theta \\
\text { or } & \sum_{t} h(t) g(t, \theta)=0 \text { for all } \theta \in \Theta
\end{array}\right\}
$$

$\Rightarrow \quad h(T)=0$, for all $\theta \in \Theta$, almost surely (a.s.).
The concept of complete sufficient statistic is specially useful in RaoBlackwell Theorem [c.f. § 15.9].

Example 15.24. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from Bernoulli distribution:

$$
f(x, \theta)=\left\{\begin{array}{l}
\theta^{x}(1-\theta)^{1-x} ; x=0,1 \\
0 \quad, \text { otherwise }
\end{array}\right.
$$

Show that $\sum_{i=1}^{n} X_{i}$, is a complete sufficient statistic for $\theta$.
Solution. The likelihood function of the sample $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is given by :
where

$$
\begin{aligned}
L & =\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\left[\theta^{\sum x_{i}}(1-\theta)^{n-\sum_{i} x_{i}}\right] \times 1 \\
& =g[t(\mathrm{x}), \theta] \cdot h\left(x_{1}, x_{2}, \ldots, x_{n}\right) \\
t(\mathrm{x}) & =\sum_{i=1}^{n} x_{i} \quad \text { and } h\left(x_{1}, x_{2}, \ldots, x_{n}\right)=1
\end{aligned}
$$

Hence by Factorisation Theorem, $T=\sum_{i=1}^{n} X_{i}$, is sufficient estimator of $\theta$.
Since $X_{i}$ 's are i.i.d. Bemoulli variates with parameter $\theta$,

$$
T=\sum_{i=1}^{n} X_{i} \sim B(n, \theta)
$$

with p.m.f.

$$
\begin{align*}
& P(T=k)=\left\{\begin{array}{c}
{ }^{n} C_{k} \theta^{k}(1-\theta)^{n-k}, k=0,1,2, \ldots, n \\
0 \quad,
\end{array}\right. \\
& \begin{aligned}
E_{\theta}[h(T)] & =\sum_{k=0}^{n} h(k) \cdot P(T=k)=\sum_{k=0}^{n} h(k) \cdot{ }^{n} C_{k} \theta^{k}(1-\theta)^{n-k} \\
& =\sum_{k=0}^{n} A(k) \cdot \theta^{k}(1-\theta)^{n-k} ; A(k)=h(k) \cdot{ }^{n} C_{k} \\
& =A(0)(1-\theta)^{n}+A(1) \theta(1-\theta)^{n-1}+\ldots+A(n) \cdot \theta^{n}
\end{aligned}
\end{align*}
$$

Now

$$
E_{\theta}[h(T)]=0 \text { for all } \theta \in \theta=\{\theta: 0<\theta<1\}
$$

$\Rightarrow \quad A(0)(1-\theta)^{n}+A(1) \theta(1-\theta)^{n-1}+\ldots+A(n) \theta^{n}=0, \forall \theta$
$\Rightarrow A(0)+A_{1}[\theta /(1-\theta)]+\ldots+A(n)[\theta /(1-\theta)]^{n}=0 \forall \theta \in[0 ; 1]$
$\Rightarrow \quad A(0)=A(1)=A(2)=\ldots=A(n)=0$,
since a polynomial of degree $n$ in $x$ is identically zero (for all $x$ ), if all the coefficients are zero.

From ( ${ }^{*}$ ) and (**), we get

$$
\begin{array}{ll}
\quad h(k)=0, k=0,1,2, \ldots, n \\
\Rightarrow \quad & h(t)=0, t=0,1,2, \ldots, n
\end{array}
$$

Hence $T$ is a complete (sufficient) statistic for $\theta$.
Example 15.25. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n^{\prime}$ from $N(\theta, 1)$ population. Examine if $T=t(x)=X_{1}$ is complete for $\theta$.

Solution. We have $T=X_{1} ; \theta=\{\theta:-\infty<\theta<\infty\}$

$$
\begin{aligned}
& \therefore \quad E_{\theta}[h(T)]=0 \\
& \Rightarrow \quad \int_{-\infty}^{\infty} h(u) e^{-(u-\theta)^{2} / 2} d u=0, \text { for all } \theta \in \theta \\
& \Rightarrow \quad \int_{-\infty}^{\infty}\left\{h(u) e^{-u^{2} / 2}\right\} e^{\theta u} . d u=0, \text { for all } \theta \in \Theta
\end{aligned}
$$

This is a bilateral Laplace transform in $\theta$. Since these are unique :

$$
\begin{array}{rlrl} 
& & h(u) \cdot e^{-u^{2} / 2} & =0, \text { a.s. } \\
\Rightarrow & h(u) & =0, \text { a.s. } \\
\Rightarrow & P[h(T)=0] & =1, \forall \theta \in \Theta \\
\Rightarrow & T=X_{1}, \text { is complete statistic for } \theta .
\end{array}
$$

Remark. It can be easily seen that $T_{1}=\sum_{i=1}^{n} X_{i}$, is a sufficient estimator of $\theta$ and since $T_{1} \sim N(n \theta, 1 / n)$, by proceeding as in the above problem, we can prove that $T_{1}=\sum_{i=1}^{n} X_{i}$, is a complete sufficient statistic for $\theta$ and the family of distributions $\left\{g_{1}\left(t_{1}, \theta\right), \theta \in \Theta\right\}$, is complete.

Example 15.26. Let $X_{1}, X_{2}, \ldots, X_{n}^{\prime}$ be a random sample from $N(O, \theta)$. Prove that $T=X_{1}$ is not a complete statistic for $\theta$ but $T_{l}=X_{l}{ }^{2}$ is complete for $\theta$.

Solution. Here $T=t(x)=X_{1} ; \theta=\{\theta ; 0<\theta<\infty\}$

$$
E_{\theta}[h(T)]=0, \text { for all } \theta \in \Theta
$$

$$
\Rightarrow \quad \int_{-\infty}^{\infty} h(u) \exp \left[-u^{2} /(2 \theta)\right] d u=0, \text { for all } \theta \in \Theta
$$

This holds only for all odd functions $h(u)$ of $u$, for which the integral exists i.e., for all functions s.t.

$$
\begin{aligned}
& & h(u) & =-h(-u) ; \text { for all } u \\
\Rightarrow & & \left.h(i)^{\prime}\right) & \neq 0, \text { a.s. } \\
\Rightarrow & & T & =X_{1} \text { is not complete statistic for } \theta .
\end{aligned}
$$

Let us now consider the statistic $T_{1}=X_{1}{ }^{2}$.

$$
E_{\theta}\left[h\left(T_{1}\right)\right]=0 \text {, for all } \theta \in \Theta
$$

$$
\begin{aligned}
& \Rightarrow \quad \int_{-\infty}^{\infty} h\left(x^{2}\right) \exp \left(-x^{2} / 2 \theta\right) d x=0, \text { for all } \theta \in \Theta \\
& \Rightarrow \quad \int_{-\infty}^{\infty} \frac{h(u)}{\sqrt{u}} \exp (-u / 2 \theta) d u=0, \forall \theta \in \Theta
\end{aligned}
$$

This being a Laplace transform in (1/0), we have

$$
\begin{aligned}
& & \frac{h(u)}{\sqrt{u}} & =0, \text { a.s. } \\
\Rightarrow & & h(u) & =0, \text { a.s. } \\
\Rightarrow & & T_{1} & =X_{1}^{2} \text {, is complete statistic for } \theta .
\end{aligned}
$$

Remark. We can easily see that $T_{1}=X_{1}{ }^{2}$, is sufficient statistic for $\theta$. Hence $T_{1}=X_{1}{ }^{2}$ is a complete sufficient statistic for $\theta$.

Example 15.27. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from uniform $U[0, \theta], \theta>0$ population. Show that $T=\max _{1 \leq i \leq n}\left(X_{i}\right) \doteq X_{(n)}$. is a complete sufficient statistic for $\theta$.

Solution. $\quad T=X_{(n)}$ has p.d.f.

$$
\left.\begin{array}{rl}
g(t, \theta) & =\left\{\begin{array}{l}
\frac{n t^{n-1}}{\theta^{n}} ; 0 \leq t \leq \theta \\
0
\end{array},\right. \text { otherwise }
\end{array}\right\} \begin{aligned}
& E_{\theta}[h(T)]=0, \text { for all } \theta \in \Theta=\{\theta: 0<\theta<\infty\} \\
& \Rightarrow \quad \frac{n}{\theta^{n}} \int_{0}^{\theta} h(u) . u^{n-1} d u=0, \text { for all } \theta \in \Theta
\end{aligned}
$$

Differentiating w.r. to $\theta$, we get from the fundamental theorem of integral calculus:

$$
h(\theta) \cdot \theta^{n-1}=0, \forall \theta \in \Theta
$$

$$
\Rightarrow \quad h(T)=0, \text { a.s. }
$$

$$
\Rightarrow \quad T=\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)=X_{(n)} \text {, is complete for } \theta .
$$

We have also proved in Example 15.13, that $T=X_{(n)}$, is sufficient for $\theta$.
Hence

$$
T=X_{(n)}, \text { is complete sufficient statistic for } \theta .
$$

15.9. MVU and Blackwellisation. Cramer-Rao inequality (c.f. § 15.7 ) provides us a technique of finding if the unbiased estimator is also an MVU estimator or not. Here, since the regularity conditions are very. strict, its applications become quite restrictive. More-over MVB estimator is not the same as an MVU estimator since the Cramer-Rao lower bound may not always
be attained. More-over, if the regularity conditions are violated, then the least attainable variance may be less than the Cramer-Rao bound. [For illustration see Example 15.30]. In this section we shall discuss how to obtain MVU estimator from any unbiased estimator through the use of sufficient statistic. This fecthnique is called Blackwellisation after D. Blackwell. The result is contained in the following Theorem due to C.R. Rao and D. Blackwell.

Theorem 15.9. (Rao-Blackwell Theorem): Let $X$ and $Y$ be random variables such that

Let

$$
E(Y \mid X=x)=\phi(x) \text {, then }
$$

$$
\begin{equation*}
E[\phi(X)]=\mu \tag{i}
\end{equation*}
$$

and (ii)

$$
\operatorname{Var}[\phi(X)] \leq \operatorname{Var}(Y)
$$

Proof. Let $f_{X Y}(x, y)$ be the joint p.d.f. of random variables $X$ and $Y, f_{1}$ (.) and $f_{2}$ (.) the marginal p.d.f.'s of $X$ and $Y$ respectively and $h(y \mid x)$ be the conditional p.d.f. of $Y$ for given $X=x$ such that

$$
\begin{align*}
& h(y \mid x)=\frac{f(x, y)}{f_{1}(x)} \\
& E(Y \mid X=x)=\int_{-\infty}^{\infty} y \cdot h(y \mid x) d y \\
&=\int_{-\infty}^{\infty} y \cdot \frac{f(x, y)}{f_{1}(x)} d y \\
&=\frac{1}{f_{1}(x)} \int_{-\infty}^{\infty} y f(x, y) d y=\phi(x), \text { (say) }  \tag{15-46}\\
& \Rightarrow \quad \int_{-\infty}^{\infty} y f(x, y) d y=\phi(x) \cdot f_{1}(x) \tag{15:46a}
\end{align*}
$$

From (1546) we observe that the conditional distribution of $Y$ given $X=x$ does not depend on the parameter $\mu$. Hence $X$ is sufficient statistic for $\mu$.

Now

$$
\begin{equation*}
E[\phi(X)]=E[E(Y \mid X)]=E(Y)=\mu, \tag{15.47}
\end{equation*}
$$

which establishes part $(i)$ of the Theorem.
We have

$$
\begin{align*}
\operatorname{Var}(Y)= & E[Y-E(Y)]^{2}=E[Y-\mu]^{2} \\
= & E[Y-\phi(X)+\phi(X)-\mu]^{2} \\
= & E[Y-\phi(X)]^{2}+E[\phi(X)-\mu]^{2} \\
& \quad+2 E[(Y-\phi(X)\}[(\phi(X)-\mu)]
\end{align*}
$$

The product term gives

$$
\begin{aligned}
& \begin{aligned}
& E[(Y-\phi(X)\}\{\phi(X)-\mu]]=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(y-\phi(x))(\phi(x)-\mu) f(x, y) d x d y \\
&=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(y-\phi(x))[\phi(x)-\mu] f_{1}^{i}(x) h(y \mid x) d x d y \\
&=\int_{-\infty}^{\infty}[\phi(x)-\mu] ;\left[\int_{-\infty}^{\infty}[y-\phi(x)] h(y \mid x) d y\right] d x
\end{aligned} \\
& \text { But } \quad \int_{-\infty}^{\infty}[y-\phi(x)] h(y \mid x) d y=0 \quad[\because E(Y \mid X=x)=\phi(x)
\end{aligned}
$$

$$
\therefore \quad E[(Y-\phi(X))(\phi(X)-\mu)]=0
$$

Substituting in (15.48), we get

$$
\begin{array}{rlrl} 
& & \operatorname{Var}(Y) & =E[Y-\phi(X)]^{2}+\operatorname{Var}[\phi(X)] \\
\Rightarrow & \operatorname{Var} Y & \geq \operatorname{Var}[\phi(X)] & \left(\because E[Y-\phi(X)]^{2} \geq 0\right) \\
\Rightarrow & \operatorname{Var}[\phi(X)] & \leq \operatorname{Var} Y, \tag{15-49a}
\end{array}
$$

which completes the proof of the theorem.
Remarks. 1. From (15.49), it is obvious that the sign of equality holds in ( $15.49 a$ ) iff

$$
\begin{align*}
E[Y-\phi(X)]^{2} & =0 \\
Y-\phi(X) & =0, \text { almost sure }  \tag{15.50}\\
P\{(x, y): y & -\phi(x)=0\}=1
\end{align*}
$$

$$
\Rightarrow \quad Y-\phi(X)=0, \text { almost surely }
$$

i.e., iff
2. Here we have proved the theorem for continuous r.v.'s. The result can be similarly proved for discrete case, replacing integration by summation.
3. Rao-Blackwell theorem enables us to obtain MVU estimators through sufficient statistic. If a sufficient estimator exists for a parameter, then in our search for $M V U$ estimator we may restrict ourselves to functions of the sufficient statistic. The theorem can be stated slightly different as follows :

Let $U=U\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be an unbiased estimätor of pairameter $\gamma(\theta)$ and let $T=T\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be'sufficient statistic for $\gamma(\theta)$. Consider the function $\phi(T)$ of the sufficient statistic defined as

$$
\begin{equation*}
\phi(t)=E(U \backslash T=t) \tag{15.51}
\end{equation*}
$$

which is independent of $\theta$ (since $T$ is sufficient for $\gamma(\theta))$. Then

$$
E \phi(T)=\gamma(\theta)
$$

and

$$
\begin{equation*}
\operatorname{Var} \phi(T) \leq \operatorname{Var}(U) \tag{15.52}
\end{equation*}
$$

This result implies that starting with an unbiased estimator $U$, we can improve upon it by defining a function $\phi(T)$ of the sufficient statistic as given in ( 15.51 ). This téchnique of obtaining improved estimators is called Blackwellisation.

If in addition, the sufficient statistic $T$ is also complete, then the estimator $\phi(T)$ discussed above will not only be an improved estimator over $U$ but also the best (unique) estimator. We.state below the relevant theorem.

Theorem 15.10. Let $T$ be a complete sufficient statistic for $\gamma(\theta), \theta \in \theta$. Then $\phi(T)$, the function of $T$ defined in (15.51) is the unique unbiased estimator of $\gamma(\theta)$.

Combining the results of the two Theorems 15.9 and $15 \cdot 10$, we have the following result.

Corollary. If $T$ is a complete sufficient statistic for $\gamma(\theta)$ and if we can find some function of $T$, say $g(T)$, which is unbiased estimator of: $\gamma(\theta)$, then $g(T)$ is the MVU estimator of $\gamma(\theta)$.

Example 15.28. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $N(\theta, 1)$. Ol lain MVUE of $\theta$.

Solution. it can be easily proved [c.f. Example 15-25] that the statis̀tic

$$
T=X_{1}+X_{2}+\ldots+X_{n}=\sum_{i=1}^{n} X_{i}
$$

is complete sufficient statistic for $\theta$.
Consider

$$
\bar{X}_{n}=\frac{1}{n} \sum_{i=1}^{n} \hat{X}_{i}=\frac{T}{n}=g(T), \text { (say) }
$$

Since $\bar{X}_{n}=g(T)$, is unbiased estimator of $\theta$, by corollary to Theorem $15 \cdot 10$, $\bar{X}_{n}$ is MVUE of $\theta$.

Example 15.29. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $U[0, \theta]$ population. Obtain MVUE for $\theta$.

Solution. We have seen that in sampling from $U[0, \theta]$ population, the statistic :

$$
T=X_{(n)}=\max _{1 \leq i \leq n}\left(X_{i}\right)
$$

is sufficient (Example 15.13) and complete (Example 15.27) for $\theta$. Also

$$
\begin{array}{ll} 
& E(T)=E\left[X_{(n)}\right]=\left(\frac{n}{n+1}\right) \theta \quad \text { [See Example 15.30] } \\
\Rightarrow \quad & E\left[\frac{(n+1) T}{n}\right]=\theta
\end{array}
$$

Hence by corollary to Theorem 15-10, $[(n+1) T / n]=\left[(n+1) X_{(n)} / n\right]$ is an MVU estimator of $\theta$.

Example 15.30. Given :

$$
\begin{align*}
f(x, \theta) & =\frac{1}{\theta}, 0<x<\theta, \theta>0  \tag{*}\\
& =0, \text { elsewhere, }
\end{align*}
$$

compute the reciprocal of

$$
n E\left\{\left[\frac{\partial \log f(x, \theta)}{\partial \theta}\right]^{2}\right\}
$$

and compare this with the variance of $(n+1) Y_{n} / n$. where $Y_{n}$ is the largest item of a random sample of size $n$ from this distribution. Comment on the result.

Solution. $\log f(x, \theta)=-\log \theta \Rightarrow \frac{\partial}{\partial \theta} \log f=-\frac{1}{\theta}$
$\Rightarrow \quad n^{-} E\left(\frac{\partial}{\partial \theta} \log f\right)^{2}=n E\left(\frac{1}{\theta^{2}}\right)=\frac{n}{\theta^{2}}$
Hence reciprocal of $n E\left\{\left[\frac{\partial}{\partial \theta} \log f(x, \theta)\right]^{2}\right\}=\frac{\theta^{2}}{n}$
For the rectangular population (*), the p.d.f. of $n$th order statistic (the largest sample observation), $Y_{n}$ is
where

$$
g(y)=n \cdot[F(y, \theta)]^{n-1} \cdot f(y, \theta)
$$

$$
\begin{aligned}
F(x, \theta) & =P(X \leq x)=\int_{0}^{\pi} f(u) d u=\int_{0}^{r} \frac{1}{\theta}=\frac{x}{\theta} \\
g(y) & =n\left(\frac{y}{\theta}\right)^{n-1} \frac{1}{\theta}=\frac{n}{\theta^{n}} \cdot y^{n-1} ; 0 \leq y<\theta \\
E\left(Y_{n}^{r}\right) & =\int_{0}^{\theta} y^{r} \cdot g(y) d y=\frac{n}{\theta^{n}} \int_{0}^{\theta} y^{r+n-1} d y=\frac{n \theta^{r}}{n+r}
\end{aligned}
$$

Taking $r=1$ and 2, we get

$$
\begin{array}{ll} 
& E\left(Y_{n}\right)=\frac{n \dot{\theta}}{n+1} ; E\left(Y_{n}^{2}\right)=\frac{n \theta^{2}}{\dot{n}+2} \\
\begin{array}{ll}
\text { Now } \\
\Rightarrow & E\left[\frac{n+1}{n} \cdot Y_{n}\right]=\frac{n+1}{n} E\left(Y_{n}\right)=\theta \\
(n+1) Y_{n} / n \text { is an unbiased estimator of } \dot{\theta} . \\
& \operatorname{Var}\left[\frac{n+1}{\dot{n}} Y_{n}^{\prime}\right]=\left(\frac{n+1}{n}\right)^{2} \cdot \operatorname{Var}\left(Y_{n}\right) \\
& =\left(\frac{n+1}{n}\right)^{2}\left[E Y_{n}^{2}-\left(E Y_{n}\right)^{2}\right] \\
& =\left(\frac{n+1}{n}\right)^{2}\left[\frac{n \theta^{2}}{n+2}-\frac{n^{2} \cdot \theta^{2}}{(n+1)^{2}}\right] \\
& =\theta^{2}\left[\frac{(n+1)^{2}}{n(n+2)}-1\right]=\frac{\theta^{2}}{n(n+2)}<\frac{\theta^{2}}{n} \\
\Rightarrow & \operatorname{Var}\left[\frac{n+1}{n} \cdot Y_{n}\right] \leq 1 /\left[n E\left(\frac{\partial}{\partial \theta} \log f\right)^{2}\right]
\end{array} \quad \begin{array}{ll}
(n+1) Y_{n} / n \text { is an MVUE. }
\end{array}
\end{array}
$$

Remark. This example illustrates that if the regularity conditions underlying Cramer-Rao inequality are violated, then the least attainable variance may be less than the Cramer-Rao lower bóund.

## EXERCISE 15(à)

i. What do you understand by Point Estimation? Define the following terms and give one example for each :
(i) Consistent Statistic
(ii) Unbiased Statistic
(iii) Sufficient Statistic
(iv) Efficiency.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987, 1982]
2. What do you understand by Point Estimation? When would you say that estimate of a parameter is good? In particular, discuss the requirements of consistency and unbiasedness of an estimate. Give an example to show that a consistent estimate need not be unbiased.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1986]
3. Discuss the terms (i) estimate, (ii) consistent estimate, (iii) unbiased estimate, of a parameter and show that sample mean is both consistent and unbiased estimate of the population mean.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1986]
4. (a) If $s_{1}{ }^{2}, s_{2}^{2}, \ldots, s_{r}^{2}$ are $r$ sample variances based on random samples of sizes $n_{1}, n_{2}, \ldots, n_{r}$ respectively, and if $T$ is some statistic given by

$$
T=\frac{n_{1} s_{1}^{2}+n_{2} s_{2}^{2}+\ldots+n_{r} s_{r}^{2}}{a},
$$

for estimating $\sigma^{2}$ as an unbiased estimator, find the value, of $a$, supposing population is very large and for every sample

$$
s^{2}=\frac{1}{n} \sum\left(x_{i}-\bar{x}\right)^{2}
$$

Ans. $a=\left(n_{1}+n_{2}+\ldots+n_{r}\right)-r$.
(b) If $\bar{X}_{1}, \bar{X}_{2}, \bar{X}_{3}, \ldots, \bar{X}_{r}$ are the sample means based on samples of sizes $n_{1}, n_{2}, n_{3}, \ldots, n_{r}$ respectively, an unbiased estimator;

$$
t=\frac{n_{1} \bar{X}_{1}+n_{2} \bar{X}_{2}+\ldots+n_{r} \bar{X}_{r}}{k}
$$

has been defined to estimate $\mu$. Find the value of $k$.
Ans. $k=n_{1}+n_{2}+\ldots+n_{r}$.
5. (a) For the geometric distribution,

$$
f(x, \theta)=\theta(1-\theta)^{x-1},(x=1,2, \ldots), 0<\theta<1,
$$

Obtain an unbiased estimator of $1 / \theta$. [Ans. $E(\bar{X})=1 / \theta$.]
(b) The random variable $X$ takes the values 1 and 0 with respective probabilities $\theta$ and $1-\theta$. Independent observations $X_{1}, X_{2}, \ldots, X_{n}$ on $X$ are available. Write $\xi=X_{1}+X_{2}+\ldots+X_{n}$.

Show that $\xi(n-\xi) / n(n-1)$ is an unbiased estimate of $\theta(1-\theta)$.
6. Show that if $T$ is an unbiased estimator of a parameter $\theta$, then $\lambda_{1} T+\lambda_{2}$ is an unbiased estimator of $\lambda_{1} \theta+\lambda_{2}$, where $\lambda_{1}$ and $\lambda_{2}$ are known constants, but $T^{2}$ is a biased estimator of $\theta^{2}$.
7. For the following cases determine if the given estimator is unbiased for the parametric function. When it is biased, derive an unbiased estimator from it. $\bar{x}$ is the sample mean.
(a) $x_{1}, \ldots, x_{n}$ is a random sample from a distribution with variance $\sigma^{2}$. The estimator $\quad n^{-1}\left[\left(x_{1}-\bar{x}\right)^{2}+\ldots+\left(x_{n}-\bar{x}\right)^{2}\right]$ is used to estimate $\sigma^{2}$.
(b) $x_{1}, \ldots, x_{n}$ is an independent sample from an exponential distribution with mean $\theta$. The estimator $\left(1-\frac{1}{n \bar{X}}\right)^{n-1}$ is used to estimate $\exp \left(-\frac{1}{\theta}\right)$ when $n \bar{X}>1$ and zero is used when $n \bar{X}<1$.
(c) $r$ successes are observed in $n$ Bernoulli trials with success probability $p$. $(r / n)^{2}$ is used to estimate $p^{2}$.
8. $\ddot{f}(x ; \mu, \sigma)=\frac{1}{\sigma} \exp \left[-\left(\frac{x-\mu}{\sigma}\right)\right] ; \mu \leftrightarrows x<\infty .,-\infty<\mu<\infty \quad \begin{array}{r}-\infty<\infty \\ \text { and } 0<\sigma<\infty\end{array}$ Obtain
(i) an unbiased estimate of $\mu$ when $\sigma$ is known,
(ii) an unbiased estimate of $\sigma$ when $\mu$ is known,
(ii) two unbiased estimators of $\sigma^{2}$ when $\mu$ is known.

Hence obtain an infinity of unbiased estimators of $\sigma^{2}$ in this case.
[Hint. The exponential distribution has mean $\mu+\sigma$ and variance $\sigma^{2}$ ]
9. Suppose $X$ and $Y$ are independent random variables with the same unknown means $\mu$. Both $X$ and $Y$ have variance as 36. Let $T=a X+b Y$ be an estimator of $\mu$.-
(i) Show that $T$ is an unbiased estimator of $\mu$ if $a+b=1$.
(ii) If $a=\frac{1}{3}$ and $b=\frac{2}{3}$, what is the variance of $T$ ?
(iii) If $a=\frac{1}{2}$ and $b=\frac{1}{2}$, what is the variance of $T$ ?
(iv) What choice of $a$ and $b$ minimizes the variance of $T^{\prime}$ subject to the requirement that $T$ is an unbiased estimate of $\mu$ ?
10. (a) Examine the.unbiasedness of the following estimates:
(i) $s_{1}^{2}=\frac{1}{n_{i}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$
(ii) $s_{2}{ }^{2}=\frac{1}{n_{i}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}($ where $\mu$ is known),
for $\sigma^{2}$, the population vanance.
[Delhi Univ. B.Sc. (Stat. Hons.), 1982]
Ans. $E\left(s_{1}^{2}\right)=\left(\frac{n-1}{n}\right) \sigma^{2} \neq \sigma^{2}$, (ii) $E\left(s_{2}^{2}\right)=\sigma^{2}$.
(b) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample of size $n$ drawn from a population with mean $\mu$ and variance $\sigma^{2}$. Obtain an unbiased estimator for $\mu^{2}$.

Hint. $E(\bar{X})=E\left[\frac{1}{n} \sum_{i=1}^{n} X_{i .}\right]=\mu ; \operatorname{Var}(\bar{X})=\sigma^{2} / n$

$$
E\left(\bar{X}^{2}\right)=\operatorname{Var}(\bar{X})+[E(\bar{X})]^{2}=\mu^{2}+\left(\sigma^{2} / n\right)
$$

Ans. $\bar{X}^{2}-\left(\sigma^{2} / n\right)$, if $\sigma^{2}$ is known;
and $\bar{X}^{2}-\left(S^{2} / n\right)=\bar{X}^{2}-\frac{1}{\dot{n}(n-1)} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$, if $\sigma^{2}$ is. unknown.
11. If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample of size $n$ from $N\left(\mu, \sigma^{2}\right)$, where $\mu$ is known and if

$$
T=\frac{1}{n} \sum_{i=1}^{n}\left|X_{i}-\mu\right|
$$

'examine if $T$ is unbiased for $\sigma$. If not, obtain an unbiased estimator of $\sigma$. 0
Hint. $E(T)=\frac{1}{n} \sum_{i=1}^{n} E\left|X_{i}-\mu\right|=\sqrt{(2 / \pi)} . \sigma$.
since, for $N\left(\mu, \sigma^{2}\right)$, Mean Deviation about mean $=\sqrt{(2 / \pi)} \quad \sigma$
Ans. No; $\sqrt{(\pi / 2)} T$.
12. If $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample from the population

$$
\begin{equation*}
f(x, \theta)=(\theta+1) x^{\theta} ; 0<x<1 ; \theta>-1 \tag{}
\end{equation*}
$$

show that $\quad\left[\frac{-(n-1)}{\sum \log x_{i}}-1\right]$ is unbiased estimator of $\theta$.
Hint. In sampling from ( ${ }^{*}$ ), $\dot{U}=-\log X$ has an exponential distribution with parameter $(\boldsymbol{\theta}+1)$

$$
\begin{aligned}
& \Rightarrow \quad U_{i}=-\log X_{i}^{i . . \alpha} \sim \gamma(\theta+1,1) ; i=1,2, \ldots, n \\
& \Rightarrow \quad Y=-\sum_{i=1}^{n} \log X_{i} \sim \gamma(\theta+1, n) ; E[1 / Y]=\frac{\theta+1}{n-1}
\end{aligned}
$$

13. Suppose $X$ thas a truncated Poisson distribution with p.m.f.

$$
f(x, \theta)=\left\{\begin{array}{cc}
\frac{\exp (-\theta) \cdot \theta^{x}}{[1-\exp (-\theta)] x!}, & x=1,2,3, \ldots \\
0 & \text { otherwịe }
\end{array}\right.
$$

Show that the only unbiased estimator of $[1-\exp (-\theta)]$ based on $X$ is the statistic $T$, defined as:

$$
T(x)=\left\{\begin{array}{l}
0, \text { when } x \text { is odd } \\
2, \text { when } x \text { is even }
\end{array}\right.
$$

Note. This is án Example of absurd unbiased estimator:
14. Consider a random sample $X_{1}, X_{2}, X_{3}$ of size 3 from uniform p.d.f.

$$
f(x, \theta)=\left\{\begin{array}{l}
1 / \theta, 0<x<\theta \\
0, \text { otherwise }
\end{array}\right.
$$

Show that each of the statistics $4 X_{(1)}, 2 X_{(2)}$ and $\frac{1}{3} X_{(3)}$, where $X_{(i)}$ is the $i$ th order statistic is an unbiased estimator for $\theta$. Find the variance and hence the efficiency of each.
15. Obtain an unbiased estimator for (i) $\theta$, and (ii) $\theta^{2}$, in case of binomial probability distribution :

$$
f(x, \theta)={ }^{n} C_{x} \theta^{x}(1-\theta)^{n-x} ; x=0,1,2, \ldots, n ; 0<\theta<1 .
$$

Hint. $E\left(\frac{x}{n}\right)=\theta ; E\left[\frac{x(x-1)}{n(n-1)}\right]=\theta^{2}$.
If we write $T=x / n$, the observed proportion of successes then

$$
E(T)=\theta ; E\left(T^{2}\right)=\frac{\theta^{2}}{n}+\left(\frac{n-1}{n}\right) \cdot \theta^{2} \neq \theta^{2} .
$$

This illustrates that we may have:

$$
t_{n} \text { unbiased for } \theta \text { but } t_{n}^{2} \text { not unbiased for } \theta^{2}
$$

16. Define 'efficiency of an estimator'.
$X$ is a uniform random variable with range $[0, \theta] . x_{1}, x_{2}, \ldots, x_{n}$ are independent observations on $X$. Define

$$
\hat{\theta}_{1}=\frac{2}{n}\left(x_{1}+x_{2} \ldots+x_{n}\right): \hat{\theta}_{2}=\left[\frac{(n+1)}{n}\right] \max \left(x_{1}, x_{2}, \ldots, x_{n}\right) .
$$

Show that $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$ are unbiased for $\theta$. Evaluate their relative efficiency.
17. (a) The observations $x_{1}, x_{2}, \ldots, x_{n}$ represent a random sample from a uniform distribution over the interval $(0, \theta)$, where $\theta$ is an unknown parameter. The statistics $\bar{X}, m$ and $M$ are the mean, the smallest value and the largest value respectively for the sample. Find values for $k$ so that, $k t$ is an unbiased estimator for $\theta$ where

$$
\begin{aligned}
& \text { (a) } t=\bar{X} \\
& \text { (b) } t=M, \\
& \text { (c) } t=\bar{M}-m,
\end{aligned}
$$

Of the three unbiased estimators which is the best? Give your reasons.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}(n>2)$ be a random sample of size $n$ from the distribution having density function:

$$
f(x ; \theta)=\theta x^{\theta-1}, 0<x<1, \theta>0
$$

If $Z=-\sum_{i=1}^{n} \log X_{i}$, show that $\frac{n-1}{Z}$ is an unbiased estimator for $\theta$ and its efficiency is $(n-2) / n$.

Hint. See hint to Question 12.
18. (a) Suppose $X_{1}, X_{2}, \ldots, X_{n}$ are sample values independently drawn from population with mean $m$ and variance $\sigma^{2}$. Consider the estimates :-

$$
Y_{n}=\frac{X_{1}+X_{2}+\ldots+X_{n}}{n+1}, Z_{n}=\frac{X_{1}+2 X_{2}+3 X_{3}+\ldots+n X_{n}}{n^{2}}
$$

Discuss whether they are unbiased, consistent for $m$. What is the efficiency of $Y_{n}$ over $Z_{n}$ ?
(b) Let $X_{1}, X_{2}, X_{3}$ and $X_{4}$ be independent random variables such that $E\left(X_{i}\right)=\mu$ and $\operatorname{Var}\left(X_{i}\right)=\sigma^{2}$ for $i=1,2,3,4$.

If - $\quad Y=\frac{X_{1}+X_{2}+X_{3}+X_{4}}{4}, Z=\frac{X_{1}+X_{2}+X_{3}+X_{4}}{5}$
and $T=\frac{X_{1}+2 X_{2}+X_{3}-X_{4}}{4}$,
examine whether $Y, Z$ and $T$ are unbiased estimators of $\mu$ ? What is the efficiency of $Y$ relative to $Z$ ?
(c) Let $x_{1}, x_{2}, x_{3}, x_{4}$, be a random sample from a $N\left(\mu, \sigma^{2}\right)$ population. Find the efficiency of $T=\frac{1}{7}\left(x_{1}+3 x_{2}+2 x_{3}+x_{4}\right)$ relative to $\bar{X}=\frac{1}{4} \sum_{1}^{4} x_{i}$. Which is relatively more efficient? Why ?
19. A simple random sample of size 2 is drawn from a population containing 3 units, without replacement. Let $y_{1}, y_{2}, y_{3}$ be the value of a characteristic measured on the three units and let $T_{i j}$ be the estimator of the population mean $\bar{Y}$ for the sample that has units $i$ and $j ; i, j=1,2,3, i \neq j$.

If $T_{12}=\left(y_{1}+y_{2}\right) / 2, T_{13}=\left(y_{1} / 2\right)+\left(2 y_{3} / 3\right), T_{23}=\left(y_{2} / 2\right)+\left(y_{3} / 3\right)$, show that $T_{i j}$ is unbiased for $\bar{Y}$. Find the variance of $T_{i j}$ and hence show that the variance of $T_{i j}$ is smaller than that of the sample mean estimator if $y_{3}\left(3 y_{2}-3 y_{1}-y_{3}\right)=0$.
[Indian Forest Service, 1991]
20. Let $x$, the earnings of a commercial banḱ, be a random variable with mean $\mu$ and variance $\sigma^{2}$. A random sample of earnings of $n$ banks is denoted by $x_{1}, x_{2}, \ldots, x_{n}$. However, because of the disclosure laws, individual bank earnings are not disclosed and only the following average values are made available to the researcher:

$$
a_{1}=\frac{x_{1}+x_{2}}{2}, a_{2}=\frac{x_{3}+x_{4}}{2}, \ldots, a_{m}=\frac{x_{n-1}+x_{n}}{2},
$$

where $n$ is an even number and $m=n / 2$.
(i) Devise the best linear unbiased estimator of $\mu$, given the available information. What is the variance of the proposed estimator?
(ii) Devise an unbiased estimator of $\sigma^{2}$. [Delhi Univ. M.A. (Eco.), 1990]
21. (a) Define a consistent estimator.

Let $T_{n}$ be an estimator of $\theta$ with variance $\sigma_{n}{ }^{2}$ and $E\left(T_{n}\right)=\theta_{n}$. Prove that if $\theta_{n} \rightarrow \theta$ and $\sigma_{n}{ }^{2} \rightarrow 0$, as $n \rightarrow \infty$ then $T_{n}$ is a consistent estimator of $\theta$.

Hence obtain consistent estimators for:
(i) Mean of the normal distribution.
(ii) Variance of the normal distribution when mean is known.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
(b) Give an example of an estimator :
(i) which is consistent but not unbiased,
(ii) which iṣ unbiased but not consistent.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
22. (a) State and prove a sufficient condition for the consistency of an estimator. Define the invariance property of a consistent estimator and establish it.
[Delhi Univ. B.Sc. (Stat. Hons.), 1985]
(b) Given a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from a normal ( $\mu, \sigma^{2}$ ) distribution, examine unbiasedness and consistency of

$$
\text { (i) } \bar{X} \text { for } \mu, \text { (ii) } \frac{1}{n} \sum\left(X_{i}-\bar{X}\right)^{2} \text { for } \sigma^{2}
$$

23. (a) When would you say that estimate of a parameter is good? In particular, discuss the requirements of consistency and unbiasedness of an estimate. Give an example to show that a consistent estimate need not be unbiased.

Show that an unbiased estimator whose variance tends to zero as the sample size increases to infinity is consistent.
(b) Define unbiasedness and consistency of estimators. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from the $N\left(\mu, \sigma^{2}\right)$ distribution. Propose three estimators of $\mu$ based on this random sample such that the first is unbiased but not consistent, the second is consistent but not unbiased and the third is both unbiased and consistent.
[Punjab Univ. M.A. (Eco.), 1990]
24. (a) Define an unbiased and consistent estimate of a parameter in a population distribution.

Prove that for a sample of size $n$ from a normal ( $m, 1$ ) population, the arithmetic mean is an unbiased estimate of $m$ and by Chebyshev's inequality or otherwise, show that the estimate is consistent too.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1991]
(b) If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample obtained from the density function :

$$
\begin{aligned}
f(x, \theta) & =1, & & \theta<x<\theta+1 \\
& =0, & & \text { elsewhere }
\end{aligned}
$$

show that the sample mean $\bar{X}$ is an unbiased and consistent estimator of $\theta+\frac{1}{2}$.
25. (a) Define a consistent estimator. Let $T_{1, n}$ and $T_{2, n}$ be conșiṣtent estimators of $g_{1}(\theta)$ and $g_{2}(\theta)$ respectively. Prove that $a T_{1, n}+b T_{2, n}$ is a consistent estimator of $a g_{1}(\theta)+b g_{2}(\theta)$, where $a$ and $b$ are constants independent of $\theta$.
(b) Define consistent estimator. If the estimator $t_{n}$ based on a random sample of size $n$ is such that
and

$$
\begin{aligned}
& E\left(t_{n}\right) \rightarrow \theta \\
& V\left(t_{n}\right) \rightarrow 0,
\end{aligned}
$$

as $n \rightarrow \infty$, then prove that $t_{n}$ is a consistent estimator for $\theta$. Hence prove that sample mean is always a consistent estimate for population mean.
[Delhi Univ. M.Sc. (Maths), 1990]
(c) If $t_{n}$ is a biased estimate of paramater $\theta$ based on a random sample of size $n$, and $E\left(t_{n}\right)=\theta+b_{n}$ and if $b_{n} \rightarrow 0$ and $V\left(t_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, show that $t_{n}$ is consistent estimator of $\theta$.
(d) Define a consistent estimator of parameter $\theta$. If $T$ is a consistent estimator of $\theta$ and if $\phi$ is any continuous function of its argument, show that $\phi(T)$ is a consistent estimator of $\phi(\theta)$.
26. (a) Show that $\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ and $s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$, are joint consistent estimators for $\mu$ and $\sigma^{2}$ respectively, if $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample from a normal population $N\left(\mu, \sigma^{2}\right)$.

Also find the efficiency of $n s^{2} /(n-1)$.
(b) Show that if $t$ is a consistent estimator of a parameter $\theta$, then $e^{t}$ is a consistent estimator of $e^{\theta}$.
(c) Prove that in case of Binomial distribution with parameter $\theta, t_{n}$ defined as $r / n$ is a consistent unbiased estimator for $\theta$, but $t_{n}$ defined as $(r / n)^{2}$ is consistent but not unbiased estimator for $\theta^{2}$.
27. Show that in sampling from Cauchy distribution

$$
f(x, \theta)=\frac{1}{\pi\left[1+(x-\theta)^{2}\right]},-\infty<x<\infty, \theta>0 ;
$$

(i) Sample mean $\bar{X}$ is not a consistent éstimator of $\theta$.
(ii) Sample median is a consistent estimator of $\theta$ and its asymptotic efficiency is $8 / \pi^{2}$.
28. (a) If $T_{1}$ and $T_{2}$ are consistent estimators of $\gamma(\theta)$, show that $a_{1} T_{1}+a_{2} T_{2}$, such that $a_{1}+a_{2}=1$, is also consistent for $\gamma(\theta)$.
(b) For a Poisson distribution with parameter $\theta$, show that $1 / \bar{X}$ is consistent estimator of $1 / \theta$, where $\bar{X}$ is the mean of a random sample from the given population.

Hint. Prove that $\bar{X}$ is a consistent estimator of $\theta$ and then use Invariance Property (Theorem 15.1).
29. Define $M V U$ estimator. If $T_{1}$ and $T_{2}$ are two unbiased estimators of a parameter $\theta$, with variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ and correlation coefficient $\rho$, then obtain the best unbiased linear combination of $T_{1}$ and $T_{2}$. Also obtain its variance.
[Delhi Univ. B.Sc: (Stat. Hons.), 1990]
30. (a) Let $T_{1}$ and $T_{2}$ be two unbiased estimators of $\gamma(\theta)$ having the same variance. Show that their correlation coefficient $\rho_{\theta}$ cannot be smaller than ( $2 e_{\theta}-1$ ), where $e_{\theta}$ is the efficiency of each estimator.

Further show that if $T_{1}$ is $M V U$ estimator and $T_{2}$ is any unbiased estimator with efficiency $e$, then

$$
V\left(T_{1}-T_{2}\right)=\left(\frac{1}{e}-1\right) V\left(T_{1}\right)
$$

[Delhi Univ. B.Sc. (Stat. Hone.), 1989]
(b) If $T_{1}$ is a $M V U$ for $\theta$ and $T_{2}$ is any other unbiased estimator of $\theta$ with efficiency $e_{\theta}$ then prove that the correlation between $T_{1}$ and $T_{2}$ is $\sqrt{e_{\theta}}$.
[Delhi Univ. B.A. (Stat. Hons.), 1987]
31. (a) Define $M V U$ estimator. Show that an $M V U$ estimator is unique.
[Delhi Univ. B.Sc. (Stat. Hone.), 1985]
(b) If $T_{1}$ and $T_{2}$ are two unbiased statistics having the same variance and $\rho$ is the correlation between them then show that $\rho \geq 2 e-1$, where $e$ is the ratio of the variance of the best estimator to the common variance of $T_{1}$ and $T_{2}$.
[Delhi Univ. B.Sc. (Stat. Hòne.), 1992]
32. (a) Let $T$ be an $M V U$ estimate for $\gamma(\theta)$ and $T_{1}, T_{2}$ be two other unbiased estimators of $\gamma(\theta)$ with efficiencies $e_{1}$ and $e_{2}$ respectively.

If $\rho_{\theta}$ is the correlation coefficient between $T_{1}$ and $T_{2}$, then

$$
\left(e_{1} e_{2}\right)^{1 / 2}-\left\{\left(1-e_{1}\right)\left(1-e_{2}\right)\right\}^{1 / 2} \leq \rho_{\theta} \leq\left(e_{1} e_{2}\right)^{1 / 2}+\left\{\left(1-e_{1}\right)\left(1-e_{2}\right)\right\}^{1 / 2} .
$$

[Delhi Univ. B.Sc: (Stat. Hons.), 1993, 1988, 1986]
(b) Let $t_{1}$ and $t_{2}$ be two unbiased estimates of $\theta$ with variances $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$, (both known) and correlation $\rho$ (known). Consider the estimate

$$
\hat{\theta}=\alpha t_{1}+(1-\alpha) t_{2}
$$

Show that $\hat{\theta}$ is unbiased. Find $\alpha$ such that $\hat{\theta}$ has minimum variance.
[Delhi Univ. M.A. (Eco.), 1986]
33. Suppose $X$ and $Y$ are independent unbiased estimates of $\mu$. It is known that the variance of $X$ is 12 and the variance of $Y$ is 4 . It is desired to combine two estimators in order to obtain a more efficient estimator: Let $T=a X+b Y$, be the new estimator.
(i) In order that $T$ be an unbiásed estimator of $\mu$, what conditions must be imposed on $a$ and $b$ ?
(ii) Find the values of $a$ and $b$ that minimize the variance of $T$ subject to the condition that $T$ be an unbiased estimator.
34. (a) What is an efficient estimator?

If $T_{1}, T_{2}$ are both efficient estimators with variance $v$ and if $T=\frac{1}{2}\left(T_{1}+T_{2}\right)$, show that variance of $T$ is $(v / 2)(1+\rho)$, whiere $\rho$ is the coefficient of correlation between $T_{1}$ and $T_{2}$. Deduce that $\rho=1$ anti that $T$ is also efficient.
(b) If $T$ and $T^{\prime}$ be two consistent estimators of which $T$ is the most efficient, prove that the correlation coefficient between them is

$$
\sqrt{\frac{V(T)}{V\left(T^{\prime}\right)}} \text {, where } V(T) \text { and } V\left(T^{\prime}\right) \text { are the variance of } T \text { and } T^{\prime} \text { resppectively. }
$$

Show also that the correlation coefficient between two most efficient estimators is unity.
35. Define a sufficient statistic. Explain the method of finding sufficient estimator. If $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a random sample from a distribution :

$$
f(x, p)=p^{x}(1-p)^{1-x} ; x=0,1 \text { and } 0 \leq p \leq 1,
$$

find the sufficient estimator of $p$.
[Madras Univ. B.Sc., 1988]
36. State the factorisation theorem on sufficiency. Obtain a.sufficient statistic for the parameter $\theta$ in the following distribution :

$$
f(x: \theta)=\frac{1}{\theta}, 0<x<\theta .
$$

(b) Define a sufficient statistic.

If $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample from a distribution :

$$
\begin{aligned}
f(x, \theta) & =\theta^{x}(1-\theta)^{x} ; x=0,1,0<\theta<1 \\
& =0, \text { elsewhere. }
\end{aligned}
$$

Show that $Y_{1}=x_{1}+x_{2}+\ldots+x_{n}$, is a sufficient statistic for $\theta$.
[Madras Univ. B.Sc., 1987]
(c) Let $x_{1}, x_{2}, \ldots, x_{n}$ denote a random sample from a population with p.d.f

$$
f(x, \theta)=\theta x^{\theta-1}, 0<x<1
$$

Show that $Y=x_{1} x_{2} \ldots x_{n}$, is a sufficient statistic for $\theta$.
37. (a) Let $X$ be a random sample of size one from a normal distribution $N\left(0, \sigma^{2}\right)$.
(i) Is $X$ a sufficient statistic for $\sigma^{2}$ ?
(ii) Is $|X|$ a sufficient statistic for $\sigma^{2}$ ?
(iii) Is $X^{2}$ a sufficient statistic for $\sigma^{2}$ ? (Gujarat Univ. B.Sc., 1992)
(b) Examine which of the following distributions admit sufficient estimators for their parameters :
(i) $f(x, \theta)=\theta x^{\theta-1}, 0 \leq x \leq 1$
(ii) $f(x y, \rho)=\frac{1}{2 \pi \sqrt{\left(1-\rho^{2}\right)}} \exp \left\{-\frac{1}{2\left(1-\rho^{2}\right)}\left(x^{2}-2 \rho x y+y^{2}\right)\right\}$
38. (a) Show that if a sufficient estimator exists, it is also the maximum likelihood estimator. Is the converse true ? Explain.
(b) Do the following distributions admit of sufficient estimators?

$$
\begin{equation*}
f(x, \theta)=\frac{1}{\theta} ; k \theta \leq x \leq(k+1) \theta, \text { where } k \text { is an integer. } \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
f(x, \dot{\theta})=\frac{1+\theta}{(x+\theta)^{2}}, 1 \leq x<\infty \tag{ii}
\end{equation*}
$$

39. (a) Prove that if an unbiased estimator and a sufficient statistic exist for $\psi(\theta)$ and the density function $f(x, \theta)$ satisfies certain regularity conditions (to be stated by you), then the best unbiased estimate of $\psi(\theta)$ is an explicit function of the sufficient statistic.

Examine if the following distribution admits a sufficient statistic for the . parameter $\theta$.

$$
f(x, \theta)=(1+\theta) x^{\theta} ; 0 \leq x \leq 1, \theta>0
$$

(b) Discuss if a sufficient statistic exists for the parameter $\theta$, in sampling from double exponential distribution with p.d.f.

$$
f(x, \theta)=\frac{1}{2} \exp (-|x-\theta|),-\infty<x<\infty .
$$

Hint. Proceẹd as in Example 15.17.
Ans. No sufficient estimator for $\theta$ exists.
(c) Obtain jointly sufficient estimators for $\alpha$ and $\beta$ in a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the uniform population with p.d.f.

$$
\begin{aligned}
f(x, \alpha, \beta) & =\frac{1}{\beta-\alpha}, \quad \alpha \leq x \leq \beta \\
& =0, \text { otherwise }
\end{aligned}
$$

Ans. $T_{1}=X_{(1)}$ and $T_{2}=X_{(n)}$, are jointly sufficient for $\alpha$ and $\beta$ respectively.
40. (a) Show that a necessary and sufficient condition for a statistic $T$ to be sufficient for $\theta$ is that the probability function $f_{\theta}(x)$ should belong to an exponentially family.
(b) Let $x_{1}, x_{2}, \ldots x_{n}$ be a random sample from a distribution with p.d.f. $f(x: \theta)=e^{-(x-\theta)}, x \geq \theta,-\infty<\theta<\infty$. Obtain a sufficient statistic for $\theta$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987, 1985]
41. Define a sufficient statistic. State and prove the Factorisation theorem on sufficiency.
[Delhi Univ. B.Sc. (Stat. Hons.), 1986]
42. (a) Let $\left(X_{1}, X_{2}, X_{3}\right)$ be a random sample from the probability mass function: $\quad P(X=x)=\theta^{x}(1-\theta)^{1-x},(x=0,1 ; 0<\theta<1)$.

If $t=X_{1}+X_{2}+X_{3}$, show that the conditional distribution of the random sample given $t=r$, does not depend on $\theta$. Interpret this result in the light of sufficiency-concept.
(b) Let ( $X_{1}, X_{2}$ ) be a random sample from a Poisson distribution with parameter $\theta$. Prove that $t=X_{1}+2 X_{2}$ is not sufficient for $\theta$.
(c) Let ( $X_{1}, X_{2}$ ) be a random sample from $N(\theta, 1)$. If $T=X_{1}+X_{2}$ and $U=X_{2}-X_{1}$, show that the conditional distribution of $U$ given $T=t$, does not depend on $\theta$. Interpret this result in the light of sufficiency-concept.
(d) For a random sample $X_{i}(i=1,2, \ldots, n)$, from an exponential distribution with p.d.f.

$$
f(x, \theta)=\frac{1}{\theta} \exp \left[-\frac{x}{\theta}\right], x>0 ; \theta>0
$$

obtain an unbiased and sufficient estimator for $\theta$.
[Delhi Univ B.Sc.(Stat. Hons.) 1983, 1988]
43. Prove that under certain regularity conditions to be stated by you, the variance of an unbiased estimator $T$ for $\gamma(\theta)$, satisfies the inequality

$$
\operatorname{Var}_{\theta}(T) \geq \frac{\left[\gamma^{\prime}(\theta)\right]^{2}}{\mathrm{E}_{\theta}\left[\frac{\partial \log f_{\theta}\left(X_{1}, X_{2}, \ldots, X_{n}\right)}{\partial \theta}\right]^{2}} .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1986]
44. (a) If $T$ is an unbiased estimator of a parameter $\theta$, based on a random sample of size $n$, prove that
$\operatorname{Var}(T) \geq 1 /[n I(\theta)]$, where $I(\theta)$ is the information function.
(b) Show that under certain regularity conditions, an unbiased estimate $T$ of a parametric function $\psi(\theta)$ attains a Cramer-Rao bound for the variance of unbiased estimator of $\psi(\theta)$, if and only if $T$ satisfies the relation

$$
\frac{\partial \log L}{\partial \theta}=\frac{n I(\theta)}{\psi^{\prime}(\theta)}\{T-\psi(\theta)\}
$$

where $L$ is the likelihood function of a sample of $n$ observations and

$$
n I(\theta)=E\left(\frac{\partial \log L}{\partial \theta}\right)^{2}
$$

What is the variance of $T$ in such a case ? Show that an estimator $T$ satisfying the above relation is unique when it exists. Further a parametric function admitting such an estimator $T$ is unique except for an additive and multiplicative constant.
(Meerut Univ. B.Sc., 1992)
45. (a) State and Prove Cramer-Rao Inequality.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a population with p.d.f.

$$
f(x, \theta)=\theta \cdot e^{-\theta x} ; x>0, \theta>0 .
$$

Find Cramer-Rao lower bound for the variance of the unbiased estimator of $\theta$.
[Delhi Univ. B.Sc. (Stat. Hons.),',1987]
46. $f(x, \theta)$ is a probability density function and $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a random sample from it. Prove that if an unbiased minimum variance bound (MVB) estimator $T$ exists, it must be of the form $T=\theta+\lambda \sum_{i} \frac{\partial}{\partial \theta} \log f\left(x_{i}, \theta\right)$, in which $\lambda$ does not depend on sample values.

Show that the variance of $T$ is $\lambda$ and is given by

$$
\frac{1}{\operatorname{Var} T}=n E\left\{\frac{\partial^{2}}{\partial \theta^{2}} \log f\left(x_{i}, \theta\right)\right\}
$$

Write a note on the connection between $M V B$ estimators and sufficiency, giving example.
47. (a) Define Minimum Variance unbiased estimator and Minimum Variance Bound unbiased estimator and explain clearly the difference between them. Prove that minimum variance unbiased estimator is essentially ünique.
(b) Verify that there exists an M.V.B. estimator for the parameter $\theta$ of the distribution :

$$
f(x, \theta)=\frac{e^{-\theta} \cdot \theta^{x}}{x!} ; x=0,1,2, \ldots
$$

and hence obtain the value of M.V.B. (Marathwada Univ. M.Sc., 1993)
(c) Show that there exists a parameter function $\psi(\boldsymbol{\theta})$ in the case of the geometric distribution :

$$
f(x, \theta)=(1-\theta) \theta^{x} ; x=0,1,2, \ldots ; 0<\theta<1
$$

such that there exists an M.V.B. unbiased estimator $T$ of $\psi(\theta)$.
Obtain $\psi(\theta), T$ and $V(T)$.
[Agra Univ. M.Sc., 1988]
48. (a) Define minimum variance unbiased estimator (MVUE). How-is Cramer-Rao inequality useful in obtaining such àn estimator? Dcrive this inequality.
(b) Obtain minimum variance unbiased estimator of $\theta$ from a sample of $n$ independent observations $x_{1}, x_{2}, \ldots, x_{n}$ drawn from the binomial $B(N, \theta)$ population having probability function :

$$
f(x ; \theta)={ }^{N} C_{x} \theta^{x}(1-\theta)^{N-x}, \dot{x}=0,1,2, \ldots, N .
$$

Also obtain variance of this estimator of $\theta$.
49. (a) If $b(\theta)$ is the bias in the estimator $T$ of $\theta$, then show that (under conditions to be stated by you),

$$
E(T-\theta)^{2} \geq \frac{\left\{1+b^{\prime}(\theta)\right\}^{2}}{I(\theta)}+(b(\theta)\}^{2}
$$

where $I(\theta)$ is the information on $\theta$ supplied by a sample of $n$ observations.
(b) Prove the following result :

$$
\int_{-\infty}^{\infty}(x-9)^{2} \cdot g(x, \theta) d x \int_{-\infty}^{\infty}\left(\frac{\partial \log g}{\partial \theta}\right)^{2} g(x, \theta) d x \geq\left(\frac{d \psi}{d \theta}\right)^{2}
$$

where $g(x, \theta)$ is the frequency function in $x$ having the first moment $\psi(\theta)$ and finite second moment. Discuss when the equality sign holds.
50. For the gamma distribution

$$
f(x, \theta)=\frac{1}{\theta^{p} \Gamma p} x^{p-1} \exp (-x / \theta) ; 0 \leq x<\infty, \theta>0, p \text { (known) }
$$

find the expectation of $X^{2}$. Use it to obtain an unbiased estimator $T$ of $\theta^{2}$. Find $V(T)$.

Evaluate Fisher's information function $I(\theta)$ about $\theta^{2}$ and verify the truth of the inequality:

$$
V(T)>\left[n I\left(\theta^{2}\right)\right]^{-1}
$$

51. State and prove Rao-Blackwell theorem and explain its significance in the theory of point estimation.

Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from Poisson distribution with parameter $\lambda$. Obtain Cramer-Rao lower bound to the variance of an unbiased estimator for $\lambda$. Hence find the M.V.U.E. for $\lambda$.
[Delhi Univ. M.Sc., (Maths.), 1990]
52. State and prove Rao-Blackwell theorem and explain its significance in point estimation.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a rectangular distribution with p.d.f.

$$
f(x ; \theta)=1 / \theta, 0 \leq x \leq \theta
$$

Find MVU estimators of $\theta$ and $3 \theta+5$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993, 1987]
53. Define completeness of a statistic $T$. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from uniform population $U[0, \theta]$. Obtain sufficient statistic for $\theta$. Show that it is complete. Hence obtain $M V U$ estimator for $\theta$.
[Delhi Univ B.Sc. (STtat. Hons.), 1988]
54. Definè a complete sufficient statistic.

If $T$ is a complete sufficient statistic for $\gamma(\theta)$, and $E[\phi(T)]=\gamma(\theta)$, then show that $\phi(T)$ is the unique $M V U E$ of $\gamma(\theta)$.

Use this property and obtain MVU estimator of $\theta$ based on a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the distribution with p.m.f.

$$
f(x, \theta)=\left\{\begin{array}{cc}
\theta^{x}(1-\theta)^{1-x}, x=0,1 \\
0 & , \text { elsewhere }
\end{array}\right.
$$

[Delhi Univ. B.Sc. (Stat. Ḥons.), 1990]
55. Show that the family $(f(x, \theta), \theta \in(0,1)\}$ with

$$
f(x, \theta)={ }^{2} C_{x} \theta^{x}(1-\theta)^{2-x}, x=0,1,2,
$$

is complete.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
56. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from

$$
f_{\theta}(x)=\frac{1}{\theta}, 0<x<\theta \text { for all } \theta \in \Theta
$$

Show that $X_{(n)}=\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is sufficient for $\theta$ and $\frac{(n+1)}{n} X_{(n)}$ is an unbiased estimator for $\theta$.

Comment on the result.
[Agra Univ. M.Sc., 1988]
57. Let the random variables $X$ and $Y$ have the joint p.d.f.

$$
f(x, y)=\frac{2}{\theta^{2}} \exp \left[-\frac{(x+y)}{\theta}\right], 0<x<y<\infty
$$

and zero elsewhere.
(a) Show that :

$$
E(Y \mid x)=x+\theta
$$

Obtain the expected value of $X+\theta$ and compare the variance of $X+\theta$ with that of $Y$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1986]
(b) Show that: $E(Y)=\frac{3}{2} \theta, \operatorname{Var}(Y)=\frac{5}{4} \theta^{2}$.
[Madras Univ. B.Sc., 1988]
58. (a) A random sample of size $n$ is drawn from a Poisson population with parameters $\lambda$. Obtain the minimum variance unbiased estimator of $\lambda$.
[Delhi Univ. M.A. (Eco.), 1992]
(b) Establish a necessary and sufficient condition for an unbiased estimator to be an $M V U$ estimator.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a Poisson distribution with parameter $\theta$. Find an $M V U$ estimator for $\gamma(\theta)=e^{-\theta} \theta^{4} / 24$.
59. Define sufficiency of an estimator

Let $Y_{1}<Y_{2}<Y_{3}<Y_{4}<Y_{5}$ be the order statistics of a random sample of size 5 from the uniform distribution with p.d.f.

$$
f(x, \theta)=\left\{\begin{array}{l}
\frac{1}{\theta} ; 0<x<\theta, 0<\theta<\infty \\
0, \text { elsehwhere }
\end{array}\right.
$$

Show that $2 Y_{3}$ is an unbiased estimator of $\theta$. Find the conditional expectation $E\left[2 Y_{3} \mid Y_{5}\right]=\phi\left(Y_{5}\right)$, say. Compare the variances of $2 Y_{3}$ and $\phi\left(Y_{5}\right)$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
60. Let $X_{1}, X_{2}, \ldots, X_{n}$ bè a random sample from the Bernoulli population with parameter $\theta, 0<\theta<1$. Obtain a sufficient statistic for $\theta$ and show that it is complete. Hence obtain $M V U$ estimator of $\theta$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
61. Show that $T=\sum_{i=1}^{n} X_{i}$, is a complete sufficient statistic for the parameter $\theta$ in a random sample $\hat{X}_{1}, \hat{X}_{2}, \ldots, X_{n}$ drawn from the population with p.d.f.
(a)

$$
\begin{aligned}
f(x, \theta) & =\theta^{x}(1-\theta)^{1-x} ; x=0,1 \\
& =0, \text { elsewhere } \\
f(x, \theta) & =\left\{\begin{array}{c}
e^{-\theta} \theta^{x} / x!, x=0,1,2, \ldots \\
0 \quad, \text { elsewhere }
\end{array}\right.
\end{aligned}
$$

(b)
62. If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from $N\left(\mu, \sigma^{2}\right)$, show that :
(a) $T=\bar{X}$, is complete sufficient statistic for $\mu,(-\infty<\mu<\infty)$, when $\sigma^{2}$ is known.
(b) $T=\sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}$, is complete suffịcieṇt statistic for $\sigma^{2},\left(0 \sigma^{2}<\infty\right)$, when $\mu$ is known.
15.10. Methods of Estimation. So far we have been discussing the requisites of a good estimator. Now we shall briefly outline some of the important methods for obtaining such estimators. Commonly used methods are
(i) Method of Maximum Likelihood Estimation.
(ii) Method of Minimum Variance.
(iii) Method of Moments.
(iv) Method of Least Squares.
(v) Method of Minimum Chi-square
(vi) Method of Inverse Probability.

In the following sections, we shall discuss briefly the first four methods only.
15.11. Method of Maximum Likelihood Estimation. From theoretical point of view, the most general method of estimation known is the method of Maximum Likelihood Estimators (M.L.E.) which was initially formulated by C.F. Gauss but as a general method of estimation was first introduced by Prof. R.A. Fisher and later on developed by him in a series of papers. Before introducing the'meihod we will first define Likelihood Function.

Likelihood Function. Definition, Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample of size $n$ from a population with density function $f(x, \theta)$. Then the likelihood function of the sample values $x_{1}, x_{2}, \ldots, x_{n}$, usually denoted by $L=L(\theta)$ is their joint density function, given by

$$
\begin{equation*}
L=f\left(x_{1}, \theta\right) f\left(x_{2}, \theta\right) \ldots f\left(x_{n}, \theta\right)=\prod_{i=1}^{n} f\left(x_{i}, \theta\right) . \tag{15•53}
\end{equation*}
$$

$L$ gives the relative likelihood that the random variables assume a particular set of values $x_{1}, x_{2}, \ldots, x_{n}$. For a given sample $x_{1}, x_{2}, \ldots, x_{n}, L$ becomes a function of the variable $\theta$, the parameter.

The principle of maximum likelihood consists in finding an estimator for the unknown parameter $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$, say, which maximises the likelihood function $L(\theta)$ for variations in parameter i.e., we wish to find $\hat{\theta}=\left(\hat{\theta}_{1}, \hat{\theta}_{2}, \ldots, \hat{\theta}_{k}\right)$ so that

$$
L(\hat{\theta})>L(\theta) \quad \forall \theta \in \Theta
$$

i.e., $\quad L(\hat{\theta})=\operatorname{Sup} L(\theta) \forall \theta \in \Theta$.

Thus if there exists a function $\hat{\theta}=\hat{\theta}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of the sample values which maximises $L$ for variations in $\hat{\theta}$, then $\hat{\theta}$ is to be taken as an estimator of . $\boldsymbol{\theta} . \hat{\theta}$ is usually called Maximum Likelihood Estimator (M.L.E.). Thus $\hat{\boldsymbol{\theta}}$ is the solution, if any, of

$$
\begin{equation*}
\frac{\partial L}{\partial \theta}=0 \quad \text { and } \quad \frac{\partial^{2} L}{\partial \theta^{2}}<0 \tag{15.54}
\end{equation*}
$$

Since $L>0$, and $\log L$ is a non-decreasing function of $L ; L$ and $\log L$ attain their extreme values (maxima or minima) at the same value of $\hat{\theta}$. The first of the two equations in (15.54) can be rewritten as

$$
\begin{equation*}
\frac{1}{L} \cdot \frac{\partial L}{\partial \theta}=0 \quad \Rightarrow \quad \frac{\partial \log L}{\partial \theta}=0 \tag{15•54a}
\end{equation*}
$$

a form which is much more convenient from practical point of view.
If $\theta$ is vector valued parameter, then $\hat{\theta}=\left(\hat{\theta}_{1}, \hat{\theta}_{2}, \ldots, \hat{\theta}_{k}\right)$, is given by the solution of simultaneous equations:

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{i}} \log L=\frac{\partial}{\partial \theta_{i}} \log L\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)=0 ; i=1,2, \ldots, k \tag{15.54b}
\end{equation*}
$$

Equations ( $15.54 a$ ) and ( $15.54 b$ ) are usually referred to as the Likelihood Equations for estimating the parameters.

Remark. For the solution $\hat{\boldsymbol{\theta}}$ of the likelihood equations, we have to see that the second derivative of $L$ w.r. to $\theta$ is negative. If $\theta$ is vector valued, then for $L$ to be maximum, the matrix of derivatives

$$
\left(\frac{\partial^{2} \log L}{\partial \theta_{i} \partial \theta_{j}}\right)_{\theta=\hat{\theta}} \text { should be negative definite. }
$$

## 15•11•1. Properties of Maximum Likelihood Estimators.

We make the following assumptions, known as the Regularity Conditions :
(i) The first and second order derivatives, viz.., $\frac{\partial \log L}{\partial \theta}$ and $\frac{\partial^{2} \log L}{\partial \theta^{2}}$ exist and are continuous functions of $\theta$ in a range $R$ (including the true value $\theta_{0}$ of the parameter) for almost all $x$. For every $\theta$ in $R$

$$
\left|\frac{\partial}{\partial \theta} \log L\right|<F_{1}(x) \text { and }\left|\frac{\partial^{2}}{\partial \theta^{2}} \log L\right|<F_{2}(x)
$$

where $F_{1}(x)$ and $F_{2}(x)$ are integrable functions over $(-\infty, \infty)$.
(ii) The third order derivative $\frac{\partial^{2}}{\partial \theta^{3}} \log L$ exists such that

$$
\left|\frac{\partial^{3}}{\partial \theta^{3}} \cdot \log L\right|<M(x)
$$

where $E[M(x)]<K$, a positive quantity.
(iii) För every $\theta$ in $R$,

$$
\begin{aligned}
E\left(-\frac{\partial^{2}}{\partial \theta^{2}} \log L\right) & =\int_{-\infty}^{\infty}\left(-\frac{\partial^{2}}{\partial \theta^{2}} \log L\right) L d x \\
& =I(\theta)
\end{aligned}
$$

is finite and non-zero.
(iv) The, range of integration is independent of $\theta$. But if the range of integration depends on $\theta$, then $f(x, \theta)$ vanishes at the extremes depending on $\theta$.

This assumption is to make the differentiation under the integral sign valid.
Under the above assumptions M.L.E. possesses a number of important properties, which will be stated in the form of theorems.

Theorem 15.11. (Cramer-Rao Theorem). "With probability approaching unity as $n \rightarrow \infty$, the likelihood equation $\frac{\partial}{\partial \theta} \log L=0$, has a solution which converges in probability to the true value $\theta_{0}{ }^{\prime \prime}$. In other words M.L.E.'s are consistent.

Remark. MLE's are always consistent estimators but need not be unbiased. For example in sampling from $N\left(\mu, \sigma^{2}\right)$ population, [c.f. Example 15.31],
$\operatorname{MLE}(\mu)=\bar{x}$ (sample mean), which is both unbiased and consistent estimptor of $\mu$.
$\operatorname{MLE}\left(\sigma^{2}\right)=s^{2}$ (sample variance), which is consistent but not unbiased estimator of $\sigma^{2}$.

Theorem 15.12. (Hazoor Bazar's Theorem). Any consistent solution of the likelihood equation provides a maximum of the likelihood with probability tending to unity as the sample size ( $n$ ) tends to infinity.

Theorem 15.13. (Asymptotic Normality of MLE's). A consistent solution of the likelihood equation is asymptotically normally distributed about the true value $\theta_{0}$. Thus, $\hat{\theta}$ is asymptotically $N\left(\theta_{0}, \frac{I}{I\left(\theta_{0}\right)}\right)$ as

Remark. Variance of M.L.E. is given by

$$
\begin{equation*}
V(\hat{\theta})=\frac{1}{I(\theta)}=\frac{i}{\left[E\left(-\frac{\partial^{2}}{\partial \theta^{2}} \log L\right)\right]} \tag{15.55}
\end{equation*}
$$

Theorem 15.14. If M.L.E. exists, it is the most efficient in the class of such estimators.

Theorem 15.15. If a sufficient estimator exists, it is a function of the Maximum Likelihood Estimator.

Proof. If $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a sufficient estimator of $\theta$, then Likelihood Function can be written as (c.f. Theorem 15.7)

$$
L=g(t, \theta) h\left(x_{1}, x_{2}, x_{3}, \ldots, x_{n} \mid t\right)
$$

where $g(t, \theta)$ is the density function of $t$ and $h\left(x_{1}, x_{2}, \ldots, x_{n} \mid t\right)$ is the density function of the sample, given $t$, and is independent of $\theta$.
$\therefore \quad \log L=\log g(t, \theta)+\log h\left(x_{1}, x_{2}, \ldots, x_{n} \mid t\right)$
Differentiating w.r.t. $\theta$, we get

$$
\begin{equation*}
\frac{\partial \log L}{\partial \theta}=\frac{\partial}{\partial \theta} \log g(t, \theta)=\psi(t, \theta),(\text { say }), \tag{15.56}
\end{equation*}
$$

which is a function of $t$ and $\theta$ only.
ML.E. is given by

$$
\begin{array}{rlrl} 
& & \frac{\partial \log L}{\partial \theta} & =0 \Rightarrow \psi(t, \theta)=0 \\
\therefore & \hat{\theta} & =\eta(t)=\text { Some function of sufficient statistic. } \\
\Rightarrow & & \hat{t} & =\psi(\theta)=\text { Some function of M.L.E. }
\end{array}
$$

Hence the theorem.
Remark. This theorem is quite helpful in finding if a sufficient estimator exists or not.

If $\frac{\partial}{\partial \theta} \log L$ can be expressed in the form (15.56), i.e., as a function of a statistic and parameter alone, then the statistic is regarded as a sufficient estimator of the parameter. If $\frac{\partial}{\partial \theta} \log L$ cannot be expressed in the form (15.56), no sufficient estimator exists in that case.

Theorem 15.16. If for a given population with p.d.f. $f(x, \theta)$, an MVB estimator $T$ exists for $\theta$, then the likelihood equation will have a solution equal to the estimator $T$.

Proof. Since $T$ is an MVB estimator of $\theta$, we have [c.f. (15.40)],

$$
\frac{\partial}{\partial \theta} \log L=\frac{T-\theta}{\lambda(\theta)}=(T-\theta) A(\theta)
$$

MLE for $\theta$ is the solution of the likelihood equation

$$
\frac{\partial}{\partial \theta} \log L=0 \Rightarrow \hat{\theta}=T
$$

as required.
Theorem 15.17. (Invariance Property of MLE). If $T$ is the MLE of $\theta$ and $\psi(\theta)$ is one to one function of $\dot{\theta}$, then $\psi(T)$ is the MLE of $\psi(\dot{\theta})$.

Example 15.31. In random sampling from normal population $N\left(\mu ; \sigma^{2}\right)$, find the maximum likelihood estimators for
(i) $\mu$ when $\sigma^{2}$ is known,
(ii) $\sigma^{2}$ when $\mu$ is known, and
(iii) the simultaneous estimation of $\mu$ and $\sigma^{2}$.
[Madras Univ. B.Sc. Sept., 1987]
Solution. $X \sim N\left(\mu, \sigma^{2}\right)$ then

$$
\begin{aligned}
L & =\prod_{i=1}^{n}\left[\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2 \sigma^{2}}\left(x_{i}-\mu\right)^{2}\right\}\right] \\
& =\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left\{-\sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2} / 2 \sigma^{2}\right\} \\
\log L & =-\frac{n}{2} \log (2 \pi)-\frac{n}{2} \log \sigma^{2}-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}
\end{aligned}
$$

Case ( $i$ ). When $\sigma^{2}$ is known, the likelihood equation for estimating $\mu$ is
or

$$
\frac{\partial}{\partial \mu} \log L=0 \Rightarrow-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n} 2\left(x_{i}-\mu\right)(-1)=0
$$

$$
\begin{array}{rlrl} 
& & \sum_{i=1}^{n}\left(x_{i}-\mu\right) & =0 \Rightarrow \sum_{i=1}^{n} x_{i}-n \mu=0 \\
\Rightarrow & \hat{\mu} & =\frac{1}{n} \sum_{i=1}^{n} x_{i}=\bar{x} \tag{*}
\end{array}
$$

Hence M.L.E. for $\mu$ is the sample mean $\dot{\bar{x}}$.
Case (ii). When $\mu$ is known, the likelihood equation for estimating $\sigma^{2}$ is

$$
\begin{gather*}
\quad \frac{\partial}{\partial \sigma^{2}} \log L=0 \Rightarrow-\frac{n}{2} \times \frac{1}{\sigma^{2}}+\frac{1}{2 \sigma^{4}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}=0 \\
\Rightarrow \quad n-\frac{1}{\sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}=0, \text { i.e., } \quad \hat{\sigma}_{i}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2} \tag{**}
\end{gather*}
$$

Case (iii). The likelihood equations for simultaneous estimation of $\mu$ and $\sigma^{2}$ are
and

$$
\frac{\partial}{\partial \mu} \log L=0 \text { and } \frac{\partial}{\partial \sigma^{2}} \log L=0, \text { thus giving }
$$

$$
\hat{\mu}=\bar{x}
$$

[From (*)]

$$
\hat{\sigma}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\hat{\mu}\right)^{2}
$$

$$
=\frac{1}{n_{i}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}=s^{2} \text {, the șample variance. }
$$

Important Note. It may be pointed out here that though

$$
\left.\begin{array}{l}
E(\hat{\mu})=E(\cdot \bar{x})=\mu  \tag{c.f.§12.12}\\
E\left(\hat{\sigma}^{2}\right)=E\left(s^{2}\right) \neq \sigma^{2}
\end{array}\right\}
$$

Hence the maximum likelihood estimators (M.L.Es.) need not necessarily be unbiased.

Remark. Since M.L.E. is the most efficient, we conclude that in sampling from a normal population, the sample mean $\bar{x}$ is the most efficient estimator of the population mean $\mu$.

Example 15.32. Prove that the maximum likelihood estimate of the parameter $\alpha$ of a population having density function:

$$
\frac{2}{\alpha^{2}}(\alpha-x) .0<x<\alpha
$$

for a sample of unit size is $2 x, x$ being the sample value. Show also that the estimate is biased.
[Burdwan Univ. B.Sc.. (Mathe. Hons.), 1991]
Solution. For a random sample of unit size $(n=1)$, the likelihood function is :

$$
L(\alpha)=f(x, \alpha)=\frac{2}{\alpha^{2}}(\alpha-x) ; 0<x<\alpha
$$

Likelihood equation gives :

$$
\begin{gathered}
\frac{d}{d \alpha} \log L=\frac{d}{d \alpha}[\log 2-2 \log \alpha+\log (\alpha-x)]=0 \\
\Rightarrow \quad-\frac{2}{\alpha}+\frac{1}{\alpha-x}=0 \Rightarrow 2(\alpha-x)-\alpha=0 \Rightarrow \alpha=2 x
\end{gathered}
$$

Hence MLE of $\alpha$ is given by $\hat{\alpha}=2 x$.

$$
\begin{aligned}
E(\hat{\alpha}) & =E(2 X)=2 \int_{0}^{\alpha} x \cdot f(x, \alpha) d x \\
& =\frac{4}{\alpha^{2}} \int_{0}^{\alpha} x(\alpha-x) d x=\frac{4}{\alpha^{2}}\left|\frac{\alpha x^{2}}{2}-\frac{x^{3}}{3}\right|_{0}^{\alpha}=\frac{2}{3} \alpha
\end{aligned}
$$

Since $E(\hat{\alpha}) \neq \alpha, \hat{\alpha}=2 x$ is not an unbiased estimate of $\alpha$.
Example 15.33. (a) Find the maximum likelihood estimate for the parameter $\lambda$ of a Poisson distribution on the basis of a sample of size n. Also find its variance.
(b) Show that the sample mean $\bar{x}$, is sufficient for estimating the parameter $\lambda$ of the Poisson distribution.

Solution. The probability function of the Poisson distribution with parameter $\lambda$ is given by.

$$
P(X,=x)=f(x, \lambda)=\frac{e^{-\lambda} \lambda^{x}}{x!} ; x=0,1,2, \ldots
$$

Likelihood function of random sample $x_{1}, x_{2}, \ldots, x_{n}$ of $n$ obserivations from this population is

$$
L=\prod_{i=1}^{n} f\left(x_{i}, \lambda\right)=\frac{e^{-n \lambda} \lambda^{\sum_{i=1}^{n} x_{i}}}{x_{1}!x_{2}!\ldots x_{n}!}
$$

$$
\begin{aligned}
\therefore \quad \log L & =-n \lambda+\left(\sum_{i=1}^{n} x_{i}\right) \log \lambda-\sum_{i=1}^{n} \log \left(x_{i}!\right) \\
& =-n \lambda+n \bar{x} \log \lambda-\sum_{i=1}^{n} \log \left(x_{i}!\right)
\end{aligned}
$$

The likelihood equation for estimating $\lambda$ is

$$
\frac{\partial}{\partial \lambda} \log L=0 \quad \Rightarrow \quad-n+\frac{n \bar{x}}{\lambda}=0 \Rightarrow \lambda=\bar{x} .
$$

Thus the M.L.E. for $\lambda$ is the sample mean $\bar{x}$.
The variance of the estimate is given by

$$
\begin{align*}
\frac{1}{V(\hat{\lambda})} & =E\left[-\frac{\partial^{2}}{\partial \lambda^{2}}(\log L)\right] \\
& =E\left[-\frac{\partial}{\partial \lambda}\left(-n+\frac{n \bar{x}}{\lambda}\right)\right]=E\left[-\left(-\frac{n \bar{x}}{\lambda^{2}}\right)\right]=\frac{n}{\lambda^{2}} E(\bar{x}:)=\frac{n}{\lambda}
\end{align*}
$$

$\therefore$

$$
V(\hat{\lambda})=\lambda / n
$$

(b) For the Poisson distribution with parameter $\dot{\lambda}$, we have

$$
\begin{aligned}
\frac{\partial}{\partial \lambda} \log L & =-n+\frac{n \bar{x}}{\lambda} \\
& =n\left(\frac{\bar{x}}{\lambda}-1\right)=\psi(\bar{x}, \lambda), \text { a funcuọ of } \bar{x} \text { and } \lambda \text { only. }
\end{aligned}
$$

Hence (c.f. Remark Theorem 15-15), $\bar{x}$ is sufficient for estimating $\lambda$.
Example 15.34. Let $x_{1}, x_{2}, \ldots, x_{n}$ denote random sample of size $n$ from $a$ uniform population with p.d.f.

$$
f(x, \theta)=1 ; \theta-\frac{1}{2} \leq x \leq \theta+\frac{1}{2},-\infty<\theta<\infty
$$

Obtain M.L.E. for $\theta$.
[Delhi Univ. M.C.A., 1987]
Solution. Here

$$
\begin{aligned}
L=L\left(\theta ; x_{1}, x_{2}, \ldots, x_{n}\right) & =1, \theta-\frac{1}{2} \leq x_{i} \leq \theta+\frac{1}{2} \\
& =0, \text { elsewhere }
\end{aligned}
$$

If $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ is the ordered sample then

$$
\theta-\frac{1}{2} \leq x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(n)} \leq \theta+\frac{1}{2}
$$

Thus $L$ attains the maximum if

$$
\begin{array}{rlrr} 
& \theta-\frac{1}{2} & \leq x_{(1)} & \Lambda
\end{array} x_{(n)} \leq \theta+\frac{1}{2}
$$

Hence every statistic $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ such that

$$
x_{(n)}-\frac{1}{2} \leq t\left(x_{1}, x_{2}, \ldots, x_{n}\right) \leq x_{(1)}+\frac{1}{2}
$$

provides an M.L.E. for $\theta$.
Remark. This example illustrates that M.L.E. for a parameter need not be unique.

Example 15.35. Find the M.L.E. of the parameters $\alpha$ and $\lambda_{3}(\lambda$ being large), of the distribution :

$$
f(x ; \alpha, \lambda)=\frac{1}{\Gamma(\lambda)}\left(\frac{\lambda}{\alpha}\right)^{\lambda} e^{-\lambda x / \alpha} x^{\lambda-1} ; 0 \leq x<\infty, \lambda>0
$$

You may use that for large values of $\lambda$,
and

$$
\begin{aligned}
& \psi(\lambda)=\frac{\partial}{\partial \lambda} \log \Gamma(\lambda)=\log \lambda-\frac{1}{2 \lambda} \\
& \psi(\lambda)=\frac{1}{\lambda}+\frac{1}{2 \lambda^{2}}
\end{aligned}
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1985]
Solution. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample of size $n$ from the given population. Then

$$
L=\prod_{i=1}^{n} f\left(x_{i} ; \alpha, \lambda\right)=\left(\frac{1}{\Gamma(\lambda)}\right)^{n} \cdot\left(\frac{\lambda}{\alpha}\right)^{n \lambda} \cdot \exp \left[-\frac{\lambda}{\alpha} \sum_{i=1}^{n} x_{i}\right] \cdot \prod_{i=1}^{n}\left(x_{i}^{\lambda-1}\right)
$$

$\therefore \quad \log L=-n \log \Gamma(\lambda)+n \lambda(\log \lambda-\log \alpha)-\frac{\lambda}{\alpha} \sum_{i=1}^{n} x_{i}+(\lambda-1) \sum_{i=1}^{n} \log x_{i}$
If $G$ is the geometric mean of $x_{1}, x_{2}, \ldots, x_{n}$, then

$$
\log G=\frac{1}{n} \sum_{i=1}^{n} \log x_{i} \Rightarrow n \log G=\sum_{i=1}^{n} \log x_{i}
$$

$\therefore \quad \log L=-n \log \Gamma(\lambda)+n \lambda(\log \lambda-\log \alpha)-\frac{\lambda}{\alpha} n \bar{x}+(\lambda-1) \cdot n \log G$ where $G$ is independent of $\lambda$ and $\alpha$.

The likelihood equations for the simultaneous estimation of $\alpha$ and $\lambda$ are :

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} \log L=0 \ldots(1) \quad \text { and } \quad \frac{\partial}{\partial \lambda} \log L=0 \tag{2}
\end{equation*}
$$

(1) gives

$$
\begin{equation*}
-\frac{n \lambda}{\alpha}+\frac{\lambda}{\alpha^{2}} \cdot n \bar{x}=0 \Rightarrow-1+\frac{\bar{x}}{\alpha}=0 \Rightarrow \hat{\alpha}=\bar{x} \tag{*}
\end{equation*}
$$

(2) gives (for large values of $\lambda$ ),

$$
\begin{aligned}
& -n\left(\log \lambda-\frac{1}{2 \lambda}\right)+n\left[1 .(\log \lambda-\log \alpha)+\lambda \cdot \frac{1}{\lambda}\right]-\frac{n \bar{x}}{\alpha}+n \log G=0 \\
& \Rightarrow \quad \frac{1}{2 \lambda}+\left(1-\log \alpha+\log G-\frac{\bar{x}}{\alpha}\right)=0
\end{aligned}
$$

$$
\Rightarrow \quad 1+2 \lambda(\log G-\log \bar{x})=0
$$

$$
\Rightarrow \quad 1-2 \lambda \log \left(\frac{\bar{x}}{G}\right)=0, \text { i.e., } \quad \hat{\lambda}=\frac{1}{2 \log (\bar{x} / G)}
$$

Hence the M.L.E.s for $\alpha$ and $\lambda$ are given by

$$
\hat{\alpha}=\bar{x} \quad \text { and } \hat{\lambda}=\frac{1}{2 \log (\bar{x} / G)}
$$

Example 15.36. In sampling from a power series distribution with p.d.f.

$$
f(x, \theta)=a_{x} \theta^{x} / \psi(\theta) ; x=0,1,2, \ldots
$$

where $a_{x}$ may be zero for some $x$, show that MLE of $\theta$ is a root of the equation

$$
\begin{equation*}
\bar{X}=\frac{\theta \psi^{\prime}(\theta)}{\psi(\theta)}=\mu(\theta), \tag{*}
\end{equation*}
$$

where $\mu(\theta)=E(X)$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
Solution. Likelihood function is given by :

$$
\begin{aligned}
L & =\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\prod_{i=1}^{n}\left[\frac{a_{x_{i}} \theta^{x_{i}}}{\psi(\theta)}\right]=\left[\prod_{i=1} a_{x_{i}}\right] \frac{\theta^{\sum x_{i}}}{[\psi(\theta)]^{n}} \\
\Rightarrow \quad \log L & =\sum_{i=1}^{n} \log a_{x_{i}}+\log \theta \cdot \sum_{i=1}^{n} x_{i}-n \log \psi(\theta)
\end{aligned}
$$

Likelihood equation for estimating $\theta$ gives :

$$
\begin{align*}
\frac{\partial}{\partial \theta} \log L & =0=\frac{\sum x_{i}}{\theta}-\frac{n \psi^{\prime}(\theta)}{\psi(\theta)} \\
\Rightarrow \quad \bar{X} & \left.=\frac{\sum x_{i}}{n}=\frac{\theta \psi^{\prime}(\theta)}{\psi(\theta)}=\mu(\theta), \text { (say }\right) . \tag{}
\end{align*}
$$

Hence MLE of $\theta$ is a root of equation (*).
We have :

$$
\begin{align*}
E(X) & =\sum_{x=0}^{\infty} x f(x, \theta)=\sum_{x=0}^{\infty}\left[x\left[\frac{a_{x} \theta^{x}}{\psi(\theta)}\right\}\right]  \tag{**}\\
\sum_{x=0}^{\infty} f(x, \theta) & =1 \Rightarrow \sum_{x=0}^{\infty} \frac{a_{x} \theta^{x}}{\psi(\theta)}=1 \Rightarrow \sum_{x=0}^{\infty} a_{x} \theta^{x}=\psi(\theta)
\end{align*}
$$

Differentiating w.r. to $\theta$, we get

$$
\begin{array}{rlrl}
\sum_{x}\left[a_{x} \cdot x \theta^{x-1}\right] & =\psi^{\prime}(\theta) \\
\Rightarrow \quad & \quad \sum_{x}\left[a_{x} \cdot \frac{x \theta^{x}}{\psi(\theta)}\right] & =\frac{\theta \cdot \psi^{\prime}(\theta)}{\psi(\theta)} \\
\Rightarrow \quad & E(X) & =\mu(\theta)=\bar{X},
\end{array}
$$

[From (**) and (*)]
as required.

Example 15.37. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from the uniform distribution with p.d.f.

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{\theta}, 0<x<\infty, \theta>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Obtain the maximum likelihood estimator for $\theta$.
[Lucknow Univ. B.Sc., 1992]
(b) Obtain the ML.Es.for $\alpha$ and $\beta$ for the rectangular population

$$
f(x ; \alpha, \beta)=\left\{\begin{array}{l}
\frac{1}{\beta-\alpha}, \alpha<x<\beta \\
0, \text { elsewhere }
\end{array}\right.
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1989; Gujarat Univ. B.Sc. 1992]
Solution. (a) Here

$$
\begin{equation*}
L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\frac{1}{\theta} \cdot \frac{1}{\theta} \cdots \frac{1}{\theta}=\left(\frac{1}{. \theta}\right)^{n} \tag{*}
\end{equation*}
$$

Likelihood equation, viz., $\frac{\partial}{\partial \theta} \log L=0$, gives

$$
\frac{\partial}{\partial \theta}(-n \log \theta)=0 \Rightarrow \frac{-n}{\theta}=0 \Rightarrow \hat{\theta}=\infty,
$$

obviously an absurd result.
In this case we locate M.L.E. as follows :
We have to choose $\theta$ so that $L$ in ( ${ }^{*}$ ) is maximum. Now $L$ is maximum if $\theta$ is minimum.

Let $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ be the ordered sample of $n$ independent observations from the given population so that

$$
0 \leq x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(n)} \leq \theta \quad \Rightarrow \quad \theta \geq x_{(n)}
$$

Since the minimum value of $\theta$ consistent with the sample is $x_{(n)}$, the largest sample observation, $\hat{\theta}=x_{(n)}$.
$\therefore \quad$ M.L.E. for $\theta=x_{(n)}=$ The largest sample observation.
(b) Here

$$
\begin{equation*}
L=\left(\frac{1}{\beta-\alpha}\right)^{n} \tag{**}
\end{equation*}
$$

$\therefore \quad \log L=-n \log (\beta-\alpha)$
The likelihood equations for $\alpha$ and $\beta$ give
and

$$
\left.\begin{array}{l}
\frac{\partial}{\partial \alpha} \log L=0=\frac{n}{\beta-\alpha} \\
\frac{\partial}{\partial \beta} \log L=0=\frac{-n}{\beta-\alpha}
\end{array}\right\}
$$

Each of these equations gives $\beta-\alpha=\infty$, an obviously negative result. So, we find M.L.Es for $\alpha$ and $\beta$ by some other means.

Now $L$ in ( ${ }^{* *}$ ) is maximum if $(\beta-\alpha)$ is minimum, i.e., if $\beta$ takes the minimum possible value and $\alpha$ takes the maximum possible value.

As in part $(a)$, if $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ is an ordered random sample from this population, then $\alpha \leq x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(n)} \leq \beta$. Thus $\beta \geq x_{(n)}$ and $\alpha \leq x_{(1)}$. Hence the minimum possible value of $\beta$ consistent with the sample is $x_{(n)}$ and the maximum possible value of $\alpha$ consistent with the sample is $x_{(1)}$. Hence $L$ is maximum if $\beta=x_{(n)}$ and $\alpha=x_{(1)}$.
$\therefore \quad$ M.L.E. for $\alpha$ and $\beta$ are given by $\hat{\alpha}=x_{(1)}=$ The smallest sample observation
and $\hat{\boldsymbol{\beta}}=x_{(n)}=$ The largest sample observation.
Example 15.38. State as precisely as possible the properties of the M.L.E.Obtain the M.L.Es. of $\alpha$ and $\beta$ for a random sample from the exponential population

$$
f(x ; \alpha, \beta)=y_{0} e^{-\beta(x-\alpha)}, \alpha \leq x \leq \infty, \beta>0
$$

$y_{0}$ being a constant.
Solution. Here first of all we shall deiermine the constant $y_{0}$ from the consideration that the total area under a probability curve is unity.

$$
\begin{array}{ll}
\therefore & y_{0} \int_{\alpha}^{\infty} \exp [-\beta(x-\alpha)] d x=1 \\
\text { or } & y_{0}\left|\frac{e^{-\beta(x-\alpha)}}{-\beta}\right|_{\alpha}^{\infty}=1 \Rightarrow-\frac{y_{0}}{\beta}(0-1)=1 \Rightarrow y_{0}=\beta \\
\therefore & f(x ; \alpha, \beta)=\beta e^{-\beta(x-\alpha)}, \alpha \leq x<\infty
\end{array}
$$

If $x_{1}, x_{2}, \ldots, x_{n}$ is a random sample of $n$ observations from this population, then

$$
\begin{align*}
& L=\prod_{i=1}^{n} f\left(x_{i} ; \alpha, \beta\right)=\beta^{n} \exp \left\{-\beta \sum_{i=1}^{n}\left(x_{i}-\alpha\right)\right\}=\beta^{n} e^{-n \beta(\bar{x}-\alpha)} \\
& \therefore \quad \log L=n \log \beta-n \beta(\bar{x}-\alpha) \tag{*}
\end{align*}
$$

The likelihood equations for estimating $\alpha$ and $\beta$ give

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} \log L=0=n \beta \tag{**}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \log L=0=\frac{n}{\beta}-n(\bar{x}-\alpha) \tag{***}
\end{equation*}
$$

Equation (**) gives $\beta=0$, which is obviously inadmissible and this on substitution in (***) gives $\alpha=\infty$, a nugatory result. Thus the likelihood equations fail to give us valid estimates of $\alpha$ and $\beta$ and we try to locate M.L.Es. for $\alpha$ and $\beta$ by maximising $L$ directly.

$$
L \text { is maximum } \Rightarrow \log L \text { is maximum. }
$$

From (*), $\log L$ is maximum (for any value of $\beta$ ), if $(\bar{x}-\alpha)$ is minimum, which is so if $\alpha$ is maximum.

If $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ is ordered sample from this population then

$$
\alpha \leq x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(n)}<\infty,
$$

so that the maximum value of $\alpha$ consistent with the sample is $x_{(1)}$, the smallest sample observation, i.e.,

$$
\hat{\alpha}=x_{(1)}
$$

Consequently, (***) gives

$$
\frac{1}{\beta}=\bar{x}-\hat{\alpha}=\bar{x}-x_{(1)} \Rightarrow \hat{\beta}=\frac{1}{\bar{x}-x_{(1)}}
$$

Hence M.L.Es. for $\alpha$ and $\beta$ are given by

$$
\hat{\alpha}=x_{(1)} \text { and } \hat{\beta}=\frac{1}{\bar{x}-x_{(1)}}
$$

Remarks 1. Whenever the given probability function involves a constant and the range of the variable is dependent on the parameter(s) to be estimated, first of all we should determine the constant by taking the total probability as unity and then proceed with the estimation part.
2. From the last two examples, it is obvious that whenever the range of the variabie involves the parameter(s) to be estimated, the likelihood equations fail to give us valid estimates and in this case M.L.Es arc obtained by adopting some other approach of maximising $L$ or $\log L$ directly.

Example 5.39. Obtain the maximum likelihood estimate of $\theta$ in

$$
f(x, \theta)=(1+\theta) x^{\theta}, 0<x<1,
$$

based on an independent sample of size n. Examine whether this estimate is sufficient for $\theta$.

## Solution.

$$
\left.\begin{array}{llrl} 
& & L(x, \theta) & =\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=(1+\theta)^{n} \cdot\left(\prod_{i=1}^{n} x_{i}\right)^{\theta} \\
\Rightarrow & & \log L & =n \log (1+\theta)+\theta \cdot \sum_{i=1}^{n} \log x_{i}
\end{array}\right)
$$

Hence by Factorisation theorem, $T=\left(\prod_{i=1}^{n} x_{i}\right)$ is a sufficient statistic for $\theta$, and $\hat{\theta}$ being a one to one function of sufficient statistic $\left(\prod_{i=1}^{n} x_{i}\right)$, is also sufficient for $\theta$.

Example 15.40. (a)Obtain the most general form of distribution differontiable in $\theta$, for which the sample mean is the M.L.E.
[Delhi Univ. B.Sc. (Stat. Hons.), 1983]
(b) Show that the most general continuous distribution for which the M.L.E. of a parameter $\theta$ is the geometric mean of the sample is

$$
f(x, \theta)=\left(\frac{x}{\theta}\right)^{\theta \cdot \frac{\partial \psi}{\partial \theta}} \exp [\psi(\theta)+\xi(x)]
$$

where $\psi(\theta)$ and $\xi(x)$ are arbitrary functions of $\theta$ and $x$ respectively.
Solution. (a) We have $L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)$

$$
\Rightarrow \quad \log L=\sum_{i=1}^{n} \log f\left(x_{i}, \theta\right)=\sum_{\geq} \log f, \quad[f=f(x, \theta)]
$$

the summation extending to all the values of $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in the sample. The likelihood equation is

$$
\begin{array}{rlrl}
\frac{\partial}{\partial \theta} \log L & =0, \text { i.e., } \frac{\partial}{\partial \theta}\left(\sum_{\mathbf{x}} \log f\right)=0 \\
\Rightarrow \quad & \sum_{\mathbf{x}} \frac{\partial}{\partial \theta} \log f & =0 \quad \Rightarrow \quad \sum_{\mathbf{x}} \frac{1}{f} \cdot \frac{\partial f}{\partial \theta}=0 \tag{}
\end{array}
$$

$W$ are given that the solution of (*) is

$$
\begin{align*}
& \theta=\frac{1}{n} \Sigma x \text { or } n \theta=\Sigma x \\
\Rightarrow \quad & \sum_{\mathrm{x}}(x-\theta)=0
\end{align*}
$$

Since this is true for all values of $x$ and $\theta$, we.get from ( ${ }^{*}$ ) and ( ${ }^{* *)}$,

$$
\frac{1}{f} \cdot \frac{\partial f}{\partial \theta}=A(x-\theta)
$$

where $A$ is independent of $x$ but may be function of $\theta$. Let us take

$$
A=\frac{\partial^{2} \psi}{\partial \theta^{2}} \text { where } \psi=\psi(\theta) \text { is any arbitrary function of } \theta .
$$

Thus

$$
\frac{\partial}{\partial \theta} \log f=\frac{\partial^{2} w}{\partial \theta^{2}}(x-\theta)
$$

Integrating w.r. to $\theta$ (partially), we get

$$
\log f=(x-\theta) \cdot \frac{\partial \psi}{\partial \theta}-\int \frac{\partial \psi}{\partial \theta}(-1) d \theta+\xi(x)+k
$$

where $\xi(x)$ is ari arbitrary function of $x$ and $k$ is arbırary constant.

$$
\begin{array}{lrl}
\therefore & \log f & =(x-\theta) \cdot \frac{\partial \psi}{\partial \theta}+\Psi(\theta)+\xi(x)+k \\
\text { Hence } & f & =\text { Const. } \exp \left[(x-\theta) \frac{\partial \psi}{\partial \theta}+\Psi(\theta)+\xi(x)\right]
\end{array}
$$

which is the probability function of the required distribution.
Remark. In particular, if we take.

$$
\begin{aligned}
\Psi(\theta) & =\frac{\theta^{2}}{2} \text { and } \xi(x)=-\frac{x^{2}}{2}, \text { then } \\
f & =\text { Const. } \exp \left[(x-\theta) \cdot \theta+\frac{\theta^{2}}{2}-\frac{x^{2}}{2}\right] \\
& =\text { Const. } \exp \left[-\frac{1}{2}\left(x^{2}+\theta^{2}-2 \theta x\right)\right] \\
& =\text { Const. } \exp \left\{-\frac{1}{2}(x-\theta)^{2}\right\}
\end{aligned}
$$

which is the probability function of the normal distribution with mean $\theta$ and unit variance.
(b) Here the solution of the likelihood equation

$$
\begin{array}{rlrl} 
& & \frac{\partial}{\partial \theta} \log L & =\sum_{x} \frac{\partial}{\partial \partial} \log f=0 \\
\text { is. } & \theta & =\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{1 / n} \\
\Rightarrow \quad \log \theta & =\frac{1}{n} \sum_{\geq} \log x \Rightarrow \sum_{x}(\log x-\log \theta)=0
\end{array}
$$

Since this is true for all $x$ and all $\theta$, we get from (*) and (**)

$$
\frac{\partial}{\partial \theta} \log f=(\log x-\log \theta) A(\theta)
$$

where $A(\theta)$ is an arbitrary function of $\theta$ and is independent of $x$.
Integrating w.r. to $\boldsymbol{\theta}$ (partially), we get

$$
\log f=\log x . \int A(\theta) d \theta-\int A(\theta) \log \theta d \theta+\xi(x)
$$

where $\xi(x)$ is an arbitrary function of $x$ alone.
If we take $\int \boldsymbol{A}(\theta) d \theta=A_{1}(\theta)$, then

$$
\begin{aligned}
\log f & =\log x \cdot A_{1}(\theta)-\left[A_{1}(\theta) \log \theta-\int A_{1}(\theta) \cdot \frac{1}{\theta} d \theta\right]+\xi(x) \\
& =A_{1}(\theta) \log (x / \theta)+\int \frac{A_{1}(\theta)}{\theta} d \theta+\xi(x)
\end{aligned}
$$

Let us take

$$
A_{1}(\dot{\theta})=\theta \frac{\partial \psi}{\partial \theta}, \text { (suggested by the answer) }
$$

where $\psi=\psi(\theta)$ is an arbitrary function of $\theta$ alone.

$$
\therefore \quad \log f=\theta \frac{\partial \Psi}{\partial \theta} \log (x / \theta)+\int \frac{\partial \Psi}{\partial \theta} d \theta+\xi(x)
$$

$$
\begin{aligned}
& =\theta \frac{\partial \psi}{\partial \theta} \cdot \log (x / \theta)+\psi(\theta)+\xi(x) \\
& =\log \left[\left(\frac{x}{\theta}\right)^{\theta \frac{\partial \psi}{\partial \theta}}\right]+\psi(\theta)+\xi(x)
\end{aligned}
$$

Hence $f=f(x, \theta)=\left(\frac{x}{\theta}\right)^{\theta \frac{\partial \psi}{\partial \theta}} \cdot \exp [\psi(\theta)+\xi(x)]$.
Example 15.41. A sampie of size $n$ is drawn from each of the four normal populations which have the same variance $\sigma^{2}$. The means of the four populations are $a+b+c a+b-c, a-b+c$ and $a-b-c$. What are the M.L.Es. for $a, b, c$, and $c^{2}$ ?

Solution. Let the sample observations be denoted by $x_{i j}, i=1,2,3,4$; $j=1,2, \ldots, n$. Since the four samples, from the four normal populations are indcpendent, the likelihood function $L$ of all the sample observations $x_{i j}$, ( $i=1,2,3,4 ; j=1,2, \ldots, n$ ), is given by

$$
L=\left(\frac{1}{\sqrt{2 \pi} \sigma}\right)^{4 n} \cdot \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{4} \sum_{j=1}^{n}\left(x_{i j}-\mu_{i}\right)^{2}\right\}
$$

where $\mu_{i,}(i=1,2,3,4)$ is mean of the $i$ th population.

$$
\begin{aligned}
\left.\therefore \quad L=\left(\frac{1}{\sqrt{2 \pi} \sigma}\right)^{4 n} \cdot \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\begin{array}{r}
\sum\left(x_{1 j}-\mu_{1}\right)^{2} \\
- \\
\\
\\
+\sum_{j}\left(x_{j j}\left(x_{3 j}-\mu_{2}\right)^{2}\right.
\end{array}\right]+\sum_{j}\left(x_{4 j}-\mu_{4}\right)^{2}\right\}\right]
\end{aligned}
$$

$\therefore \log L=k-2 n \log \sigma^{2}$

$$
\begin{aligned}
& -\frac{1}{2 \sigma^{2}}\left[\sum_{j}\left(x_{1 j}-a-b-c\right)^{2}+\sum_{j}\left(x_{2 j}-a-b+c\right)^{2}\right. \\
& \left.\quad+\sum_{j}\left(x_{3 j}-a+b-c\right)^{2}+\sum_{j}\left(x_{4 j}-a+b+c\right)^{2}\right]
\end{aligned}
$$

where $k$ is a constant w.r. to $a, b, c$ and $\sigma^{2}$.
The M.L.Es. for $a, b, c$ and $\sigma^{\mathbf{2}}$ are the solutions of the simultaneous equations (maximum likelihood equations for estimating $a, b, c$ and $\sigma^{2}$ ):

$$
\begin{array}{lll}
\frac{\partial}{\partial a} \log L=0 & \ldots(1) & \frac{\partial}{\partial b} \log L=0 \\
\frac{\partial}{\partial c} \log L=0 & \ldots(3) & \frac{\partial}{\partial \sigma^{2}} \log L=0
\end{array}
$$

(1) gives

$$
\begin{aligned}
&-\frac{1}{2 \sigma^{2}}\left[\sum_{j}\left(x_{1 j}-a-b-c\right)(-2)+\sum_{j}\left(x_{2 j}-a-b+c\right)(-2)\right. \\
&\left.+\sum_{j}\left(x_{3 j}-a+b-c\right)(-2)+\sum_{j}\left(x_{4 j}-a+b+c\right)(-2)\right]=0
\end{aligned}
$$

$$
\begin{array}{ll}
\Rightarrow & \sum_{j}\left(x_{1 j}+x_{2 j}+x_{3 j}+x_{4 j}\right) \\
& +n[((-a-b-c)+(-a-b+c)+(-a+b-c)+(-a+b+c)]=0 \\
\Rightarrow & \quad \sum_{j=1}^{n}\left(\sum_{i=1}^{4} x_{i j}\right)+n(-4 a)=0 . \\
\therefore & \hat{a}=\frac{1}{4 n} \sum_{i=1}^{4} \sum_{j=1}^{n} x_{i j}=\bar{x}
\end{array}
$$

Now (2) gives

$$
\begin{aligned}
& \begin{array}{l}
-\frac{1}{2 \sigma^{2}}\left[\sum_{j}\left(x_{1 j}-a-b-c\right)(-2)+\sum_{j}\left(x_{2 j}-a-b+c\right)(-2)\right. \\
\\
\left.+\sum_{j}\left(x_{3 j}-a+b-c\right)(2)+\sum_{j}\left(x_{4 j}-a+b+c\right)(2)\right]=0 \\
\Rightarrow \sum_{j} x_{1 j}+\sum_{j} x_{2 j}-\sum_{j} x_{3 j}-\sum_{j} x_{4 j} \\
+n[(-a-b-c)+(-a-b+c)-(-a+b-c)-(-a+b+c)]=0 \\
\Rightarrow \quad \sum x_{1 j}+\sum x_{2 j}-\sum x_{3 j}-\sum x_{4 j}-4 n b=0
\end{array} \\
& \begin{array}{l}
\therefore \quad \hat{b}=\frac{1}{4}\left[\frac{1}{n} \sum x_{1 j}+\frac{1}{n} \sum x_{2 j}-\frac{1}{n} \sum x_{3 j}-\frac{1}{n} \sum x_{4 j}\right]
\end{array} \\
& \Rightarrow \quad \hat{b}=\left(\bar{x}_{1}+\bar{x}_{2}-\bar{x}_{3}-\bar{x}_{4}\right) / 4,
\end{aligned}
$$

where $\bar{x}_{i}$ is the mean of the $i$ th sample.
Similarly (3) will give

$$
\hat{c}=\frac{1}{4}\left(\bar{x}_{1}-\bar{x}_{2}+\bar{x}_{3}-\bar{x}_{4}\right) / 4
$$

Equation (4) gives

$$
\left.\begin{array}{l}
-\frac{2 n}{\sigma^{2}}+\frac{1}{2 \sigma^{4}}\left[\sum_{j}\left(x_{1 j}-a-b-c\right)^{2}+\sum_{j}\left(x_{2 j}-a-b+c\right)^{2}\right. \\
\left.\quad+\sum_{j}\left(x_{3 j}-a+b-c\right)^{2}+\sum_{j}\left(x_{4 j}-a+b+c\right)^{2}\right]=0 \\
\therefore \quad \hat{\sigma}^{2}=\frac{1}{4 n}\left[\sum_{j}\left(x_{1 j}-\hat{a}-\hat{b}-\hat{c}\right)^{2}+\sum_{j}\left(x_{2 j}-\hat{a}-\hat{b_{i}}+\hat{c}\right)^{2}\right. \\
\end{array} \quad+\sum_{j}\left(x_{3 j}-\hat{a}+\hat{b}-\hat{c}\right)^{2}+\sum_{j}\left(x_{4 j}-\hat{a}+\hat{b}+\hat{c}\right)^{2}\right] .
$$

Example 15.42. The following table gives probabilities and observed frequencies in four classes $A B A b, a B$ and $a b$ in a genetical experiment. Estimate the parameter $\theta$ by the method of maximum likelihood and find its standard error.

| Class | Probability | Observed frequency |
| :---: | :---: | :---: |
| $A B$ | $\frac{1}{4}(2+\theta)$ | 108 |
| $A b$ | $\frac{1}{4}(1-\theta)$ | 27 |
| $a B$ | $\frac{1}{4}(1-\theta)$ | 30 |
| $a b$ | $\frac{1}{4} \theta$ | 8 |

Solution. Using multinomial probability law, we have

$$
L=L(\theta)=\frac{n!}{n_{1}!n_{2}!n_{3}!n_{4}!} p_{1}^{n_{1}} p_{2}^{n_{2}} p_{3}^{n_{3}} p_{4}^{n_{4}}, \Sigma p_{i}=1, \Sigma n_{i}=n
$$

$\Rightarrow \quad \log L=C+n_{1} \log p_{1}+n_{2} \log p_{2}+n_{3} \log p_{3}+n_{4} \log p_{4}$,
where

$$
C=\log \left[\frac{n!}{n_{1}!n_{2}!n_{3}!n_{4}!}\right] \text {, is a constant. }
$$

$\therefore \quad \log L=C+n_{1} \log \left(\frac{2+\theta}{4}\right)+n_{2} \log \left(\frac{1-\theta}{4}\right)+n_{3} \log \left(\frac{1-\theta}{4}\right)+n_{4} \log \left(\frac{\theta}{4}\right)$
Likelihood equation gives:

$$
\begin{align*}
& \quad \frac{\partial \log L}{\partial \theta}=\frac{n_{1}}{2+\theta}-\frac{n_{2}}{1-\theta}-\frac{n_{3}}{1-\theta}+\frac{n_{4}}{\theta}=0  \tag{}\\
& \Rightarrow \quad \frac{n_{1}}{2+\theta}-\frac{\left(n_{2}+n_{3}\right)}{1-\theta}+\frac{n_{4}}{\theta}=0
\end{align*}
$$

Taking $n_{1}=108, n_{2}=27, n_{3}=30$ and $n_{4}=8$, we get

$$
\begin{array}{lc} 
& \frac{108}{2+\theta}-\frac{(27+30)}{1-\theta}+\frac{8}{\theta}=0 \\
\Rightarrow & 108 \theta(1-\theta)-57 \theta(2+\theta)+8(1-\theta)(2+\theta)=0 \\
\Rightarrow & 173 \theta^{2}+14 \theta-16=0 \\
\Rightarrow & \theta=\frac{-14 \pm \sqrt{196+11072}}{346}=-0.34 \text { and } 0.26
\end{array}
$$

But $\boldsymbol{\theta}$, being the probability cannot be negative. Hence M.L.E. of $\boldsymbol{\theta}$ is given by

$$
\begin{equation*}
\hat{\theta}=0.26 \tag{**}
\end{equation*}
$$

Differentiating (*) again partially w.r. to $\theta$, we get

$$
\begin{aligned}
\frac{\partial^{2} \log L}{\partial \theta^{2}} & =\frac{-n_{1}}{(2+\theta)^{2}}-\frac{\left(n_{2}+n_{3}\right)}{(1-\theta)^{2}}-\frac{n_{4}}{\theta^{2}} \\
-E\left(\frac{\partial^{2} \log L}{\partial \theta^{2}}\right) & =\frac{E\left(n_{1}\right)}{(2+\theta)^{2}}+\frac{E\left(n_{2}\right)+E\left(n_{3}\right)}{(1-\theta)^{2}}+\frac{E\left(n_{4}\right)}{\theta_{2}^{2}} \\
& =\frac{n p_{1}}{(2+\theta)^{2}}+\frac{n\left(p_{2}+p_{3}\right)}{(1-\theta)^{2}}+\frac{n p_{4}}{\theta^{2}} \\
& =\frac{n(2+\theta)}{4(2+\theta)^{2}}+\frac{n(1-\theta)}{2(1-\theta)^{2}}+\frac{n \theta}{4 \theta^{2}}
\end{aligned}
$$

$$
\therefore \quad I(\theta)=\frac{n}{4(2+\hat{\theta})}+\frac{n}{2(I-\hat{\theta})}+\frac{n}{4 \hat{\theta}} ; n=\Sigma n_{i}=173
$$

$$
\begin{aligned}
& =173\left[\frac{1}{4 \times 2.26}+\frac{1}{2 \times 0.74}+\frac{1}{4 \times 0.26}\right] \\
& =173[0.11+0.67+0.96]:=173 \times 1.74=301.02 \\
\text { S.E. }(\hat{\theta}) & =\sqrt{1 / I(\theta)}=\frac{1}{\sqrt{301.02}}=0.0576
\end{aligned}
$$

[c.f. (15.55) Theorem 15.13)]
15.12. Method of Minimum Variance. [Minimum Variance Unbiased Estimates (M.V.U.E.)]. In this section we shall look for estimates which ( $i$ ) are unbiased and (ii) have minimum variance.

If $L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)$, is the likelihood function of a random sample of $n$ observations $x_{1}, x_{2}, \ldots, x_{n}$ from a population with probability function $f(x, \theta)$, then the problem is to find a statistic $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$; such that

$$
\begin{equation*}
E(t)=\int_{-\infty}^{\infty} t . L d x=\gamma(\theta) \Rightarrow \int_{-\infty}^{\infty}[t-\gamma(\theta)] L d x=0 \tag{15.57}
\end{equation*}
$$

and $V(t)=\int_{-\infty}^{\infty}[t-E(t)]^{2} L d x=\int_{-\infty}^{\infty}[t-\gamma(\theta)]^{2} L d x$
is minimum, where

$$
\int_{-\infty}^{\infty} d x \text { represents the } n \text {-fold integration }
$$

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d x_{1} d x_{2} \ldots d x_{n}
$$

In other words, we have to minimise ( 15.58 ) subject to the condition (15.57).

For detailed discussion of this method see MVU Estimators'(\$ 15.5.2) and Cramer-Rao Inequality (§ 15.7).
15.13. Method of Moments. This method was discovered and studied in detail by Karl Pearson.

Let $f\left(x ; \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$ be the density function of the parent population with $k$ parameters $\theta_{1} ; \theta_{2}, \ldots, \theta_{k}$. If $\mu_{r}^{\prime}$ denoles the $r$ th moment about origin, then

$$
\begin{equation*}
\mu_{r}^{\prime}=\int_{-\infty}^{\infty} x^{r} f\left(x ; \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right) d x,(r=1,2, \ldots, k) \tag{15.59}
\end{equation*}
$$

In general $\mu_{1}^{\prime}, \mu_{2}^{\prime}, \ldots, \mu_{k}{ }^{\prime}$ will be functions of the parameters $\theta_{1}, \theta_{2}, \ldots$, $\theta_{k}$

Let $x_{i}, i=1,2, \ldots, n$ be a random sample of size $n$ from the given population. The method of moments.consists in solving the $k$-equations (15.59) for $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ in terms of $\mu_{1}^{\prime}, \mu_{2}^{\prime}, \ldots, \mu_{k}^{\prime}$ and then replacing these moments $\mu_{r}^{\prime} ; r=1,2, \ldots, k$ by the sample moments.

$$
\text { e.g., } \quad \begin{aligned}
\hat{\theta}_{i} & =\theta_{i}^{\prime}\left(\hat{\mu}_{1}^{\prime}, \hat{\mu}_{2}^{\prime}, \ldots, \hat{\mu}_{k}^{\prime}\right) \\
& =\theta_{i}\left(m_{1}^{\prime}, m_{2}^{\prime}, \ldots, m_{k}^{\prime}\right) ; i=1,2, \ldots, k
\end{aligned}
$$

where $m_{i}$ is the $i$ th moment about origin in the sample.
Then by the method of moments $\hat{\theta}_{1}, \hat{\theta}_{2}, \ldots, \hat{\theta}_{k}$ are the required estimators of $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ respectively.
Remarks. 1. Let ( $x_{1}, x_{2}, \ldots, x_{n}$ ) be a random sample of size $n$ from a population with p.d.f. $f(x, \theta)$. Then $X_{i},(i=1,2, \ldots, n)$ are i.i.d. $\Rightarrow X_{i^{\prime}}$, ( $i=1,2, \ldots, n$ ) are i.i.d r.v's. Hence if $E\left(X_{i}^{\prime}\right)$ exists, then by W.L.L.N., we get

$$
\Rightarrow \quad \begin{array}{cc}
\frac{1}{n_{i}} \cdot \sum_{i=1}^{n} x_{i}^{r} \xrightarrow{p} E\left(X_{1}^{r}\right) \\
m_{r}^{\prime} \xrightarrow{p} \mu_{r}^{\prime} \tag{15:60}
\end{array}
$$

Hence the sample moments are consistent estimators of the corresponding population moments.
2. It has been shown that under quite general conditions, the estimates obtained by the method of moments are asymptotically normal but not, in general, efficient.
3. Generally the method of moments yields less efficient estimators than those obtained from the principle of maximum likelihood. The estimators obtained by the method of moments are identical with those given by the method of maximum likelihood if the probability mass function or probability density function is of the form

$$
\begin{equation*}
f(x, \theta)=\exp \left[b_{0}+b_{1} x+b_{2} x^{2}+\ldots\right] \tag{15.61}
\end{equation*}
$$

where $b$ 's are independent of $x$ but may depeñd on $\theta=\left(\theta_{1}, \theta_{2}, \ldots\right)$.
(15.61) implies that
$L\left(x_{1}, x_{2}, \ldots, x_{n} ; \theta\right)=\exp \left[n b_{0}+b_{1} \Sigma x_{i}+b_{2} \sum x_{i}^{2}+\ldots\right]$
$\left.\Rightarrow \quad \frac{\partial}{\partial \theta_{j}} \log L=a_{0}+a_{1} \sum x_{i}+a_{2} \sum x_{i}^{2}+a_{3} \Sigma x_{i}{ }^{3}+\ldots\right]$
Thus both the methods yield identical estimators if MLE's are obtained as linear functions of the moments.

Example 15.43. Estimate $\alpha$ and $\beta$ in the case of Pearson's Type III disiribution by the method of moments.

$$
f(x ; \alpha, \beta)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, 0 \leq x<\infty
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1987, 1988]
Solution. We have

$$
\begin{gathered}
\mu_{r}^{\prime}=\frac{\beta^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\infty} x^{r} x^{\alpha-1} e^{-\beta x} d x=\frac{\beta^{\alpha}}{\Gamma(\alpha)} \cdot \frac{\Gamma(\alpha+r)}{\beta^{\alpha+r}}=\frac{\Gamma(\alpha+r)}{\Gamma(\alpha) \beta^{r}} \\
\mu_{1}^{\prime \prime}=\frac{\Gamma(\alpha+1)}{\Gamma(\alpha) \cdot \beta}=\frac{\alpha}{\beta}, \mu_{2}^{\prime}=\frac{\Gamma(\alpha+2)}{\Gamma(\alpha) \beta^{2}}=\frac{(\alpha+1) \alpha}{\beta^{2}} \\
\frac{\mu_{2}^{\prime}}{\mu_{1}^{2}}=\frac{\alpha+1}{\alpha}=\frac{1}{\alpha}+1
\end{gathered}
$$

$\Rightarrow \quad \alpha=\frac{\mu_{1}{ }^{2}}{\mu_{2}^{\prime}-\mu_{1}^{\prime 2}}, \quad \beta=\frac{\alpha}{\mu_{1}^{\prime}}=\frac{\mu_{1}}{\mu_{2}^{\prime}-\mu_{1}{ }^{2}}$
Hence $\quad \hat{\alpha}=\frac{m_{1}^{\prime 2}}{m_{2}^{\prime}-m_{1}^{\prime 2}}$ and $\hat{\beta}=\frac{m_{1}^{\prime}}{m_{2}^{\prime}-m_{1}^{\prime 2}}$
where $m_{1}^{\prime}$ and $m_{2}^{\prime}$ are the sample moments.
Example 15.44. For the double Poisson distribution :

$$
p(x)=P(X=x)=\frac{1}{2} \cdot \frac{e^{-m_{1} m_{1}^{x}}}{x!}+\frac{1}{2} \cdot \frac{e^{-m_{2} m_{2}^{x}}}{x!} ; x=0,1,2, \ldots
$$

show that the estimates for $m_{1}$ and $m_{2}$ by the method of moments are:

$$
\mu_{1}^{\prime} \pm \sqrt{\mu_{2}^{\prime}-\mu_{1}^{\prime}-\mu_{1}^{\prime 2}}
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
Solution. We have

$$
\begin{align*}
\mu_{1}^{\prime} & =\sum_{x=0}^{\infty} x_{:} p(x)=\frac{1}{2} \sum_{x=0}^{\infty} x \cdot \frac{e^{-m_{1} m_{1}^{x}}}{x!}+\frac{1}{2} \sum_{x=0}^{\infty} x \cdot \frac{e^{-m_{2}} \cdot m_{2}^{x}}{x!} \\
& =\frac{1}{2} m_{1}+\frac{1}{2} m_{2} \tag{}
\end{align*}
$$

(since the first and second summations are the means of Poisson distributions with parameters $m_{1}$ and $m_{2}$ respectively).

$$
\begin{align*}
& \mu_{2}^{\prime}= \sum_{x=0}^{\infty} x^{2} \cdot p(x) \\
&= \frac{1}{2}\left[\sum_{x=0}^{\infty} x^{2} \cdot\left(\frac{e^{-m_{1}} m_{1}^{x}}{x!}\right)+\sum_{x=0}^{\infty} x^{2} \cdot\left(\frac{e^{-m_{2}} m_{2}^{x}}{x!}\right)\right] \\
&= \frac{1}{2}\left[\left(m_{1}^{2}+m_{1}\right)+\left(m_{2}^{2}+m_{2}\right)\right] \\
& \mu_{2}^{\prime}= \frac{1}{2}\left[\left(m_{1}+m_{2}\right)+\left(m_{1}^{2}+m_{2}^{2}\right)\right]  \tag{}\\
&= \frac{1}{2}\left[2 \mu_{1}^{\prime}+m_{1}^{2}+\left(2 \mu_{1}^{\prime}-m_{1}\right)^{2}\right]  \tag{*}\\
&= \frac{1}{2}\left[2 \mu_{1}^{\prime}+m_{1}^{2}+4 \mu_{1}^{2}+m_{1}^{2}-4 m_{1} \mu_{1}^{\prime}\right] \\
& \quad \text { [c.f. § } 7 \cdot 3 . \\
& \mu_{2}^{\prime}=\mu_{1}^{\prime}+m_{1}^{2}+ 2 \mu_{1}^{2}-2 \mu_{1}^{\prime} m_{1} \Rightarrow m_{1}^{2}-2 m_{1} \mu_{1}^{\prime}+\left(2 \mu_{1}^{2}+\mu_{1}^{\prime}-\mu_{2}{ }^{2}\right)=0 \\
& \Rightarrow \hat{m_{1}}=\frac{2 \mu_{1}^{\prime} \pm}{} \sqrt{4} \frac{\mu_{1}^{\prime 2}-4\left(2 \mu_{1}^{\prime 2}+\mu_{1}^{\prime}-\mu_{2}^{\prime}\right)}{2}=\mu_{1}^{\prime} \pm \sqrt{\mu_{2}^{\prime}-\mu_{1}^{\prime}-\mu_{1}^{\prime 2}} \\
& \text { Similarly on substituting for } m_{1} \text { in terms of } m_{2} \text { from (*) in (**), we get } \\
& m_{2}^{2}-2 m_{2} \mu_{1}^{\prime}+\left(2 \mu_{1}^{2}+\mu_{1}^{\prime}-\mu_{2}^{\prime}\right)=0
\end{align*}
$$

Solving for $m_{2}$, we will get

$$
\hat{m_{2}}=\mu_{1}^{\prime} \pm \sqrt{\mu_{2}^{\prime}-\mu_{1}^{\prime}-\mu_{1}^{\prime 2}}
$$

Example 15.45. A random variable $X$ takes the values 0,1 , 2, with respective probabilities

$$
\frac{\theta}{4 N}+\frac{1}{2}\left(1-\frac{\theta}{N}\right) \cdot \frac{\theta}{2 N}+\frac{\alpha}{2}\left(1-\frac{\theta}{N}\right) \text { and } \frac{\theta}{4 N}+\frac{1-\alpha}{2}\left(1-\frac{\theta}{N}\right)
$$

where $N$ is a known number and $\alpha, \theta$ are unknown parameters. If 75 independent observations on $X$ yielded the values $0,1,2$ with frequencies 27, 38, 10 respectively, estimate $\theta$ and $\alpha$ by the method of moments.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]

## Solution.

$$
\begin{align*}
E(X)= & 0 \cdot\left[\frac{\theta}{4 N}+\frac{1}{2}\left(1-\frac{\theta}{N}\right)\right]+1 \cdot\left[\frac{\theta}{N}+\frac{\alpha}{2} \cdot\left(1-\frac{\theta}{N}\right)\right] \\
& +2\left[\frac{\theta}{4 N}+\frac{1-\alpha}{2}\left(1-\frac{\theta}{N}\right)\right] \\
= & \frac{\theta}{N}+\left(1-\frac{\theta}{N}\right)\left[\frac{\alpha}{2}+(1-\alpha)\right] \\
\Rightarrow \quad \mu_{1}^{\prime}= & \frac{\theta}{N}+\left(1-\frac{\theta}{N}\right)\left(1-\frac{\alpha}{2}\right) \\
= & 1-\frac{\alpha}{2}\left(1-\frac{\theta}{N}\right)  \tag{*}\\
E\left(X^{2}\right)= & 1^{2} \cdot\left[\frac{\theta}{2 N}+\frac{\alpha}{2}\left(1-\frac{\theta}{N}\right)\right]+2^{2} \cdot\left[\frac{\theta}{4 N}+\frac{1-\alpha}{2}\left(1-\frac{\theta}{N}\right)\right] . \\
= & \frac{3 \theta}{2 N}+\left(1-\frac{\theta}{N}\right)\left[\frac{\alpha}{2}+2(1-\alpha)\right] \\
= & \frac{3 \theta}{2 N}+\left(1-\frac{\theta}{N}\right)\left(2-\frac{3 \alpha}{2}\right) \\
\Rightarrow \quad \mu_{2}^{\prime}= & 2-\frac{\theta}{2 N}-\frac{3}{2} \alpha\left(1-\frac{\theta}{N}\right) \tag{**}
\end{align*}
$$

The sample frequency distribution is :

$$
\begin{array}{c|ccc}
x & 0 & 1 & 2 \\
\hline f & 21 & 38 & 10 \\
\mu_{1}^{\prime}=\frac{1}{N} \Sigma f x=\frac{1}{75}(38+20)=\frac{58}{75} \\
\mu_{2}^{\prime}=\frac{1}{N} \Sigma f x^{2}=\frac{1}{75}(38+40)=\frac{78}{75} &
\end{array}
$$

Equating the sample moments to theoretical moments, we get

$$
\begin{array}{rlrl} 
& & 1-\frac{\alpha}{2}\left(1-\frac{\theta}{N}\right) & =\frac{58}{75} \\
\Rightarrow & \quad \frac{\alpha}{2}\left(1-\frac{\theta}{N}\right) & =1-\frac{58}{75}=\frac{17}{75}
\end{array}
$$

Substituting in (**), we get

$$
2-\frac{\theta}{2 N}-3 \times \frac{17}{75}=\frac{78}{75} \Rightarrow \hat{\theta}=\frac{42}{75} N
$$

Substituting in (***), we get

$$
\frac{\alpha}{2}\left(1-\frac{42}{75}\right)=\frac{17}{75} \Rightarrow \hat{\alpha}=\frac{34}{33}
$$

i5.14. Method of Least Squares.* The principle of least squares is used to fit a curve of the form

$$
y=f\left(x, a_{0}, a_{1}, \ldots, a_{n}\right)
$$

where $a_{i}$ 's are unknown parameters, to a set of $n$ sample observations ( $x_{i}, y_{i}$ ); $i=1,2, \ldots, n$ from a bivariate population. It consists in minimising the sum of squares of residuals, viz.,

$$
E=\sum_{i=1}^{n}\left[y_{i}-f\left(x_{i}, a_{0}, a_{1}, \ldots, a_{n}\right)\right]^{2}
$$

subject to variations in $a_{0}, a_{1}, \ldots, a_{n}$.
The normal equations for estimating $a_{0,}, a_{1}, \ldots, a_{n}$ are given by

$$
\frac{\partial E}{\partial a_{i}}=0 ; i=1,2, \ldots, n
$$

Kemarks. 1. In chapter 9, we have discussed in detail the method of least squares for fitting linear regression (§ 9.1-1), polynomial regression (§ 9.1.3) and the exponential family of curves reducible to linear regression (§9:3). In chapter $10 \S 10 \cdot 12 \cdot 1$, we have discussed the method of fitting multiple linear regression.
2. If we are estimating $f\left(x, a_{0}, a_{1}, \ldots, a_{n}\right)$ as a linear function of the parameters $a_{0}, a_{1}, \ldots, a_{n}$, the $x$ 's being known given values, the least square estimators obtained as linear functions of the $y$ 's will be MVU.estimators.

## EXERCISE 15(b)

1. (a) State and explain the principle of maximum likelihood for estimation of population parameter.
(b) (i) Describe the M.L. method of estimation and discuss five of its optimal properties.
(ii) Examine a situation when M.L. method fails and explain how you tackle such situations.
(c) Define the likelihood function for a randons sample drawn from (i) a discrete population, (ii) a continuous population.

Find the likelihood function for a random sample of size $n$ from each of the following populations :
(a) Normal ( $m, \sigma^{2}$ ), (b) Binomial ( $n, p$ ), (c) Poisson ( $\mu$ ), (d) Uniform on (a,b).
[Calcutta Univ. B.Sc. (Matho. Hons.), 1991]

[^4]2. (a) A random variable $X$ takes the valiues 0 and 1 with respective probabilities $p$ and $1-p$. Obtain on the basis of random sample of size $n$, the maximum likelihood estimator of $p$.
(b) Obtain the maximum likelihood estimator for the distribution having the probability mass function:
$$
f(x, \theta)=\theta^{x}(1-\theta)^{1-\dot{x}}, x=0,1 ; 0 \leq \theta \leq 1
$$
[Calcutta Univ. B.Sc. (Maths. Hons.), 1986]
(c) Obtain the maximum likelihood estimator of $\theta$ in the following cases:
(i) $f(x, \theta)=\frac{1}{\theta} \cdot \exp (-x / \theta) ; x \geq 0, \theta>0$
(ii) $f(x, \theta)={ }^{n} C_{x} \theta^{x}(1-\theta)^{n-x} ; x=0,1,2, \ldots, n$
3. Suppose that $X$ has a distribution $N\left(\mu, \sigma^{2}\right)$, that is, the p.d.f of $X$ is
$$
f(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}\right]
$$

Using M.L. estimation, determine $\mu$ and $\sigma^{2}$. What conclusions do you draw on the nature of the result so obtained?
4. (a) Explain the technique of the method of maximum likelihod and give a formula for the large sample standard error of the maximum-likelihood estimator.
(b) For the distribution with p.d.f.
$f(x, \theta)=\theta e^{-\theta x},(x \geq 0 ; \theta>0)$, find the maximum likelihood estimators of $\theta$ and $E(X)$, and obtain their large.sample standard errors.
(c) $X$ is a random variable such that

$$
\begin{aligned}
P(X \leq x) & =0, \text { for } x<0 \\
& =1-e^{-x \theta}, \text { for } x \geq 0
\end{aligned}
$$

Based on $n$ independent observations on $X$, obtain the maximum likelihood estimator of $E(X)$.
5. (a) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from the distribution with probability density function :

$$
f(x, \theta)=\frac{1^{-}}{\theta} e^{-x / \theta} ; 0<x<\infty, 0<\theta<\infty
$$

Find the maximum likelihood estimator of $\theta$.
[Madras Univ. B.Sc. Sept., 1988]
(b) For the distribution :

$$
d F(x)=\frac{1}{\theta^{p} \Gamma(p)} \exp (-x / \theta) x^{\rho-1} ; 0 \leq x<\infty, p>0, \theta>0
$$

where $p$ is known, find out the maximum likelihood estimate of $\theta$ on the basis of a random sample of size $n$ from the distribution. Find the variance of the estimate.
6. (a) If $x_{i}(i=1,2, \ldots n)$ is an observed random sample from the distribution having p.d.f.

$$
f_{\lambda}(x)=\frac{\lambda^{k+1} x^{k} \exp (-\lambda x)}{\Gamma(k+1)}, x>0
$$

where $\lambda>0$ and $k$ is a known constant, show that the ML estimator $\hat{\lambda}$ for $\lambda$ is $(k+1) \sqrt{x}$ Show that the corresponding estimator is biased but consistent and that its asymptotic distribution for large $n$ is

$$
N\left(\lambda, \lambda^{2} /[n(k+1)]\right)
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1986]
(b) Derive the $M L E$ of the mean $\frac{\alpha}{\alpha+2}$ of the beta distribution :

$$
f(x)=[B(\alpha, 2)]^{-1} x^{\alpha-1}(1-x), 0<x \leq 1, \alpha>0 .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
7. (a) From a sample of size $n$ from the population of $X$, determine the maximum likelihood estimates of the parameters $a$ and $b$ of the probability density

$$
f(x)=\text { Constant } \exp [-(x-a) / b] ; x \geq a, b>0,-\infty<a<\infty
$$

[Calcutta Univ. B.Sc. (Maths Hons.), 1991]
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from the distribution with p.d.f.

$$
f\left(x ; \theta_{1}, \theta_{2}\right)=\left\{\begin{array}{l}
\frac{1}{\theta_{2}} e^{-\left(x-\theta_{1}\right) / \theta_{2}}, x \geq \theta_{1},-\infty<\theta_{1}<\infty, \theta_{2}>0 \\
0, \text { clsehwere }
\end{array}\right.
$$

Obtain the maximum likelihood estimators for $\theta_{1}$ and $\theta_{2}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992]
(c) Given a sample of $n$ independent observations from the distribution with density :

$$
f\left(x, \theta_{1}, \theta_{2}\right)=\theta_{2}^{-1} \exp \left[-\left(x-\theta_{1}\right) / \theta_{2}\right], \theta_{1} \leq x<\infty
$$

Find the maximum-likelihood estimator of $\theta_{2}$ when $\theta_{1}$ is known and the maximum likelihood estimator of $\theta_{1}$ when $\theta_{2}$ is known and also the joint maximum likelihood estimators of $\theta_{1}$ and $\theta_{2}$. Comment on the estimators you obtain.
8. (a) A riuldom variable $X$ has the probability density function :

$$
\begin{aligned}
f(x) & =(\beta+1) x^{\beta}, & \text { for }(0<x<1),(\beta>-1) . \\
& =0, & \text { otherwise. }
\end{aligned}
$$

'Based on $n$-independent observations on $X$, obtain the maximum likelihood estimator of $\beta$ and an unbiased estimator of $(\beta+1) /(\beta+2)$, when $\beta \neq-2$.
(b) A random variable $X$ has a distribution with density function

$$
\begin{array}{rlrl}
f(x) & =(\alpha+1) x^{\alpha}, & (0 \leq x \leq 1, \alpha>-1) \\
& =0, & & \text { otherwise }
\end{array}
$$

and a random sample of size 8 produces the data :

$$
0.2,0.4,0.8,0.5,0.7,0.9,0.8,0.9
$$

Find the maximum likelihood estimate of the unknown parameter $\alpha$, it being given that $\ln (0.0145152 \simeq-4.2326$ ( $\ln$ denotes natural logarithm).
[Burdwan Univ. B.Sc. (Hons.), 1989]
(c) Find the MLE of $\theta$ for a random sample of size $n$ from the distribution :

$$
\begin{aligned}
f(x, \theta) & =(\theta+1) x^{\theta}, & 0 \leq x \leq 1 \\
& =0, & \text { otherwise }
\end{aligned}
$$

Show that it is also sufficient statistic for $\theta$.
Ans. $\operatorname{MLE}(\hat{\theta})=\left[-\frac{n}{\sum_{i=1}^{n} \log x_{i}}-1\right]$

$$
\begin{aligned}
T & =\prod_{i=1}^{n} x_{i}, \text { is sufficient estimator for } \theta \\
\Rightarrow \quad \hat{\theta} & =\left[\frac{-n}{\log \left(\prod_{i} x_{i}\right)}-1\right], \text { being a one to one function of }
\end{aligned}
$$

sufficient statistic, is also a sufficient statistic for $\theta$.
9. (a) Obtain the MLE for the parameter $\boldsymbol{\theta}$ in a random sample of size $n$ from the uniform population $U[0, \theta]$.

Ans. $\hat{\theta}=x_{(n)}$, the largest sample observation.
(b) Show by means of an example, that MLE are not, in general unique.

Ans. See Example 15.34.
(c) Show that in a random sample from a distribution with p.d.f.

$$
f(x, \theta)=\theta e^{-\theta x}, x \geq 0
$$

$1 / X$ is the MLE for $\theta$ and has greater variance than the unbiased estimator $(n-1) /(n \bar{X})$.

Hint. MLE $\hat{\theta}=\frac{1}{\bar{X}}=\frac{n}{T}, T=\sum_{i=1}^{n} X_{i} \Rightarrow n \bar{X}=T$

$$
\begin{aligned}
X_{i},(l & =1,2, \ldots, n) \text { are i.i.d. } \gamma(\theta, 1) \\
\Rightarrow \quad T & =\sum_{i} X_{i} \sim \gamma(\theta, n) \\
E\left[\frac{n-1}{n \bar{X}}\right] & =E\left[\frac{n-1}{T}\right]=(n-1) E(1 / T)=\theta .
\end{aligned}
$$

$\operatorname{Var}\left(\frac{n-1}{n \bar{X}}\right)=\left(\frac{n-1}{n}\right)^{2} \operatorname{Var}\left(\frac{1}{\bar{X}}\right)<\operatorname{Var}\left(\frac{1}{\bar{X}}\right)=\operatorname{Var} \hat{\theta}$
10. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a population with density :

$$
f(x, \theta)=\frac{1}{2} \exp \left[-\mid x-\theta_{i}\right],-\infty<x<\infty .
$$

Find the estimator for $\theta$ based on the method of maximum likelihood.
[Madras Univ. B.Sc., 1989]
Hint. $z=\left(\frac{1}{2}\right)^{n} \exp \left[-\sum_{i=1}^{n}\left|x_{i}-\theta\right|\right]$ is maximum, if $\sum_{i=1}^{n}\left|x_{i}-\theta\right|$ is minimuen. $\Rightarrow \hat{\theta}-$ Median of $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$.
(b) Obtain the maximum likelihood estimator of $\theta$ based on a random sample of size $n$ from the population with p.d.f.
(i) $f(x, \theta)=e^{-(x-\theta)} ; \theta \leq x<\infty,-\infty<\theta<\infty$
(ii) $f(x, \theta)=\theta x^{\theta-1} ; 0<x<1,0<\theta<\infty$.

Examine in each case, whether $\theta$ is unbiased.
Hint. (i) $L$ is maximum if $\sum_{i=1}^{n}\left(x_{i}-\theta\right)$ is minimum.
$\Rightarrow$ Each deviation $\left(x_{i}-\theta\right), i=1,2, \ldots, n$ is minimum $\Rightarrow \hat{\theta}=x_{(1)}$.
11. (a) Explain what is meant by an estimate of a population parameter. Find the maximum likelihood estimate of the parameter $\theta$ of a population having density function :

$$
2(\theta-x) / \theta^{2},(0<x<\theta)
$$

for a sample of unit size and examine whether the estimate so obtained is biased or not.
[Calcutta Univ. B.Sc. (Mathe. Hone.), 1987]
Ans. $\hat{\theta}=2 x$; biased.
(b) Obtain Maximum Likelihood Estimator of $\theta$ for the distribution :

$$
f(x, \theta)=\frac{C_{0} \theta^{x}}{x!} ; x=0,1,2, \ldots ; \theta>0
$$

$C_{0}$ is a constant. Also write the Maximum Likelihood Estimator of $3 \theta^{2}+4 \theta+5$. (Agra Univ. B.Sc., 1988)

Hint. For MLE of $3 \theta^{2}+4 \theta+5$, use Invariance Property of MLE (c.f. Theorem 15.17)
(c) A population has a density function given by:

$$
f(x)=2 \nu \sqrt{\frac{\nu}{\pi}} x^{2} e^{-v \nu_{2}^{2}} ;-\infty<x<\infty
$$

Find the maximum likelihood estimate for $v$.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1988]
12. (a) Consider a population made up of 3 different types of individuals occurring in the population with probabilities $\theta^{2}, 2 \theta(1-\theta)$ and $(1-\theta)^{2}$. respectively where $0<\theta<1$. Let $n_{1}, n_{2}$ and $n_{3}$ denote the respective random sample sizes of the above three types of individuals. Determine the maximum likelihood estimator for $\theta$.
[Rajasthan PCS, 1989]
(b) Obtain the maximum likelihood estimate of $\theta$, if the variable takes the values $1,2,3$ and 4 with probabilities $(1-\theta) / 2,(1-\theta) / 2, \theta(1-\theta)$ and $\theta^{2}$ respectively and the observed frequencies are $n_{1}, n_{2}, n_{3}$ and $n_{4}$ respectively.
13. In life-testing it is sometimes assumed that the life-time of an item is a random variable which is greater than or equal to $x$ with probability

$$
\exp \left[-\left(\frac{x}{\theta}\right)^{n}\right]
$$

$x \geq 0, m>0$ is known ande $e 0$ is unknown. Suppose $n$ such items are tested and yield $X_{1}, X_{2}, \ldots, X_{n}$ as their times of "death".

Find the maximum likelihood estimate of $\theta$.
14. $X_{1}, X_{2}, X_{3}, X_{4}$ are incuependent normal random variables with means $\alpha+\beta, \alpha-\beta, \alpha+2 \beta, \alpha-\beta$ respectively and a common variance $\sigma^{2}$, on the basis of one observation on each $X_{i}$; obtain the maximum likelihood estimators of $\alpha, \beta$ and $\sigma^{2}$. What is the asymptotic variance of $\alpha^{2}$ ?
[Bharatiyan Univ. M.Sc. (Maths), 1993]
15. (a) For the bivariate normal distribution $\lambda\left(\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \rho\right)$ find the maximum likelihood estimators
(i) of $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ and $\rho$ when $\mu_{1}$ and $\mu_{2}$ are known,
(ii) of all five parameters of the distribution.
(b) Describe clearly the important properties to be possessed by a good estimator.

If $\left(x_{i}, y_{i}\right),(i=1,2, \ldots, n)$ come from a bivariate normal population with zero means, unit variances and co-efficient of correlation $\rho$, obtain the maximum likelihood estimator of $\rho$.
16. (a) Show that the most general continuous distribution for which the M.L.E. of a parameter $\theta$ is the sample harmonic mean is :

$$
f(x, \theta)=\exp \left[\frac{1}{x}\left\{\theta \frac{\partial \psi}{\partial \theta}-\psi(\theta)\right\}-\frac{\partial \psi}{\partial \theta}+\xi(x)\right]
$$

where $\psi(\theta)$ and $\xi(x)$ are arbitrary functions of $\theta$ and $x$ respectively.
(b) Explain the principle of maximum likelihood estimation. Give examples to show that MLE need not be unique and also not necessarily unbiased.

Show that the most general form of the distribution for which the sample arithmetic mean $\bar{X}$ is the MLE of $\theta$ has the p.d.f.

$$
f(x, \theta)=\exp \left[(x-\theta) A^{\prime}(\theta)+A(\theta)+B(x)\right]
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
17. (a) Suppose that distribution of $X$ is represented by the function:

$$
P(X=x)=e^{-\lambda} \frac{\lambda^{x}}{x!} ; x=0,1,2, \ldots
$$

where $\lambda>0$. Given a random sample of size $n$, show that the sample mean is the maximum likelihood estimate of $\lambda$. Show further that this estimate is (i) best unbiased, and (ii) consistent. [Delhi Univ. M.A. (Eco.), 1986]
(b) Consider the estimation of the Poisson parameter from a random sample.
(i) Work out the maximum likelihood estimator and its variance.
(ii) Work out the Cramer - Rao Lower bound and show that it is equal to the variance worked out in (i). Comment on the significance of this result.
[Delhi Univ. M.A. (Eco.), 1990]
18. $X$ is a discrete random variable and

$$
P(X=r)=(1-p) p^{r-1} ; r=1,2,3, \ldots
$$

Find the MLE of $p$ based on a random sample of $n$ observations and its variance in large samples.

Show that the variance attains the lower bound of C.R. inequality.
19. Explain the terms : (i) sufficient estimator, (ii) efficient estimator, (iii) Cramer-Rao lower bound to the variance of an estimator, (iv) maximum likelihood estimator; and describe the relations amongst these four concepts.
20. (a) Describe the method of moments for estimating the parameters. What are the properties of the estimates obtained by this method?
(b) Let $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ be a random sample from the p.d.f.

$$
\begin{aligned}
f(x, \theta) & =\theta e^{-\theta x}, 0<x<\infty, \theta>0 \\
& =0, \quad \text { elsewhere }
\end{aligned}
$$

Estimate $\boldsymbol{\theta}$ using the method of moments.
(Madras Univ. B.Sc., 1988)
21. $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from

$$
\begin{aligned}
f(x ; a, b) & =\frac{1}{b-a} ; a<x<b \\
& =0, \text { elsewhere }
\end{aligned}
$$

Find estimates of $a$ and $b$ by the method of moments.
[Gujarat Univ. B.Sc. Oct., 1993]
22. Explain the methods of estimation-method of moments and maximum likelihood. Do these lead to the same estimates in respect of the standard deviation of a normal population ? Examine the properties of the estimates from the point of view of consistency and unbiasedness.
23. (a) Estimate $\theta$ in the density function

$$
f(x, \theta)=(1+\theta) x^{\theta} ; 0<x<1
$$

by the method of moments and obtain the standard error of the estimator.
(b) The sample values from population with p.d.f.

$$
f(x)=(1+\theta) x^{\theta}, 0<x<1, \theta>0
$$

are given below :
$0.46,0.38,0.61,0.82,0.59,0.53,0.72,0.44,0.59,0.60$
Find the estimate of $\theta$ by (i) method of moments and (ii) maxımum likelihood estimation.
24. (a) For the distribution with probability function:

$$
f(x, \theta)=\frac{e^{-\theta} \theta^{x}}{x!\left(1-e^{-\theta}\right)} ; x=1,2 ; 3, \ldots
$$

obtain the estimate of $\theta$ by the method of moments.
(b) For the following probability function :

$$
f(x, p)=\binom{3}{x} \frac{p^{x}(1-p)^{3-x}}{1-(1-p)^{3}},[x=1,2,3]
$$

obtain the estimator of $p$ by the method of moments, if the frequencies at $x=1,2$ and 3 are respectively 22,20 and 18.
-25. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a sample from a distribution with density. function :

$$
f_{\theta}(x)=\theta(\theta+1) x^{\theta-1}(1-x), 0<x<1, \theta>0
$$

Determine the estimate of $\theta$ by the method of moments.
[Indian Civil Services, 1981]
26. Explain the method of minimum chi-square in estimation, with a suitable example.
[Madras Univ. B.Sc., March 1989]
27. Describe the method of moments and discuss. when the esimates obtained by the method of moments are identical with those of maximum likelihood estimates.

Estimate $\alpha$ and $\beta$ by the method of moments for the distribution :

$$
f(x ; \alpha, \beta)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, 0 \leq x<\infty .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1987, 1983]
28. State the conditions under which Maximum Likelihood Estimators of the parameters are identical with those given by the method of moments.

Examine if the MLEs of the parameter(s) are identical with those obtained by the method of moments in random sampling from the following distributions:
(i) $f(x, \theta)=\frac{1}{\theta} \cdot \exp \cdot\left(-\frac{x}{\theta}\right) ; 0<x<\infty$
(ii) $f\left(x, \mu, \sigma^{2}\right)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left[-(x-\mu)^{2} / 2 \sigma^{2}\right] ;-\infty<x<\infty$.

Ans. (i) MLE ( $\hat{\theta})=\bar{x}=\hat{\theta}$ (Method of Moments)
(ii) $\operatorname{MLE}(\hat{\mu})=\bar{X}=\hat{\mu}$ (Method of Moments)
$\operatorname{MLE}\left(\hat{\sigma}^{\mathbf{2}}\right)=s^{\mathbf{2}}$ (sample variance) $=\hat{\boldsymbol{\sigma}}^{\mathbf{2}}$ (Method of Momentis̀).
29. Independent samples of sizes $n_{1}$ and $n_{2}$ are taken from two normal populations with equal means $\mu$ and variances respectively equal to $\lambda \sigma^{2}, \sigma^{2}$. Find tie maximum likelihood estimator of $\mu$ based on $\left(n_{1}+n_{2}\right)$ sample observations and show thatits large sample variance is

$$
\operatorname{Var}(\hat{\mu})=\sigma^{2} /\left(\frac{n_{1}}{\lambda}+n_{2}\right)
$$

Hence show that the unbiased estimator, $t=\left(n_{1} \bar{x}_{1}+n_{2} \bar{x}\right) /\left(n_{1}+n_{2}\right)$ has efficiency, $\frac{\lambda\left(n_{1}+n_{2}\right)^{2}}{\left(n_{1} \lambda+n_{2}\right)\left(n_{1}+n_{2} \lambda\right)}$ which attains the value 1 if and only if $\lambda=1$.

Ans. $\operatorname{MLE}(\hat{\mu})=\left(\frac{n_{1} \bar{x}_{1}}{\lambda}+n_{2} \bar{x}_{2}\right) /\left(\frac{n_{1}}{\lambda}+n_{2}\right)$

## OBJECTIVE TYPE QUESTIONS

1. Comment on the following, statements :
(i) In case of the Poisson distribution with parameter $\lambda, \bar{x}$ is sufficient for $\lambda$.
(ii) If $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ be a sample of independent observations from the
uniform.distribution on $(\theta, \theta+1)$, then the maximum likelihood estimator of $\theta$ is unique.
(iii) A maximum likelihood estimator is always unbiased.
(iv) Unbiased estimator is necessarily consistent
(v) A consistent estimator is also unbiased.
(vi) An unbiased estimator whose variance tends to zero as sample size increases is consistent.
(vii) If $t$ is a sufficient statistic for $\theta$ then $f(t)$ is a sufficient statistic for $f(\theta)$.
(viii) If $t_{1}$ and $t_{2}$ are two independent estimators of $\theta$, then $t_{1}+t_{2}$ is less efficient then both $t_{1}$ and $t_{2}$.
(ix) If $T$ is consistent estimator of a parameter $\theta$, then $a T+b$ is a consistent estimator of $a \theta+b$, where $a$ and $b$ are constants.
( $x$ ) If $x$ is the number of successes in $n$ independent trials with a constant probability $p$ of success in each trial, then $x / n$ is a consistent estimator of $p$.
II. Fill in the blanks :
(i) In a random sample of size $n$ from a population with mean $\mu$; the sample mean ( $\bar{x}$ ) is ... estimate of ...
(ii) The sample median is ... estimate for the mean of normal population.
(iii) An estimator $\hat{\theta}$ of a parameter $\theta$ is said to be unbiased if ...
(iv) The variance $s^{2}$ of a sample of size $n$ is a ... estimator of population variance $\sigma^{2}$.
(v) If a sufficient estimator exists, it is a function of the ... estimator.
(vi) ... estimate may not be unique.
III. (a) Give example of a statistic $t$ which is unbiased for a parameter $\theta$ but $t^{2}$ is not unbiased for $\theta^{2}$.
(h) Give example of an M.L. estimator which is not unbiased.
IV. What is the relationship between a sufficient estimator and a max'mun likelihood estimator?
V. (i) If $\bar{x}$ is an unbiased estimator for the population mean $\mu$, state which of the following are unbiased estimators for $\mu^{2}$ :
(a) $\bar{x}^{2}$, (b) $\bar{x}^{2}-\frac{\sigma^{2}}{n}$ ( $\sigma^{2}$ is known/unknown).
(ii) If $t$ is the maximum likelihood estimator for $\theta$, state the condition under which $f(t)$ will be the maximum likelihood estimator for $f(\theta)$.
(iii) Write down the condition for the Cramer-Rao lower bound for the variance of an unbiased estimator to be attained.
(iv) Write down the general form of the distribution admitting sufficient statistic.

YI. A random variable $X$ takes the values 1,2,3 and 4, each with probability $\frac{1}{4}$. A random sample of three values of $x$ is taken, $\bar{x}$ is the mean and $m$ is the median of this sample. Show that both $\bar{x}$ and $m$ are unbiased estimators
of the mean of the population, but $\bar{x}$ is more efficient than $\boldsymbol{m}$. Compare their efficiencies.
VII. Give an example of estimates which are
(i) Unbiased and efficient, (ii) Unbiased and inefficient.
15.15. Confidence Interval and Confidence Limits. Let $x_{i}$, ( $i=1,2, \ldots, n$ ) be a random sample of $n$ observations from a population involving a single unknown parameter $\theta$ (say). Let $f(x, \theta)$ be the probability function of the parent distribution from which the sample is drawn and let us suppose that this distribution is continuous. Let $t=t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, a function of the sample values be an estimate of the population parameter $\theta$, with the sampling distribution given by $g(t, \theta)$.

Having obtained the value of the statistic $t$ from a given sample, the problem is, "Can we make some reasonable probability statements about the unknown parameter $\theta$ in the population, from which the sample has been drawn ?" Thisquestion is very well answered by the technique of Confidence Interval due to Neyman and is obtained below :

We choose once for all some small value of $\alpha$ ( $5 \%$ or $1 \%$ ) and then determine two constants say, $c_{1}$ and $c_{2}$ such that

$$
\begin{equation*}
P\left(c_{1}<\theta<c_{2} \mid t\right)=1-\alpha \tag{15.65}
\end{equation*}
$$

The quantities $c_{1}$ and $c_{2}$, so determined, are knowa as the confidence limits or fiducial limits and the interval $\left[c_{1}, c_{2}\right]$ within which the unknown value of the population parameter is expected to lie, is called the confidence interval and ( $1-\alpha$ ) is called the confidence coefficient.

Thus if we take $\alpha=0.05$ (or 0.01 ), we shall get $95 \%$ (or $99 \%$ ) confidence limits.

How to find $c_{1}$ and $c_{2}$ ? Let $T_{1}$ and $T_{2}$ be two statistics such that
and

$$
P\left(T_{1}>\theta\right)=\alpha_{1}
$$

$$
\begin{equation*}
P\left(T_{2}<\theta\right)=\alpha_{2} \tag{15-66a}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are constants independent-of $\theta$. (15.66) and (15.66a) can be combined to give

$$
\begin{equation*}
P\left(T_{1}<\theta<T_{2}\right)=1-\alpha, \tag{15.66b}
\end{equation*}
$$

where $\alpha=\alpha_{1}+\alpha_{2}$. Statistics $T_{1}$ and $T_{2}$ defined in (15.66) and (15.66a) may be taken as $c_{1}$ and $c_{2}$ defined in (15.65).

For example, if we take a large sample from a normal population with mein $\mu$ and standard deviation $\sigma$, then "

$$
Z=\frac{\bar{x}-\mu}{\sigma / \sqrt{n}} \sim N(0,1)
$$

and

$$
P(-1.96<Z<1.96)=0.95
$$

[From Normal Probability Tables]

$$
\Rightarrow \quad P\left(-1.96<\frac{\bar{x}-\mu}{\sigma \sqrt{n}}<1.96\right)=0.95
$$

$$
\Rightarrow P\left[\bar{x}-1.96 \frac{\sigma}{\sqrt{n}}<\mu<\bar{x}+1.96 \frac{\sigma}{\sqrt{n}}\right]=0.95
$$

Thus $\bar{x} \pm 1.96 \frac{\sigma}{\sqrt{n}}$ are $95 \%$ confidence limits for the unknown parameter $\mu$, the population mean and the interval $\left[\bar{x}-1.96 \frac{\sigma}{\sqrt{n}}, \bar{x}+1.96 \frac{\sigma}{\sqrt{n}}\right]$ is called the $95 \%$ confidence interval.

Also

$$
P(-2.58<Z<2.58)=0.99
$$

$$
\Rightarrow \quad P\left(-2.58<\frac{\bar{x}-\mu}{\sigma / \sqrt{n}}<2.58\right)=0.99
$$

$$
\Rightarrow \quad P\left(\bar{x}-2.58 \frac{\sigma}{\sqrt{n}}<\mu<\bar{x}+2.58 \frac{\sigma}{\sqrt{n}}\right)=0.99
$$

Hence $99 \%$ confidence limits for $\mu$ are $\bar{x} \pm 2.58 \frac{\sigma}{\sqrt{n}}$ and $99 \%$ confidence interval for $\mu$ is $\left[\bar{x}-2.58 \frac{\sigma}{\sqrt{n}}, \bar{x}+2.58 \frac{\sigma}{\sqrt{n}}\right]$.

Remarks 1. Usually $\sigma^{2}$ is not known and its unbiased estimate $S^{2}$ pbtained from the samples, is used. However if $n$ is small,

$$
Z=\frac{\bar{x}-\mu}{S / \sqrt{n}} \text { is. not } N(0,1)
$$

and in this case the confidence limits and confidence intervals for $\mu$ arc obtained by using Student's ' $t$ ' distribution.
2. It can be seen that in many cases there exist more than one set of confidence intervals with the same confidence cocfficient. Then the problem arises as to which particular set is to be regarded as better than the others in some useful sense and in such cases we look for the shortest of all the intervals.

Example 15.45. Obtain $100(1-\alpha) \%$ confidence intervals for the parameters (a) $\boldsymbol{\theta}$ and (b) $\boldsymbol{\sigma}^{2}$, of the normal distribition

$$
f(x, \theta ; \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left[\left(-\frac{1}{2}\left(\frac{x-\theta}{\sigma}\right)^{2}\right],-\infty<x<\infty\right.
$$

Solution. Let $X_{i},(i=1,2, \ldots, n)$ be a random sample of size $n$ from the density $f(x ; \theta, \sigma)$ and let

$$
\bar{X}=\frac{1}{n} \sum_{i=1}^{n} X_{i}, \quad s^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}, S^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}
$$

(a) The statistic :

$$
t=\frac{\bar{x}-\theta}{S / \sqrt{n}}
$$

follows student's $t$-distribution with $(n-1)$ degrees of freedom. Hence $100(1-\alpha) \%$ confidence limits for $\theta$ are given by

$$
\begin{align*}
& P\left[|t| \leq t_{\alpha}\right]=1-\alpha \\
& \Rightarrow \quad P\left[|\bar{X}-\theta| \leq \frac{S}{\sqrt{n}} t_{\alpha}\right]=1-\alpha \\
& \Rightarrow P\left[\bar{X}-t_{\alpha} \cdot \frac{S}{\sqrt{n}} \leq \theta \leq \bar{X}+t_{\alpha} \cdot \frac{S}{\sqrt{n}}\right]=1-\alpha \tag{567}
\end{align*}
$$

wheie $t_{\alpha}$ is the tabulated value of $t$ for $(n-1)$ d.f. at significance level ' $\alpha$ '. Hence the required confidence interval for $\theta$ is :

$$
\left(\bar{x}-t_{\alpha} \frac{S}{\sqrt{n}}, \bar{x}+t_{\alpha} \frac{S}{\sqrt{n}}\right)
$$

(b) Case (i) $\theta$ is known and equal to $\mu$ (say).

Then

$$
\frac{\Sigma\left(X_{i}-\mu\right)^{2}}{\sigma^{2}}=\frac{n s^{2}}{\sigma^{2}} \sim \chi^{2}(n)
$$

If we define $\chi_{\alpha}{ }^{2}$ as the value of $\chi^{2}$ such that

$$
\begin{equation*}
P\left(x^{2}>x_{a}^{2}\right)=\int_{x_{a}^{2}}^{\infty} p\left(x^{2}\right) d x^{2}=\alpha \tag{}
\end{equation*}
$$

where $p\left(\chi^{2}\right)$ is the p.d.f. of $\chi^{2}$-distribution with $n$ d.f., then the required confidence interval is given by

$$
\begin{array}{lrl} 
& P\left[\chi^{2}{ }_{1-(\alpha / 2)} \leq \chi^{2} \leq \chi^{2}{ }_{\alpha / 2}\right] & =1-\alpha \\
\Rightarrow & P\left[\chi^{2}{ }_{1-(\alpha / 2)} \leq \frac{n s^{2}}{\sigma^{2}} \leq \chi^{2}{ }_{\alpha / 2}\right] & =1-\alpha  \tag{}\\
\text { Now } & \frac{n s^{2}}{\sigma^{2}} \leq \chi^{2}{ }_{\alpha / 2} \Rightarrow \frac{n s^{2}}{\chi^{2}{ }_{\alpha / 2}} \leq \sigma^{2} \\
\text { and } & \chi^{2}{ }_{1-(\alpha / 2)} \leq \frac{n s^{2}}{\sigma^{2}} \Rightarrow & \sigma^{2} \leq \frac{n s^{2}}{\chi^{2}{ }_{1-(\alpha / 2)}}
\end{array}
$$

Hence (**) gives

$$
\begin{equation*}
P\left[\frac{n s^{2}}{\chi_{\alpha \Omega}^{2}} \leq \sigma^{2} \leq \frac{n s^{2}}{\chi_{1-(\alpha / 2)}^{2}}\right]=1-\alpha \tag{}
\end{equation*}
$$

where $\chi^{2}{ }_{a / 2}$ and $\chi^{2}{ }_{1-(\alpha / 2)}$ are obtained from ( ${ }^{*}$ ) by using $n$ d.f.
Thus e.g., $95 \%$ confidence interval for $\sigma^{2}$ is given by

$$
P\left[\frac{n s^{2}}{x^{2}{ }_{0.005}} \leq \sigma^{2} \leq \frac{n s^{2}}{\chi^{2}{ }_{0.975}}\right]=0.95
$$

Case (ii). $\theta$ is unknown. In this case the statistic

$$
\frac{\sum\left(X_{i}-\bar{X}\right)^{2}}{\sigma^{2}}=\frac{n s^{2}}{\sigma^{2}} \sim X^{2}(n-1)
$$

Here also confidence interval for $\sigma^{2}$ is given by ( ${ }^{* * *}$ ) where now $\chi^{2}{ }_{\alpha}$ is the significant value of $\chi^{2}$ [as defined in $\left(^{*}\right)$ ] for $(n-1)$ d.f. at the significance level ' $\alpha$ '.

Example 15.46. Show that the largest observations $L$ of a sample of $n$ observations from a rectangular distribution with density function :

$$
\begin{align*}
f(x, \theta) & =\frac{1}{\theta}, \quad 0 \leq x \leq \theta  \tag{*}\\
& =0, \text { otherwise }
\end{align*}
$$

has the distribution

$$
d G(L)=n\left(\frac{L}{\theta}\right)^{n-1} \cdot \frac{d L}{\theta}, 0 \leq L \leq \theta
$$

Show that the distribution of $V=L / \theta$ is given by p.d.f.

$$
h(v)=n v^{n-1}, 0 \leq v \leq 1
$$

Hence deduce that the confidence limits for $\theta$ corresponding to confidence coefficient $\alpha$ are $L$ and $\frac{L}{(1-\alpha)^{1 / n}}$
[Delhi Univ. B.Sc. (Stat. Hons.), 1982, 1983]
Solution. Let $X_{1}, X_{2} \ldots, X_{n}$ be a random sample of size $n$ from the population (*) and let $L=\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)$. The distribution of $L$ is given by $\quad d G(L)=n[F(L)]^{n-1} . f(L) d L$ where $F($.$) is the distribution function of X$ given by

$$
\begin{aligned}
F(L) & =\int_{0}^{L} f(x, \theta) d x=\frac{L}{\theta} \\
\therefore \quad d G(L) & =n\left(\frac{L}{\theta}\right)^{n-1} \cdot \frac{d L}{\theta}, 0 \leq L \leq \theta
\end{aligned}
$$

If we take $V=L / \theta$, the Jacobian of transformation is $\theta$. Hence p.d.f. $h($.$) of$ $V$ is given by

$$
h(v)=n v^{n-1} \cdot \frac{1}{\theta}|J|=n v^{n-1}, 0 \leq v \leq 1
$$

which is independent of $\theta$.
To obtain the confidence limits for $\theta$, with confidence coefficient $\alpha$, let us define $v_{\alpha}$ such that

$$
\begin{align*}
& P\left(v_{\alpha}<V<1\right)=\alpha \Rightarrow \int_{v_{\alpha}}^{1} h(v) d v=\alpha  \tag{}\\
\Rightarrow & n \int_{v_{\alpha}}^{1} v^{n-1} d v=\alpha \Rightarrow 1-v_{\alpha}^{n}=\alpha \\
\Rightarrow & \quad v_{\alpha}=(1-\alpha)^{1 / n} \tag{***}
\end{align*}
$$

From (**) and (***), we get

$$
\begin{array}{ll} 
& P\left[(1-\alpha)^{1 / n}<V<1\right]=\alpha \\
\Rightarrow & P\left[(1-\alpha)^{1 / n}<\frac{L}{\theta}<1\right]=\alpha \\
\Rightarrow & P\left[L<\theta<\frac{L}{(1-\alpha)^{1 / n}}\right]=\alpha
\end{array}
$$

Hence the required confidence limits for $\theta$ are $L$ and $L /(1-\alpha)^{1 / n}$.

Example 15.47. Given a random sample from a population with p.d.f.

$$
f(x, \theta)=\frac{1}{\theta}, \quad 0 \leq x \leq \theta
$$

show that $100(1-\alpha) \%$ sonfidence interval for $\theta$ is given by $R$ and $R / \psi$ where $\psi$ is given by

$$
\psi^{n-1}[n-(n-1) \psi]=\alpha,
$$

and $R$ is the sample range.
Solution. The joint p.d.f. of $x_{1}, x_{2}, \ldots, x_{n}$ is given by

$$
\mathrm{L}=\frac{1}{\theta^{n}} .0 \leq x_{i} \leq \theta
$$

If $x_{(1)}, x_{(2)}, \ldots, x_{(n)}$ is the ordered sample then the joint p.d.f. of $x_{(n)}$ and $x_{(1)}$ is given by

$$
\dot{g}\left(x_{(1)}, x_{(n)}\right)=\frac{n(n-1)}{\theta^{n}}\left[x_{n)}-x_{(1)}\right]^{n-2}, 0 \leq x_{(1)} \leq x_{(n)} \leq \theta
$$

To obtain the distribution of the sample range $R$, let us make the transformation of variables

$$
R=x_{(n)}-x_{(1)} \text { and } v=x_{(1)} \Rightarrow v=x_{(n)}-R \leq \theta-R
$$

The Jacobian of transformation is $|J|=1$ and the joint p.d.f. of $R$ and $V$ becomes

$$
h(R, \nu)=\frac{n(n-1)}{\theta^{n}} R^{n-2}, 0<\nu<\theta-R
$$

The marginal density of $R$ is given by

$$
\begin{aligned}
h_{1}(R) & =\int_{0}^{\theta-R} \frac{n(n-1)}{\theta^{n}} \cdot R^{n-2} d \nu \\
& =\frac{n(n-1) R^{n-2}(\theta-R)}{\theta^{n}}, 0 \leq R \leq \theta
\end{aligned}
$$

The density of $U=R / \theta$ is

$$
\begin{aligned}
h_{2}(u) & =h_{1}(R)\left|\frac{d R}{d u}\right|=\frac{n(n-1) R^{n-2}(\theta-R)}{\theta^{n}} \cdot \theta \\
& =n(n-1) u^{n-2}(1-u), 0 \leq u \leq 1
\end{aligned}
$$

$100(1-\alpha) \%$ confidence interval for $\theta$ is given by

$$
\begin{equation*}
P(\psi \leq U \leq 1)=1-\alpha \tag{}
\end{equation*}
$$

where $\psi$ is obtained from the equation

$$
\begin{array}{rlrl} 
& \int_{0}^{\psi} h_{2}(u) d & =\alpha \\
\Rightarrow & & n(n-1) \int_{0}^{\psi} u^{n-2}(1-u) d u & =\alpha \\
\Rightarrow & & n u^{n-1}-\left.(n-1) u^{n}\right|_{0} ^{\psi} & =\alpha \\
\Rightarrow & & \Psi^{n-1}[n-(n-1) \psi] & =\alpha \tag{**}
\end{array}
$$

From (*), we get

$$
\begin{array}{ll} 
& P\left[\psi \leq \frac{R}{\theta} \leq 1\right]=1-\alpha \\
\Rightarrow & P\left[R \leq \theta \leq \frac{R}{\psi}\right]=1-\alpha
\end{array}
$$

Hence the required limits for $\theta$ are given by $R$ and $R / \psi$, where $\psi$ is the solution of (**).

Example 15.48. Given one observation from a population with p.d.f.

$$
f(x, \theta)=\frac{2}{\theta^{2}}(\theta-x), \quad 0 \leq x \leq \theta,
$$

obtain $100(1-\alpha) \%$ confidence interval for $\theta$.
[Delhi Univ. B.Sc. (Stat Hons.), 1991]
Solution. The density of $u=x / \theta$ is given by

$$
\begin{aligned}
g(u) & =f(x, \theta) \cdot\left|\frac{d x}{d u}\right|=\frac{2}{\theta^{2}}(\theta-x) \cdot \theta \\
& =2(1-u), 0 \leq u \leq 1
\end{aligned}
$$

To obtain $100(1-\alpha) \%$ confidence interval for $\theta$, we choose two quantities $u_{1}$ and $u_{2}$ such that

$$
\begin{align*}
P\left[u_{1} \leq u \leq u_{2}\right] & =1-\alpha  \tag{*}\\
P\left[u<u_{1}\right] & =P\left[u>u_{2}\right]=\alpha / 2
\end{align*}
$$

and
Now

$$
P\left[u<u_{1}\right]=\frac{\alpha}{2} \Rightarrow \int_{0}^{u_{1}} 2(1-u) d u=\frac{\alpha}{2}
$$

$\Rightarrow \quad u_{1}{ }^{2}-2 u_{1}+\frac{\alpha}{2}=0$
Similarly,

$$
\begin{equation*}
P\left(u>u_{2}\right)=\frac{\alpha}{2} \Rightarrow \int_{u_{2}}^{1} 2(1-u) d u=\frac{\alpha}{2} \tag{**}
\end{equation*}
$$

$$
\begin{equation*}
\Rightarrow \quad u_{2}^{2}-2 u_{2}+\left(1-\frac{\alpha}{2}\right)=0 \tag{***}
\end{equation*}
$$

From (*), we get

$$
P\left[u_{1} \leq \frac{x}{\theta} \leq u_{2}\right]=1-\alpha \Rightarrow P\left[\frac{x}{u_{2}} \leq \theta \leq \frac{x}{u_{1}}\right]=1-\alpha
$$

Hence the required interval for $\theta$ is $\left(\frac{x}{u_{2}}, \frac{x}{u_{1}}\right)$, where $u_{1}$ and $u_{2}$ are given by (**) and (***).

15-15.1. Confidence Intervals for Large Samples. It has been proved that under certain regularity conditions, the first derivative of the logarithm of the likelihood function w.r.t parameter $\theta$ viz., $\frac{\partial}{\partial \theta} \log L$, is asymptotically normal with mean zero and variance given by

$$
\operatorname{Var}\left(\frac{\partial}{\partial \theta} \log L\right)=E\left(\frac{\partial}{\partial \theta} \log L\right)^{2}=E\left(-\frac{\partial^{2}}{\partial \theta^{2}} \log L\right)
$$

Hence for large $n$.

$$
\begin{equation*}
Z=\frac{\frac{\partial}{\partial \theta} \log L}{\sqrt{\operatorname{Var}\left(\frac{\partial}{\partial \theta} \log L\right)}} \sim N(0,1) \tag{15.68}
\end{equation*}
$$

The result enables us to obtain confidence interval for the parameter $\theta$ in large samples. Thus for large samples, the confidence interval for $\theta$ with confidence coefficient ( $1-\alpha$ ) is obtained by converting the inequalities in

$$
\begin{equation*}
P\left[|Z| \leq \lambda_{\alpha}\right]=1-\alpha \tag{15.69}
\end{equation*}
$$

where $\lambda_{\alpha}$ is given by

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-\lambda_{\alpha}}^{\lambda_{\alpha}} \exp \left(-u^{2} 2\right) d u=1-\alpha \tag{a}
\end{equation*}
$$

Example 15.49. Obtain $100(1-\alpha) \%$ confidence limits .for large samples) for the parameter $\lambda$ of the Poisson distribution

$$
f(x, \lambda)=\frac{e^{-\lambda} \cdot \lambda^{x}}{x!} ; x=0,1,2, \ldots
$$

Solution. We have

$$
\begin{aligned}
\frac{\partial}{\partial \lambda} \log L & =\frac{\partial}{\partial \lambda}\left[-n \lambda+\left(\sum_{i=1}^{n} x_{i}\right) \log \lambda-\sum_{i=1}^{n} \log x_{i}\right] \\
& =-n+\frac{\sum x_{i}}{\lambda}=n\left(\frac{\bar{x}}{\lambda}-1\right) \\
\operatorname{Var}\left(\frac{\partial}{\partial \lambda} \log L\right) & =E\left(-\frac{\partial^{2}}{\partial \lambda^{2}} \log L\right)=E\left(\frac{n \bar{x}}{\lambda^{2}}\right) \\
& =\frac{n}{\lambda^{2}} E(\bar{x})=\frac{n}{\lambda} \\
\therefore \quad Z=\frac{n\left(\frac{\bar{x}}{\lambda}-1\right)}{\sqrt{n / \lambda}} & =\sqrt{(n / \lambda)}(\bar{x}-\lambda) \sim N(0,1) \quad \text { [USing (15.68)] }
\end{aligned}
$$

Hence $100(1-\alpha) \%$ confidence interval for $\lambda$ is given by (for large samples)

$$
P\left[|\sqrt{(n / \lambda)}(\bar{x}-\lambda)| \leq \lambda_{\alpha}\right]=1-\alpha
$$

Hence the required limits for $\lambda$ are the roots of the equation :

$$
\begin{aligned}
& |\sqrt{n / \lambda}(\bar{x}-\lambda)| \\
\Rightarrow \quad & \lambda_{\alpha} \\
& n(\bar{x}-\lambda)^{2}-\lambda \cdot \lambda_{\alpha}{ }^{2}
\end{aligned}=0
$$

$$
\begin{array}{lc}
\Rightarrow & \lambda^{2}-\lambda\left(2 \bar{x}+\frac{\lambda_{\alpha}{ }^{2}}{n}\right)+\bar{x}^{2}=0 \\
\Rightarrow & \lambda=\frac{\left(2 \bar{x}+\frac{\lambda_{\alpha}^{2}}{n}\right) \pm\left[\left(2 \bar{x}+\frac{\lambda_{\alpha}{ }^{2}}{n}\right)^{2}-4 \bar{x}^{2}\right]^{1 / 2}}{2} \tag{}
\end{array}
$$

For example, $95 \%$ confidence interval for $\lambda$ is given by taking $\lambda_{\alpha}=1.96$ in (*), thus giving

$$
\lambda=\frac{1}{2}\left(2 \bar{x}+\frac{3.84}{n}\right) \pm \sqrt{\left(\frac{3.84 \bar{x}}{n}+\frac{3.69}{n^{2}}\right)}=\bar{x} \pm 1.96 \sqrt{\frac{\bar{x}}{n}}
$$

to order $n^{-1 / 2}$.
Example 15.50. Show that for the distribution :

$$
d F(x)=\theta e^{-x \theta} ; 0<x<\infty
$$

central confidence limits for $\theta$ for large samples with $95 \%$ confidence coefficient
are given by

$$
\theta=\left(1 \pm \frac{1.96}{\sqrt{n}}\right) / \bar{x}
$$

Solution. Here

$$
L=\theta^{n} \exp \left[-\theta \sum_{i=1}^{n} x_{i}\right]
$$

$$
\frac{\partial}{\partial \theta} \log L=\frac{\partial}{\partial \theta}\left[n \log \theta-\theta \Sigma x_{i}\right]
$$

$$
=\frac{n}{\theta}-\sum_{i=1}^{n} x_{i}=n\left(\frac{1}{\theta}-\bar{x}\right)
$$

$$
\frac{\partial^{2}}{\partial \theta^{2}} \log L=-\frac{n}{\theta^{2}}
$$

$$
\therefore \quad \operatorname{Var}\left(\frac{\partial}{\partial \theta} \log L\right)=E\left(-\frac{\partial^{2}}{\partial \theta^{2}} \log L\right)=\frac{n}{\theta^{2}}
$$

Hence, for large samples, using (15.68) we have:

$$
Z=\frac{n\left(\frac{1}{\theta}-\bar{x}\right)}{\sqrt{n / \theta^{2}}} \sim N(0,1) \Rightarrow \sqrt{n}(1-\theta \bar{x}) \sim N(0,1)
$$

Hence $95 \%$ confidence limits for $\theta$ are given by

$$
P[-1.96 \leq \sqrt{n}(1-\theta \bar{x}) \leq 1.96]=0.95
$$

Now

$$
\begin{align*}
\sqrt{n}(1-\theta \bar{x}) \leq 1.96 & \Rightarrow\left(1-\frac{1.96}{\sqrt{n}}\right) \frac{1}{\bar{x}} \leq \theta  \tag{}\\
-1.96 \leq \sqrt{n}(1-\theta \overline{\bar{x}}) & \Rightarrow \theta \leq\left(1+\frac{1.96}{\sqrt{n}}\right) \frac{1}{\bar{x}} \tag{**}
\end{align*}
$$

and

Hence, from ( ${ }^{*}$ ) and (**), the central $95 \%$ confidence limits for $\theta$ are given by

$$
\theta=\left(1 \pm \frac{1.96}{\sqrt{n}}\right) \cdot \frac{1}{\bar{x}}
$$

## EXERCISE 15 (c)

1. Discuss the concept of interval estimation and provide suitable illustration.
[Delhi Univ. M.A. (Eco.), 1987]
2. Critically examine how interval estimation differs from point estimation. Give the $95 \%$ confidence interval for the mean of the normal distribution, when its variance is known.
[Madras Univ. B.Sc. Sept., 1988]
3. What are confidence intervals? How are they constructed using $t$ distribution?
[Madras Univ. B.Sc., March, 1989]
4. The random variable $X$ is uniformly distributed in ( $a, a+2$ ). Obtain limits $x_{1}$ and $x_{2}$ such that

$$
P\left(X \leq x_{1}\right)=P\left(X \geq x_{2}\right)=0.025
$$

The random variable is observed once, the value being $x_{0}$. Give a method of obtaining an interval estimate for ' $a$ ' which you expect to be correct in $95 \%$ of trials.
[Calcutta Univ. B.Sc. (Maths. Hons.), 1990]
5. Obtain $100(1-\alpha) \%$ confidence interval either for the unknown parameter $p$ of a binnomial distribution when the parameter $n$ is known or for the popilation correlation coefficient when the population is Normal.
[Delhi Univ. B.Sc. (Stat. Hons.), 1983]
6. Let $f_{\theta}(x)=1 / \theta, 0 \leq x \leq \theta$ and let $L$ be the largest observation of a sample of size $n$ from the above distribution.

Obtain the distribution of $(L / \theta)$ and hence deduce that the confidence limits corresponding to confidence coefficient $\alpha$ are $L$, and $\frac{L}{(1-\alpha)^{1 / n}}$ respectively.
(Delhi Univ. B.Sc. (Stat. Hons.), 1992
7. (a) What are confidence intervals? $y$ is the largest observation in a sample of size $n$ drawn from a rectangular population in ( $0, \theta$ ). Find the confidence coefficient corresponding to the confidence interval

$$
\left\{y, y /(1-\alpha)^{\mathrm{t} / n}\right\}
$$

where ' $\alpha$ ' is the level significance.
[Bhartiyan Univ. M.Sc. (Maths.), 1991]
(b) Prove that the confidence interval for $\theta$ obtained in (a) part above is shorter than the one-nbtained in Question 9 below.
8. Develop a general method for constructing confidence intervals. Consider a random sample of size $n$ from the exponential distribution with p.d.f.

$$
f(x, \theta)=e^{-(x-\theta)}, \theta \leq x<\infty,-\infty<\theta<\infty .
$$

Show that $P\left[X_{(1)}-\frac{1}{n} \log \alpha \leq \theta \leq X_{(1)}\right]=1-\alpha$
where symbols have their usual meanings. Also interpret the result.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
9. Consider a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from an $U[0, \theta]$ population. Show that $R$ and $R / \xi$ are the confidence limits for $\theta$ with confidence coefficient ( $1-\alpha$ ), where $R$ is the sample range and $\xi$ satisfies the equation :

$$
\xi^{n-1}\{n-(n-1) \xi\}=\alpha
$$

[Delhi Univ. B.Sc.: (Stat. Hons.), 1993, 1985]
10. Explain the difference between point estimation and interval estimation.

Obtain $100(1-\alpha) \%$ confidence interval for the population correlation coefficient ' $\rho$ ' when the random sample of size $n$ has been drawn from bivariate normal population.
[̀̀Delhi Univ. B.Sc. (Stat. Hons.), 1988]
11. Describe the pivotal quantity method for constructing confidence intervals.

Obtain a large sample $100(1-\alpha) \%$ confidence interval for the parameter $\theta$ in random sampling from the population :

$$
d F(x)=\theta e^{-\theta x} ; x>0, \theta>0
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]
12. Develop a general method for obtaining confidence intervals. Obtain a $100(1-\alpha) \%$ confidence interval for large sample size for the parameter $\theta$ of the Poisson distribution :

$$
f(x, \theta)=\frac{e^{-\theta} \theta^{x}}{x!}, x=0,1,2, \ldots
$$

13. Describe the general method of constructing the confidence interval for large samples.

If $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample from an exponential distribution with mean $\theta$, obtain $95 \%$ confidence interval for $\theta$ when $n$ is large.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
14. (a) Show that with the exponential distribution

$$
d F(x)=\theta e^{-\theta x}, x \geq 0
$$

central confidence limits for $\theta$ for large samples of size $n$ and $95 \%$ confidence coefficient are: $\quad\{1 \pm 1.96 / \sqrt{n}\} / \bar{x}$,
where $\bar{x}$ is the mean of the sample observations $x_{1}, x_{2}, \ldots, x_{n}$ drawn randomly from the exponential population.
[Ipdian Civil Services, 1983]
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a distribution with density function :

$$
f(x, \theta)=\theta e^{-\theta x}, 0 \leq x<\infty
$$

Find a $100(1-\alpha)$ (when $0<\alpha<1$ ) percent confidence interval for the mean of this population, for large samples.
[Madras Univ. B.Sc., 1991]
15. (a) Discuss the problem of interval estimation. Obtain the minimum confidence interval for the variance for a random sample of size $\boldsymbol{n}$ from a normal population with unknown mean.
[Indian Civil Services, 1991]
(b) Give a method of determining the confidence limits for a single unknown parameter, stating the conditions of validity. From amongst intervals of Confidence Coefficient $\alpha$, how will you decide one as being superior to another ?
[Indian Civil Services, 1989]
16. Consider a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the exponential distribution with p.d.f.

$$
\begin{aligned}
f(x, \theta, p) & =\frac{\exp (-x / \theta) \cdot x^{p-1}}{\Gamma p \theta^{p}}, x>0 \\
& =0 \quad, \text { otherwise }
\end{aligned}
$$

If $p$ is known, obtain a confidence interval for $\boldsymbol{\theta}$. starting from the sufficient statistic $\bar{X} / p$.

# Statistical Inference-II ( Testing of Hypothesis, Non-parametric Methods and Sequential Analysis ) 

16.1. Introduction. The main problems in statistical inference can be broadly classified into two areas :
(i) The area of estimation of population parameters and setting up of confidence intervals for them, i.e., the area of point and interval estimation and
(ii) Tests of statistical hypothesis.

The first topic has already been discussed in Chapter 15. In this chapter we shall discuss: (a) The theory of testing of hypothesis initiated by J. Neyman and E.S. Pearson (Section 16.2), (b) Sequential analysis propounded by A. Wald (Section 16.4) and (c) Non-parametric tests (Section 16.3). In Neyman-Pearson theory, we use statistical methods to arrive at decisions in certain situations where there is lack of certainty, on the basis of a sample whose size is fixed in advance while in Wald's sequential theory the sample size is not fixed but is regarded as a random variable. Before taking up a detailed discussion of the topics in ${ }^{(a),(b) \text { and (c), we shall explain below certain concepts which are of }}$ fundamental importance.
16.2. Statistical Hypothesis-Simple and Composite. A statistical hypothesis is some statement or assertion about a population or equivalently about the probability distribution characterising a population which we want to verify on the basis of in,irmation available from a sample. If the statistical hypothesis specifies the poreulation completely then it is termed as a simple statistical hypothesis, otherwise it is called a composite statistical hypothesis.

For example, if $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample of size $n$ trom a normal population with mean $\mu$ and variance $\sigma^{2}$, then the hypothesis

$$
H_{0}: \mu=\mu_{0}, \sigma^{2}=\sigma_{0}^{2}
$$

is a simple hypothesis, whereas each of the following hypotheses is à composite hypothesis:
(i) $\mu=\mu_{0}$, (ii) $\sigma^{2}=\sigma_{0}^{2}$
(iii) $\mu<\mu_{0}, \sigma^{2}=\sigma_{0}{ }^{2}$
(iv) $\mu>\mu_{0}, \sigma^{2}=\sigma_{0}{ }^{2}$
(v) $\mu=\mu_{0}, \sigma^{2}<\sigma_{0}^{2}$,
(vi) $\mu=\mu_{0}, \sigma^{2}>\sigma_{0}^{2}$
(vii) $\mu<\mu_{0}, \sigma^{2}>\sigma_{0}{ }^{2}$.

A hypothesis which does not specify completely ' $r$ ' parameters of a population is termed as a composite hypothesis with r degrees of freedom.
16.2.1. Test of a Statistical Hypothesis. A test of a statistical hypothesis is a two-action decision problem after the experimental sample values have been obtained, the two-actions being the acceptance or rejection of the hypothesis under consideration.
16.2-2. Null Hypothesis. In hypothesis testing, a statistician or decision-maker should not be motivated by prospects of profit or loss resulting from the acceptance or rejection of the hypothesis. He should be completely impartial and should have no brief for any party or company nor should he allow his personal views to influence the décision. Much, therefore, depends upon how the hypothesis is framed. For example, let us consider the 'light-bulbs' problem. Let us suppose that the bulbs manufactured under some standard manufacturing process have an aveṛage life of $\mu$ hours and it is proposed to test a new procedure for manufacturing light bulbs. Thus, we have two populations of bulbs, those manufactured by standard process and those manufactured by the new process. In this problem the following three hypotheses may be set up :
(i) New process is better than standard process.
(ii) New process is inferior to standard process.
(iii) There is no difference between the two processes.

The first two statements appear to be biased since they reflect a preferential attitude to one or the other of the two processes. Hence the best course is to adopt the hypothesis of no difference, as stated in (iii). This suggests that the statistician should take up the neutral or null attitude regarding the outcome of the test. His attitude should be on the null or zero line in which the experimental data has the due importance and complete.say in the matter. This neutral or non-committal attitude of the statistician or decision-maker before the sample observations are taken is the keynote of the nill hypothesis.

Thus, in the above example of light bulbs if $\mu_{0}$ is the mean life (in hours) of the bulbs manufactured by the new process then the null hypothesis which is usually denoted by $H_{0}$, can be stated as follows :

$$
\boldsymbol{H}_{\mathbf{0}}: \mu=\mu_{0} .
$$

As another example let us suppose that two different concerns manufacture drugs for inducing sleep, drug $A$ manufactured by first concern and drug $B$ manufactured by second concern. Each company claims that its drug is superior to that of the other and it is desired to test which is a superior drug $A$ or $B$ ? To formulate the statistical hypothesis let $X$ be a random variable which denotes the additional hours of sleep gained by an individual when drug $A$ is given and let the randon variable $Y$ denote the additional hours of sleep gained when drug $B$ is used. Let us suppose that $X$ and $Y$ follow the probability distributions with means $\mu_{X}$ and $\mu_{Y}$ respectively. Here our null hypothesis would be that there is no difference between the effects of two drugs. Symbolically,

$$
H_{0}: \mu_{X}=\mu_{Y} .
$$

16.2.3. Alternative Hypothesis. It is desirable to state what is called an alternative hypothesis in respect of every statistical hypothesis being tested because the acceptance or rejection of null hypothesis is meaningful only when it is. being tested against a rival hypothesis which should rather be explicitly mentioned. Alternative hypothesis is usually denoted by $H_{1}$. For
example, in the example of light bulbs, alternative hypothesis could be $H_{1}: \mu>\mu_{0}$ or $\mu<\mu_{0}$ or $\mu \neq \mu_{0}$. In the example of drugs, the altemative hypothesis could be $\Pi_{1}: \mu_{X}>\mu_{Y}$ or $\mu_{X}<\mu_{Y}$ or $\mu_{X} \neq \mu_{Y}$.

In both the cases, the first two of the alternative hypotheses give rise to what are called 'one tailed' tests and the third altemative hypothesis results in 'two tailed' tests.

Important Remarks 1. In the formulation of a testing problem and devising a 'test of hypothesis' the roles of $H_{0}$ and $H_{1}$ are not at all symmetric. In order to decide which one of the two hypotheses should be taken as null hypothesis $H_{0}$ and which one as alternative hypothesis $H_{1}$, the intrinsic difference between the rol:s and the implifications of these two terms should be clearly understood.
2. If a particular problem cannot be stated as a test between two simple hypotheses, i.e., simple null hypothesis against a simple alternative hypothesis, then the next best alternative is to formulate the problem as the test of a simple null hypothesis against a composite alternative hypothesis. In other words, one should try to structure the problem so that null hypothesis is simple rather than composite.
3. Keeping in mind the potential losses due to wrong decisions (which may or may not be measured in terms of money), the decision maker is somewhat conservative in holding the null hypothesis as true unless there is a strong evidence from the experimental sample observations that it is false. To him, the consequences of wrongly rejecting a null hypothesis seem to be more severe than those of wrongly accepting it. In mot of the cases, the statistical hypothesis is in the form of a claim that a particular product or product process is superior to some existing standard. The null hypothesis $\Pi_{0}$ in this casc is that there is no difference between the new product or production process and thic existing standard. In other words, null hypothesis nullifies this claim. The rejection of the null hypothesis wrongly which amounts to the acceptance ol claim wrongly involves huge amount of pocket expenses towards a substantive overhaul of the existing set-up. The resulting loss is comparatively regarded as more scrious than the opportunity loss in wrong!y accepting $H_{0}$ which amounts to wrongly rejecting the claim, i.e., in sticking to the less cfficient existing standard. In the light-bilbs problem discussed earlicr, suppose the rescarch division of the concern, on the basis of the limited experimentation, claims that its brand is more effective than that manufactured by standard process. If in fact, the brand fails to be more effective the loss incurred by the concern due to an immediate obsolescence of the product, decline of the concem's image, etc., will be quite serious. On the other hand, the failure to bring out a superior brand in the market is an opportunity loss and is not a consideration to be as serious as the other loss.
16.2.4. Critical Region. Let $x_{1}, x_{2}, \ldots, x_{n}$ be the sample observations denoted by $O$. All the values of $O$ will be aggregate of a sample and thes' constitute a space, called the sample space, which is denoted by $S$.

Since the sample values $x_{1}, x_{2}, \ldots, x_{n}$ can be taken as a point in $n$-dimensional space, we specify some region of the $n$-dimensional space and see whether this point lies within this region or outside this region. We divide the
whole sample space $S$ into two disjoint parts $W$ and $S-W$ or $\bar{W}$ or $W^{\prime}$. The null hypothesis $H_{0}$ is rejected if the observed sample point falls in $W$ and if it falls in $W^{\prime \prime}$ we reject $H_{1}$ and accept $H_{0}$. The region of rejection of $H_{0}$ when $H_{0}$ is true is that region of the outcome set where $H_{0}$ is rejected if the sample point falls in that region and is called critical region. Evidently, the size of the critical region is $\alpha$, the probability of committing type 1 error (discuissed below).

Suppose if the test is based on a sample of size 2, then the outcome set or the sample space is the first quadrant in a two-dimensional space and a test criterion will enable us to separate our outcome set into two complementary subsets, $W$ and $\bar{W}$. If the sample point falls in the subset $W, H_{0}$ is rejected, otherwise $H_{0}$ is accepted. This is shown in the following diagram :

16.2.5. Two Types of Errors. The decision to accept or reject the null hypothesis $H_{0}$ is made on the basis of the information supplied by the observed sample observations. The conclusion drawn on the basis of a particular sample may not always be true in respect of the population. The four possible situations that arise in any test procedure are given in the following table.

DOUBLE DICHOTOMY RELATING TO•DECISION AND HYPOTHESIS

|  |  | Decision From Sample |  |
| :---: | :---: | :---: | :---: |
| True State |  | Reject $\mathrm{H}_{0}$ | Accept $\mathrm{H}_{0}$ |
|  | $\mathrm{H}_{0}$ True | Wrong (Type I Error) | Correct |
|  | $\mathrm{H}_{0}$ False ( $H_{1}$ True) | Correct | Wrong (Type II Error) |

From the above table it is obvious that in any testing problem we are liable to commit two types of errors.

Errors of Type I and Type II. The error of rejecting $H_{0}$ (accepting $H_{1}$ ) when $\dot{H}_{0}$ is true is called Type I error and the error of accepting $H_{0}$ when $H_{0}$ is false ( $H_{1}$ is true) is called Type II error. The probabilities of type I and type IJ errors are denoted by $\alpha$ and $\beta$ respectively. Thus

$$
\begin{aligned}
\alpha & =\text { Probability of type I error } \\
& =\text { Probability of rejecting } H_{0} \text { when } H_{0} \text { is true. } \\
\boldsymbol{\beta} & =\text { Probability of type II error } \\
& =\text { Probability of accepting } H_{0} \text { when } H_{0} \text { is false. }
\end{aligned}
$$

Symbolically:

$$
\left.\begin{array}{c}
P\left(\mathrm{x} \in W \mid H_{0}\right)=\alpha, \text { where } \mathrm{x}=\left(x_{1}, x_{2}, \ldots ; x_{n}\right) \\
\int_{\mathrm{W}} L_{0} d \mathrm{x}=\alpha
\end{array}\right\}
$$

where $L_{0}$ is the likelihood function of the sample observations under $H_{0}$ and $\int d x$ represents the $n$-fold integral

$$
\iint \ldots \int d x_{1} d x_{2} \ldots d x_{n}
$$

Again
$\Rightarrow$
where $L_{1}$ is the likelihood function of the sample observations under $H_{1}$. Since

$$
\int_{W} L_{1} d x+\int_{\bar{W}} L_{1} d x=1
$$

we get

$$
\begin{array}{rlrl} 
& \quad \int_{W} L_{1} d x & =1-\int_{W} L_{1} \cdot d x=1-\beta \\
\Rightarrow & P\left(x \in W \cdot 1 H_{1}\right)=1-\beta
\end{array}
$$

16.2.6. Level of Significance. $\alpha$, the probability of type 1 error, is known as the level of significance of the test. It is also called the size of the critical region.
16.2.7. Power of the Test. $1-\beta$, defined in (16.2a) and ( $16.2 b$ ) is called the power function of the test hypothesis $H_{0}$ against the alternative hypothesis $H_{1}$. The value of the power function at a parameter point is called the power of the test at that point.

Remarks 1, In quality control terminology, $\alpha$ and $\beta$ are termed as producer's risk and consumer's risk, respectively.
2. An ideal test would be the one which properly keeps under control both the types of errors. But since the commission of an error of either type is a random variable, equivalenlly àn ideal test should minimise the probability of both the types of errors, viz., $\alpha$ and $\beta$. But unfortunately, for a fixed sample size $n, \alpha$ and $\beta$ are so related (like producer's and consumer's risk in sampling inspection plans), that the reduction in one results in an increase in the other. Consequently, the simultancous minimising of both the errors is not possible.

Since type I error is deemed to be more serious than the type II error (c.f. Remark $3, \S 16 \cdot 2 \cdot 3$ ) the usual practice is to control $\alpha$ at a predetermined low level and subject to this constraint on the probabilitios sf type I error, choose a test which minimises $\beta$ or maximises the power function $1-\beta$. Generally, we choose $\alpha=0.05$ or 0.01 .
16.3. Steps in Solving Testing of Hypothesis Problem. The major steps involved in the solution of a 'testing of hypothesis' problem may be outlined as follows :

1. Explicit knowledge of the nature of the population distr : $:$ ion and the parameter(s) of interest, i.e., the parameter(s) about which the hypotheses are set up.
2. Setting up of the null hypothesis $H_{0}$ and the alternative hypothesis $H_{1}$ in terms of the range of the parameter values each one embodies.
3. The choice of a suitable statistic $t=t\left(x_{1}, x_{2}, \ldots . ., x_{n}\right)$ called the test statistic, which will best reflect upon the probability of $H_{0}$ and $H_{1}$.
4. Partitioning the set of possible values of the test statistic $t$ into two disjoint sets $W$ (called the rejection region or critical region) and $\bar{W}$ (called the acceptance region) and framing the following test :
(i) Reject $H_{0}$ (i.e., accept $H_{1}$ ) if the value of $t$ falls in $W$.
(ii) Accept $H_{0}$ if the value of $t$ falls in $\bar{W}$.
5. After framing the above test, obtain experimental sample observations, compute the appropriate test statistic and take action accordingly.
16.4. Optimum Test Under Different Situations. The discussion in § 16.3 and Remark 2 , $\S 16 \cdot 2 \cdot 6$ cnables us to obtain the so called best test under different situations. In any testing problem the first two steps, viz., the form of the population distribution, the parameter(s) of interest and the framing of $H_{0}$ and $H_{1}$ should be obvious from the description of the problem. The most crucial step is the choice of the 'best test, i.e., the best statistic ' $t$ ' and the critical region $W$ where by best test we mean one which in addition to controlling $\alpha$ at any desired low level has the minimum type II error $\beta$.or maximum power 1-B, compared to $\beta$ of all other tests having this $\alpha$ : This leads to the following definition.
16.4•1. Most Powerful Test (MP Test). Let us consider the problem of testing a simple hypothesis

$$
H_{0}: \theta=\theta_{0}
$$

against $?$ simple alternative hypothesis

$$
H_{1}: \theta=\theta_{1}
$$

Definition. The critical region $W$ is the most powerful (MP) critical resion of size $\alpha$ (and the corresponding test a most powerful test of level $\alpha$ ) for 1. sting $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$ if

$$
\begin{equation*}
P\left(x \in W \mid H_{0}\right)=\int_{W} L_{0} d x=\alpha \tag{16•3}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\mathbf{x} \in W \mid I_{1}\right) \geq P\left(\mathbf{x} \in W_{1} \mid H_{1}\right) \tag{16.3a}
\end{equation*}
$$

for every other critical region $W_{1}$ satisfying (16.3).
16.4.2. Uniformly Most Powerful Test (UMP Test). Let us now take up the case of testing a simple null hypothesis against a c̣omposite alternative hypothesis, e.g., of testing

$$
H_{0}: \theta=\theta_{0}
$$

against the alternative

$$
H_{1}: \theta \neq \theta_{0}
$$

In such a case, for a predetermined $\alpha$, the best test for $H_{0}$ is called the uniformly most powerful test of level $\alpha$.

Definition. The region $W$ is called uniformly most powerful (UMP) critical region of size $\alpha$ [and the corresponding test as uniformly most powerful (UMP) test of level $\alpha$ ]for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta \neq \theta_{0}$ i.e., $H_{1}: \theta=\theta_{1} \neq \theta_{0}$ if

$$
\begin{equation*}
P\left(x \in W \mid H_{0}\right)=\int_{W} L_{0} d x=\alpha \tag{16.4}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(x \in W \mid H_{1}\right) \geq P\left(x \in W_{1} \mid H_{1}\right) \text { for all } \theta \neq \theta_{0} \tag{164a}
\end{equation*}
$$

whatever the region $W_{1}$ satisfying (16-4) may be.
16.5. Neyman J. and Pearson, E.S. Lemma. This Lemma provides the most powerful test of simple hypothesis against a simple alternative hypothesis. The theorem, known as Neyman-Pearson Lemma, will be proved for density function $f(x, \theta)$ of a single continuous variate and a single parameter. However, by regarding $x$ and $\theta$ as vectors, the proof can be easily generalised for any number of random variables $x_{1}, x_{2}, \ldots, x_{n}$ and any number of parameters $\theta_{1}$, $\theta_{2}, \ldots, \theta_{k}$. The variables $x_{1}, x_{2}, \ldots, x_{n}$ occurring in this theorem are understood to represent a random sample of size $n$ from the population whose density function is $f(x, \theta)$. The lemma is concerned with a simple hypothesis $H_{0}: \theta=\theta_{0}$ and a simple alternative $H_{1}: \theta=\theta_{r}$.

Theorem 16.1. (Neyman-Pearson Lemma). Let $k>0$, be a constant and $W$ be a critical region of size $\alpha$ such that

$$
\begin{align*}
& W=\left\{\mathbf{x} \in S: \frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}>k\right\} \\
& \Rightarrow \quad W=\left\{\mathbf{x} \in S: \frac{L_{1}}{L_{0}}>k\right\} \\
& \text { and } \\
& \bar{W}=\left\{x \in S: \frac{L_{1}}{L_{0}} \leq k\right\} \tag{16.5a}
\end{align*}
$$

where $L_{0}$ and $L_{1}$ are the likelihood functions of the sample observations $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ under $H_{0}$ and $H_{1}$ respectively. Then $W$ is the most powerful critical region of the test hypothesis $H_{0}: \theta=\theta_{0}$ against the alternative $H_{1}: \theta=\theta_{1}$.

Proof. We are given

$$
P\left(x \in W \mid H_{0}\right)=\int_{W} L_{0} d x=\alpha
$$

The power of the region is

$$
P\left(x \in W \mid H_{1}\right)=\int_{W} L_{1} d x=1-\beta,(\text { say })
$$

In order to establish the lemma, we have to prove that there exists no other critical region, of size less than or equal to $\alpha$, which is more powerful than $W$. Let $W_{1}$ be another critical region of size $\alpha_{1} \leq \alpha$ and power $1-\beta_{1}$ so that we have

$$
\begin{equation*}
P\left(x \in V_{1} \mid H_{0}\right)=\int_{W_{1}} L_{0} d x=\alpha_{1} \tag{16.7}
\end{equation*}
$$

and

$$
P\left(x \in W_{1} \mid H_{1}\right)=\int_{W_{1}} L_{1} d x=1-\beta_{1}
$$

Now we have to prove that $1-\beta \geq 1-\beta_{1}$


Let $\quad W=A \cup C$ and $W_{1}=B \cup C$
( $C$ may be empty, i.e., $W$ and $W_{1}$ may be disjoint).
If $\alpha_{1} \leq \alpha$, we have

$$
\begin{align*}
& \int_{W_{1}} L_{0} d x \leq \int_{W} L_{0} d x \\
\Rightarrow & \int_{B \cup C} L_{0} d x \leq \int_{A \cup C} L_{0} d x \\
\Rightarrow & \int_{B} L_{0} d x \leq \int_{A} L_{0} d x \\
\Rightarrow & \int_{A} L_{0} d x \geq \int_{B} L_{0} d x
\end{align*}
$$

Since $A \subset W$,

$$
(16.5) \Rightarrow \int_{A} L_{1} d x>K \int_{A} L_{0} d x \geq k \int_{B} L_{0} d x
$$

Also [16.5 (a)] implies

$$
\begin{aligned}
& : \frac{L_{1}}{L_{0}}
\end{aligned} \leq k \forall x \in \bar{W},
$$

This result also holds for any subset of $\bar{W}$, say $\bar{W} \cap W_{1}=B$. Hence

$$
\int_{B} L_{1} d \mathrm{x} \leq k \int_{B} L_{0} d \mathrm{x} \leq \int_{A} L_{1} d \mathrm{x} \quad[\text { From }(16 \cdot 8 a)]
$$

Adding $\int_{C} L_{1} d x$ to both sides, we get.

$$
\begin{aligned}
& \int_{W_{1}} L_{1} d x \leq \int_{W} L_{1} d x \\
\Rightarrow \quad 1-\beta & \geq 1-\beta_{1}
\end{aligned}
$$

Hence the Lemma.
Remark. Let W defined in (16.5) of the above theorem be the most powerful critical region of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, and let it be indejendent of $\theta_{1} \in \Theta_{1}=\Theta-\Theta_{0}$, where $\Theta_{0}$ is the parameter space under $H_{0}$. Then we say that C.R. $W$ is the UMP CR of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$, against $H_{1}: \theta \in \Theta_{1}$.
16.5.1. Unbiased Test and Unbiased Critical Region. Let us consider the testing of $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$. The critical region $W$ and consequently the test based on it is said to be unbiased if the power of the test exceeds the size of the critical region, i.e., if

Power of the test $\geq$ size of the C.R.

$$
\begin{array}{rlrl}
\Rightarrow & & 1-\beta & \geq \alpha \\
\Rightarrow & P_{\theta_{1}}(W) & \geq P_{\theta_{0}}(W) \\
\Rightarrow & P\left[x: x \in W \mid H_{1}\right] & \geq P\left[x: x \in W \mid H_{0}\right] \tag{16.9a}
\end{array}
$$

In other words, the critical region $W$ is said to be unbiased if

$$
\begin{equation*}
P_{\theta}(W) \geq P_{\theta_{0}}(W), \forall \theta\left(\neq \theta_{0}\right) \in \Theta \tag{16.96b}
\end{equation*}
$$

Theorem 16.2. Every most powerful (MP) or uniformly most powerful (UMP) critical region (CR) is necessarily unbiased.
(i) If $W$ be an MPCR of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{l}: \theta=\theta_{l}$, ten it is necessarily unbiased.
(ii) Similarly if $W$ be UMPCR of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{l}: \theta \in \Theta_{l}$, then it is also unbiased.

Proof. Since $W$ is an MPCR of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}^{-}$against $H_{1}: \theta=\theta_{1}$, by Neymán-Pearson Lemma, we have ; for $\forall k>0$,

$$
W=\left\{\mathbf{x}: L\left(\mathbf{x}, \theta_{1}\right) \geq k L\left(\mathbf{x}, \theta_{0}\right\}=\left\{\mathbf{x}: L_{1} \geq k \cdot L_{0}\right\}\right.
$$

and $W^{\prime}=\left\{\mathbf{x}: L\left(\mathbf{x}, \theta_{1}\right)<k L\left(\mathbf{x}, \theta_{0}\right)\right\}=\left\{\mathbf{x}: L_{1}<k L_{0}\right\}$,
where $k$ is determined so that the size of the test is $\alpha$ i.e.,

$$
\begin{equation*}
P_{\theta_{0}}(W)=P\left[\mathrm{x} \in W \mid H_{0}\right]=\int_{W} L_{0} d \mathrm{x}=\alpha \tag{i}
\end{equation*}
$$

To prove that $W$ is unbiased, we have to show that:

$$
\begin{equation*}
\text { Power of } W \geq \alpha \quad \text { i.e., } \quad P_{\theta_{1}}(W) \geq \alpha \tag{ii}
\end{equation*}
$$

We have :

$$
P_{\theta_{1}}(W)=\int_{W} L_{1} d x \geq k \int_{\bar{W}} L_{0} d x=k \alpha
$$

$$
\begin{equation*}
\left[\because \text { On } W, L_{1} \geq k L_{0}\right. \text { and Using (i)] } \tag{iii}
\end{equation*}
$$

i.e., $\quad P_{\theta_{1}}(W) \geq k \alpha, \forall k>0$

## Also

$$
1-P_{\theta_{1}}(W)=1-P\left(x \in W \mid H_{1}\right)=P\left(x \in W^{\prime} \mid H_{1}\right)
$$

$$
\begin{aligned}
& =\int_{W^{\prime}} L_{1} d x \\
& <k \int_{W^{\prime}} L_{0} \cdot d x=k P\left(x: x \in W^{\prime} \mid H_{0}\right)
\end{aligned}
$$

$$
\left\{\because \text { On } W^{\prime}, L_{1}<k L_{0}\right\}
$$

$$
\begin{equation*}
=k\left[1-P\left(x: x \in W \mid H_{0}\right)\right] \tag{iv}
\end{equation*}
$$

$$
\begin{equation*}
=k(1-\alpha) \tag{i}
\end{equation*}
$$

i.e., $1-P_{\theta_{1}}(W)<k(1-\alpha), \forall k>0$

Case (i) $k \geq 1$. If $k \geq 1$, then from (iii), we get

$$
P_{\theta_{1}}(W) \geq k \alpha \geq \alpha
$$

$\Rightarrow W$ is unbiased CR.
Case (ii) $0<k<I$. If $0<k<1$, then from (iv), we get :

$$
\begin{aligned}
& 1-P_{\theta_{1}}(W)<1-\alpha \\
& \Rightarrow P_{\theta_{1}}(W)>\alpha
\end{aligned}
$$

$$
\Rightarrow W \text { is unbiased C.R. }
$$

Hence MP critical region is unbiased.
(ii) If $W$ is UMPCR of size $\alpha$ thin also the above proof holds if for $\theta_{1}$ we write $\theta$ such that $\theta \in \boldsymbol{\theta}_{1}$. So we have

$$
\begin{array}{ll} 
& P_{\theta}(W)>\alpha, \forall \theta \in \Theta_{1} \\
\Rightarrow & W \text { is unbiased CR. }
\end{array}
$$

16.5.2. Optimum Regions and Sufficient Statistics. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from a population with p.m.f. or p.d.f. $f(x, \theta)$, where the parameter $\theta$ may be a vector: Let $T$ be a sufficient statistic for $\mathbf{e}$. Then by Factorization Theorem,

$$
\begin{equation*}
L(x, \theta)=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=g_{\theta}(l(\mathbf{x})): h(\mathbf{x}) \tag{*}
\end{equation*}
$$

where $g_{\theta}(l(x))$ is the marginal distribution of the statisite $T=t(x)$.

By Neyman-Pearson Lemma, the MPCR for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$ is given by :

$$
\begin{equation*}
W=\left\{\mathbf{x}: L\left(x, \theta_{1}\right) \geq k L\left(x, \theta_{0}\right)\right\}, \forall k>0 \tag{**}
\end{equation*}
$$

From (*) and (**), we get

$$
\begin{aligned}
W & =\left\{x: g_{\theta_{1}}(t(x)) \cdot h(x) \geq k \cdot g_{\theta_{0}}(t(x)) \cdot h(x)\right\}, \forall k>0 \\
& =\left\{x: g_{\theta_{1}}(f(x)) \geq k \cdot g_{\theta_{0}}(t(x))\right\}, \forall k>0
\end{aligned}
$$

Hence if $T=t(\mathbf{x})$ is sufficient statistic for $\theta$ then the MPCR for the test may be defined in terms of the marginal distribution of $T=t(\mathbf{x})$, rather than the joint distribution of $X_{1}, X_{2}, \ldots, X_{n}$.

Example 16.1. Given the frequency function:

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{\theta}, 0 \leq x \leq \theta \\
& =0, \text { elsewhere }
\end{aligned}
$$

and that you are testing the null hypothesis $H_{0}: \theta=1$ against $H_{1}: \theta=2$, by means of a single observed value of $x$. What would be the sizes of the type 1 and type II errors, if you choose the interval (i) $0.5 \leq x$, (ii) $1 \leq x \leq 1.5$ as the critical regions? Also obtain the power function of the test.
[Gauhaii Univ, B.Sc. 1993; Calcutta Univ. B.Sc. (Maths Hons.), 1987]
Solution. Here we want to test

$$
H_{0}: \theta=1, \text { against } H_{1}: \theta=2 .
$$

(i) Here $W=\{x: 0.5 \leq x\}=\{x: x \geq 0.5\}$
and

$$
\begin{aligned}
\bar{W} & =\{x: x \leq 0.5) \\
\alpha & =P\left(x \in W \mid H_{0}\right\}=P(x \geq 0.5 \mid \theta=1\} \\
& =P(0.5 \leq x \leq \theta \mid \theta=1\}=P\{0.5 \leq x \leq 1 \mid \theta=1\} \\
& =\int_{0.5}^{1}[f(x, \theta)]_{\theta=1} d x=\int_{0.5}^{1} 1 . d x=0.5
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\beta & =P\left(x \in \bar{W} \mid H_{1}\right)=P(x \leq 0.5 \mid \theta=2\} \\
& =\int_{0}^{0.5}[f(x, \theta)]_{\theta-2} d x=\int_{0}^{0.5} \frac{1}{2} d x=0.25
\end{aligned}
$$

Thus the sizes of type I and type II errors are respectively

$$
\alpha=0.5 \text { and } \beta=0.25
$$

and power function of the test $=1-\beta=0.75$

$$
\begin{align*}
& W \doteq\{x: 1 \leq x \leq 1.5\}  \tag{ii}\\
& \alpha=P(x \in W \mid \theta=1\}=\int_{1}^{1.5}[f(x, \theta)]_{\theta=1} d x=0
\end{align*}
$$

since under $H_{0}: \theta=1, f(x, \theta)=0$, for $\mathrm{J} \leq x \leq 1.5$.

$$
\beta=P(x \in W \mid \theta=2\}=1-P(x \in W \mid \theta=2\}
$$

$$
=1-\int_{1}^{1.5}[f(x, \theta)]_{\theta=2} d x=1-\left|\frac{x}{2}\right|_{1}^{1.5}=0.75
$$

$\therefore$ Power Function $=1-\beta=1-0.75=0.25$
Example 16.2. If $x \geq 1$, is the critical region for testing $H_{0}: \theta=2$ against the alternative $\theta \doteq 1$, on the basis of the single observation from the population,

$$
f(x, \theta)=\theta \exp (-\theta x), 0 \leq x<\infty .
$$

obtain the values of type I and type II errors.
[Poona Univ. M.C.A. 1993; Allahabad Univ. B.Sc., 1993; Delhi Univ. B.Sc (Stat. Hons.), 1988]

Solution. Here $W=\{x: x \geq 1\}$ and $\bar{W}=\{x: x<1\}$. and

$$
\begin{aligned}
H_{0}: \theta & =2, H_{1}: \theta=1 \\
\alpha & =\text { Size of Type I error } \\
& =P\left[x \in W \mid \cdot H_{0}\right]=P[x \geq 1 \mid \theta=2] \\
& =\int_{1}^{\infty}[f(x, \theta)]_{\theta=2} d x \\
& =2 \int_{1}^{\infty} e^{-2 x} d x=2\left|\frac{e^{-2 x}}{-2}\right|_{1}^{\infty} \\
& =e^{-2}=1, e^{2} \\
\beta & =\text { Size of type II error } \\
& =P\left[x \in \bar{W} \mid H_{1}\right]=P[x<1 \mid \theta=1] \\
& =\int_{0}^{1} e^{-x} d x=\left|\frac{e^{-x}}{-1}\right|_{0}^{1} \\
& =\left(1-e^{-1}\right)=\frac{e-1}{e}
\end{aligned}
$$

Example 16.3. Let $p$ be the probability that a coin will fall head in a single toss in order to test $H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{3}{4}$. The coin is tossed 5 times and $H_{0}$ is rejected if more than 3 heads are obtained. Find the probability of type I error and power of the test.

Solution. Here

$$
H_{0}: p=\frac{1}{2} \text { and } H_{1}: p=\frac{3}{4}
$$

If the r.v. $X$ denotes the number of heads in $n$ tosses of a coin then $X \sim B(n, p)$ so that

$$
P(X=x)=\binom{n}{x} p^{x}(1-p)^{n-x}
$$

$$
\begin{equation*}
=\binom{5}{x} p^{x}(1-p)^{5-x} \tag{}
\end{equation*}
$$

since $n=5$, (given). The critical, region is given by

$$
\begin{align*}
W & =\{x: x \geq 4] \Rightarrow \bar{W}=\{x: x \leq 3\} \\
\mathcal{O}_{\mathrm{C}} & =\text { Probability of type } \mathrm{I} \text { error } \\
& =P\left[X \geq 4 \mid H_{0}\right] \\
& =P\left[X=4 \left\lvert\, p=\frac{1}{2}\right.\right]+P\left[X=5 \left\lvert\, p=\frac{1}{2}\right.\right] \\
& =\binom{5}{4}\left(\frac{1}{2}\right)^{4}\left(\frac{1}{2}\right)^{5-4}+\binom{5}{5}\left(\frac{1}{2}\right)^{5} \quad[\text { From }(*)]  \tag{*}\\
& =5\left(\frac{1}{2}\right)^{5}+\left(\frac{1}{2}\right)^{5}=6\left(\frac{1}{2}\right)^{5} \\
& =\frac{3}{16} \\
\beta & =\text { Probability of Type II error } \\
& =P\left[x \in \bar{W} \mid H_{1}\right]=1-P\left[x \in W \mid H_{1}\right] \\
& =1-\left[P\left(X=4 \left\lvert\, p=\frac{3}{4}\right.\right)+P\left(X=5 \left\lvert\, p=\frac{3}{4}\right.\right]\right. \\
& =1-[(5 \\
& \left.=1-\left(\frac{3}{4}\right)^{4}\left\{\frac{5}{4}+\frac{3}{4}\right)^{4}\left(\frac{1}{4}\right)+\binom{5}{5}\left(\frac{3}{4}\right)^{5}\right] \\
& =1-\frac{81}{128}=\frac{47}{128}
\end{align*}
$$

$\therefore$ Power of the test is

$$
1-\beta=\frac{81}{128}
$$

Example 16.4. Let $X \sim N(\mu, 4), \mu$ unknown. To test $H_{0}: \mu=-1$ against $H_{1}: \mu=1$, based on a sample of size 10 from this population, we use the critical region $x_{1}+2 x_{2}+\ldots+10 x_{10} \geq 0$. What is its size? What is the power of the test?

Solution. Critical Region $W=\left(\mathrm{x}: x_{1}+2 x_{2}+\ldots+10 x_{10} \geq 0\right)$.
Let $U=x_{1}+2 x_{2}+\ldots+10 x_{10}$
Since $x_{i}$ 's are i.i.d. $N(\dot{\mu}, 4)$,

$$
U \sim N\left[(1+2+\ldots+10) \mu_{0}\left(1^{2}+2^{2}+\ldots+10^{2}\right) \sigma^{2}\right]=N\left(55 \mu, 385 \sigma^{2}\right)
$$

$$
\begin{equation*}
\Rightarrow \quad U \sim N(55 \mu, 385 \times 4)=N(55 \mu, 1540) \tag{}
\end{equation*}
$$

The size ' $\alpha$ ' of the critical region is given by :

$$
\begin{equation*}
\alpha=P\left(x \in W \mid H_{0}\right)=P\left(U \geq 0 \mid H_{0}\right) \tag{**}
\end{equation*}
$$

Under $H_{0}: \mu=-1, U \sim N(-55,1540)$
$1 \quad \Rightarrow \quad Z=\frac{U-E(U)}{\sigma_{U}}=\frac{U+55}{\sqrt{1540}}$
$\therefore$ Under $H_{0}$, when $U=0, Z=\frac{55}{\sqrt{1540}}=\frac{\| i 55}{39.2428}=1.4015$

$$
\begin{aligned}
\therefore \quad \alpha & =P(Z \geq 1.4015) \\
& =0.5-P(0 \leq Z \leq 1.4015) \\
& =0.5-0.4192 \\
& =0.0808
\end{aligned}
$$

Alternatively, $\alpha=1-P(Z \leq 1.4015)=1-\Phi(1.4015)$,
where $\Phi(\cdot)$ is the distribution function of standard normal variate.
Power of the test is given by :

$$
1-\beta=P\left(x \in W \mid H_{1}\right)=P\left(U \geq 0 \mid H_{1}\right)
$$

Under $H_{1}: \mu=1, U \sim N(55,1540)$

$$
\begin{array}{rlr}
\Rightarrow \quad Z & =\frac{U-E(U)}{\sigma_{U}}=\frac{-55}{\sqrt{1540}}=-1.40 \\
\therefore \quad 1-\beta & =P(Z \geq-1.40) \\
& =P(-1.4 \leq Z \leq 0)+0.5 \\
& =P(0 \leq Z \leq 1.4)+0.5 \\
& =0.4192+0.5 & \quad \text { (when } U=0 \text { ) } \\
& =0.9192
\end{array} \quad \text { (By symmetry) }
$$

Alternatively,

$$
1-\beta=1-P(Z \leq-1 \cdot 40)=1-\Phi(-1 \cdot 40) \text {. }
$$

Example 16.5. Let $X$ have a p.d.f. of the form :

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{\theta} e^{-x / \theta} ; 0<x<\infty, \theta>0 \\
& =0, \text { elsewhere. }
\end{aligned}
$$

To test $H_{0}: \theta=2$, against $\dot{H}_{1}: \theta=1$. use the random sample $x_{1}, x_{2}$ of size 2 and define a critical region :

$$
W=\left\{\left(x_{1}, x_{2}\right): 9.5 \leq x_{1}+x_{2}\right\}
$$

Find: (i) Power of the test.
(ii) Significance level of the test.

Solution. We are given the critical region :

$$
W=\left\{\left(x_{1}, x_{2}\right): 9.5 \leq x_{1}+x_{2}\right\}=\left\{\left(x_{1} x_{2}\right): x_{1}+x_{2} \geq 9.5\right\}
$$

Size of the critical region i.e., the significance level of the test is given by :

$$
\begin{equation*}
\alpha=P\left(\mathbf{x} \in W \mid H_{0}\right)=P\left[x_{1}+x_{2} \geq 9.5 \mid H_{0}\right] \tag{*}
\end{equation*}
$$

In sampling fromthe given exponential distribution,

$$
\begin{array}{ll} 
& \frac{2}{\theta} \sum_{i=1}^{n} x_{i} \sim \chi^{2}(2 \pi) \\
\Rightarrow \quad & \quad I=\frac{2}{\theta}\left(x_{1}+x_{2}\right) \sim \gamma^{2}(4) .(n=2) .
\end{array}
$$

$$
\begin{aligned}
& \therefore \quad \alpha=P\left[\frac{2}{\theta}\left(x_{1}+x_{2}\right) \geq \frac{2}{\theta} \times 9.51 H_{0}\right] \\
& =P\left[\chi^{2}{ }_{(4)} \geq 9.5\right] \\
& \left(\because \text { Under } H_{0}, \theta=2\right) \\
& \Rightarrow \quad \alpha=0.05 \\
& \text { [From Probability Tables of } \chi^{2} \text {-distribution] } \\
& \text { Power of the test is given by } \\
& 1-\beta=P\left(\dot{\mathrm{x}} \in W \mid H_{1}\right)=\dot{P}\left(x_{1}+x_{2} \geq 9.5 \mid H_{1}\right) \\
& =P\left[\left.\frac{2}{\theta}\left(x_{1}+x_{2}\right) \geq \frac{2}{\theta} \times 9.5 \right\rvert\, H_{1}\right] \\
& =P\left[\chi_{(4)}^{2} \geq 19\right] \\
& \text { ( } \because \text { Ünder } H_{1}, \theta=1 \text { ) }
\end{aligned}
$$

Example 16.6. Use the Neyman-Pearson Lemma to obtain the best critical region for testing $\theta=\theta_{0}$ against $\theta=\theta_{1}>\theta_{0}$ and $\theta=\theta_{1}<\theta_{0}$, in the case of a normal population $N\left(\theta, \sigma^{2}\right)$, where $\sigma^{2}$ is known. Hence find the power of the test.
[Delhi Univ. B.Sc. (Stat. Hons), 1986; Gujarat Univ. B.Sc. 1992] Solution.

$$
L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\left(\frac{1}{\sigma \sqrt{2 \pi}}\right)^{n} \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\theta\right)^{2}\right]
$$

Using Neyman-Pearson Lemma, the best critical region (B.C.R.) is given by (for $k>0$ )

$$
\begin{aligned}
& \frac{L_{1}}{L_{0}}=\frac{\exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\theta_{1}\right)^{2}\right]}{\exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\theta_{0}\right)^{2}\right]} \geq k \\
& \Rightarrow \quad \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{i=1}^{n}\left(x_{i}-\theta_{1}\right)^{2}-\sum_{i=1}^{n}\left(x_{i}-\theta_{0}\right)^{2}\right\}\right] \geq k \\
& \Rightarrow \quad \exp \left[-\frac{n}{2 \sigma^{2}}\left(\theta_{1}^{2}-\theta_{0}^{2}\right)+\frac{1}{\sigma^{2}}\left(\theta_{1}-\theta_{0}\right) \sum_{i=1}^{n} x_{i}\right] \geq k \\
& \Rightarrow \quad-\frac{n}{2 \sigma^{2}}\left(\theta_{1}^{2}-\theta_{0}^{2}\right)+\frac{1}{\sigma^{2}}\left(\theta_{1}-\theta_{0}\right) \sum_{i=1}^{n} x_{i} \geq \log k
\end{aligned}
$$

(since $\log x$ is an increasing function of $x$ )

$$
\Rightarrow \quad \bar{x}\left(\theta_{1}-\theta_{0}\right) \geq \frac{\sigma^{2}}{n} \log k+\frac{\theta_{1}^{2}-\theta_{0}^{2}}{2}
$$

Case (i) If $\theta_{1}>\theta_{0}$, the B.C.R. is determined by the relation (right-tailed lest) :

$$
\bar{x}>\frac{\sigma^{2}}{n} \cdot \frac{\log k}{\theta_{1}-\theta_{0}}+\frac{\theta_{1}+\theta_{0}}{2}
$$

i.e., $\quad \bar{x}>\lambda_{1}$, (say).
$\therefore \mathrm{BCR}$ is

$$
\begin{equation*}
W=\left\{x: \bar{x}>\lambda_{1}\right\} \tag{16•10}
\end{equation*}
$$

Case (ii) If $\theta_{1}<\theta_{0}$, the B.C.R. is given by the relation (left tailed test)

$$
\bar{x}<\frac{\sigma^{2}}{n} \cdot \frac{\log k}{\theta_{1}-\theta_{0}}+\frac{\theta_{1}+\theta_{0}}{2}=\lambda_{2}, \text { (say) }
$$

Hence B.C.R. is $W_{1}=\left\{x: \bar{x} \leq \lambda_{2}\right\}$
The constants $\lambda_{1}$ and $\lambda_{2}$ are so chosen as to make the probability of each of the relations ( $16 \cdot 10$ ) and ( $16 \cdot 11$ ) equal to $\alpha$ when the hypothesis $H_{0}$ is true. The sampling distribution of $\bar{x}$, when $H_{i}$ is true is $N\left(\theta_{i}, \frac{\sigma^{2}}{n}\right)$, $(i=0,1)$. Therefore the constants $\lambda_{1}$ and $\lambda_{2}$ are determined from the relations:

$$
\begin{align*}
& P\left[\bar{x}>\lambda_{1} \mid H_{0}\right] & =\alpha \text { and } P\left[\bar{x}<\lambda_{2} \mid H_{0}\right]=\alpha \\
\therefore & P\left(\bar{x}>\lambda_{1} \mid H_{0}\right) & =P\left[Z>\frac{\lambda_{1}-\theta_{0}}{\sigma / \sqrt{n}}\right]=\alpha ; Z \sim N(0,1) \\
\Rightarrow \quad & \frac{\lambda_{1}-\theta_{0}}{\sigma / \sqrt{n}} & =z_{\alpha} \quad \Rightarrow \quad \lambda_{1}=\theta_{0}+\frac{\sigma}{\sqrt{n}^{n}} z_{\alpha} \tag{16.12}
\end{align*}
$$

where $z_{\alpha}$ is the upper $\alpha$-point of the standard normal variate given by

$$
\begin{equation*}
P\left(Z>z_{\alpha}\right)=\alpha \tag{*}
\end{equation*}
$$

Also

$$
P\left(\bar{x}<\lambda_{2} \mid H_{0}\right)=\alpha \Rightarrow P\left(\bar{x} \geq \lambda_{2}!H_{0}\right)=1-\alpha
$$

$$
\Rightarrow \quad \dot{P}\left(z \geq \frac{\lambda_{2}-\theta_{0}}{\sigma / \sqrt{n}}\right)=1-\alpha \Rightarrow \frac{\lambda_{2}-\theta_{0}}{\sigma / \sqrt{n}}=z_{1-\alpha}
$$

$$
\Rightarrow \quad \lambda_{2}=\theta_{0}+\frac{\sigma}{\sqrt{n}} z_{1-\alpha}
$$

Note. By symmetry of normal distribution, we have $z_{1-\alpha}=-z_{\alpha}$.
Power of the test. By definition, the power of the test in case $(i)$ is :

$$
\begin{align*}
1-\beta & =P\left[x \in W \mid H_{1}\right]=P\left[\bar{x} \geq \lambda_{1} \mid H_{1}\right] \\
& =P\left[Z \geq \frac{\lambda_{1}-\theta_{1}}{\sigma / \sqrt{n}}\right] \quad\left[\because \text { Under } H_{1}, Z=\frac{\bar{x}-\theta_{1}}{\sigma / \sqrt{n}} \sim N(0,1)\right] \\
& =P\left(Z \geq \frac{\theta_{0}+\frac{\sigma}{\sqrt{n}_{n}} z_{\alpha}-\theta_{1}}{\sigma / \sqrt{n}}\right) \quad[\text { Using (16.12)] }  \tag{16.12}\\
& =P\left[Z \geq z_{\alpha}-\frac{\theta_{1}-\theta_{0}}{\sigma / \sqrt{n}}\right] \quad\left(\because \theta_{1}>\theta_{0}\right) \tag{1}
\end{align*}
$$

$$
\begin{array}{lr}
=1-P\left(Z \leq \lambda_{3}\right) & {\left[\lambda_{3}=z_{\alpha}-\frac{\theta_{1}-\theta_{0}}{\sigma / \sqrt{n}},(\text { say }) .\right]} \\
=1-\Phi\left(\lambda_{3}\right), & \ldots(16 \cdot 13)
\end{array}
$$

where $\Phi($.$) is the distribution function of standard nommal variate.$
Similarly in case (ii), $\left(\theta_{1}<\theta_{0}\right)$, the power of the test is

$$
\begin{align*}
1-\beta & =P\left(\bar{x}<\lambda_{2} \mid H_{1}\right)=P\left(Z<\frac{\lambda_{2}-\theta_{1}}{\sigma / \sqrt{n}}\right) \\
& =P\left[Z<\frac{\theta_{0}+\frac{\sigma}{\sqrt{n}} z_{1-\alpha}-\theta_{1}}{\sigma / \sqrt{n}}\right]  \tag{16.12a}\\
& =P\left[Z<z_{1-\alpha}+\frac{\theta_{0}-\theta_{1}}{\sigma / \sqrt{n}}\right]  \tag{0}\\
& =\Phi\left(\lambda_{4}\right) \tag{16-13a}
\end{align*}
$$

where

$$
\lambda_{4}=z_{1-\alpha}+\frac{\sqrt{n}\left(\theta_{0}-\theta_{1}\right)}{\sigma}=\frac{\sqrt{n}\left(\theta_{0}-\theta_{1}\right)}{\sigma}-z_{\alpha}
$$

UMP Critical Region. ( $16 \cdot 10$ ) provides best critical region for testing $H_{0}: \theta=\theta_{0}$ against the hypothesis, $H_{1}: \theta=\theta_{1}$, provided $\theta_{1}>\theta_{0}$ while (16.11) defines the best critical region for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, provided $\theta_{1}<\theta_{0}$. Thus the best critical region for testing simple hypothesis $H_{0}: \theta=\theta_{0}$ against the simple hypothesis, $H_{1}: \theta=\theta_{1}+c, c>-0$, will not serve as the best critical region for testing simple hypothesis $H_{0}: \theta=\theta_{0}$ against simple alternative hypothesis $H_{1}: \theta=\theta_{0}-c, c>0$.

Hence in this problem, no uniformly most powerful test exists for testing the simple hypothesis, $H_{0}: \theta=\theta_{0}$ against the composite alternative hypothesis, $H_{1}: \theta \neq \theta_{0}$.

However, for each alternative hypothesis, $H_{1}: \theta=\theta_{1}>\theta_{0}$ or $H_{1}: \theta=\theta_{1}<\theta_{0}, a \operatorname{UMP}$ test exists and is given by (16.10) and (16.11) respectively.

Remark. In particular, if we take $n=2$, then the B.C.R. for testing $H_{0}: \theta=\theta_{0}$, against $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$ is given by : [From (16.10) and (16.12)]

$$
\begin{align*}
W & =\left\{\mathrm{x}:\left(x_{1}+x_{2}\right) / 2 \geq \theta_{0}+\sigma z_{\alpha} / \sqrt{2}\right\} \quad\left[\because \bar{x}=\left(x_{1}+x_{2}\right) / 2\right] \\
& =\left\{\mathrm{x}: x_{1}+x_{2} \geq 2 \theta_{0}+\sqrt{2} \sigma z_{\alpha}\right\} \\
& =\left\{\mathrm{x}: x_{1}+x_{2} \geq C\right\}, \text { (say),. }
\end{align*}
$$

where

$$
C=2 \theta_{0}+\sqrt{2} \sigma z_{\alpha}=2 \theta_{0}+\sqrt{2} \sigma \times 1.645, \text { if } \alpha=0.05
$$

Similarly, the B.C.R. for testing. $H_{0}: \theta=\theta_{\sigma}$ against $H_{1}: \theta=\theta_{1}\left(<\theta_{0}\right)$ with $n=2$ and $\alpha=0.05$ is given by [From (16.1i) and (16.12a)] :

$$
\begin{align*}
W_{1} & =\left\{\mathrm{x}:\left(x_{1}+x_{2}\right) / 2 \leq \theta_{0}-\sigma z_{\alpha} / \sqrt{2}\right\} \\
& =\left\{\mathrm{x}:\left(x_{1}+x_{2}\right) \leq 2 \theta_{0}-\sqrt{2} \sigma \times 1, \epsilon 45\right\} \\
& =\left\{\mathrm{x}: x_{1}+x_{2} \leq C_{1}\right\}, \text { (say), } \tag{}
\end{align*}
$$

where $C_{1}=2 \theta_{0}-\sqrt{2} \sigma z_{\alpha}=2 \theta_{0}-\sqrt{2} \sigma \times 1.645$.
The B.C.R. for testing $H_{0}: \theta=\theta_{0}$ against the two tailed alternative $H_{1}: \theta=\theta_{1}\left(\neq \theta_{0}\right)$, is given by :

$$
\begin{equation*}
W_{2}=\left\{\mathrm{x}:\left(x_{1}+x_{2} \geq C\right) \cup\left(x_{1}+x_{2} \leq C_{1}\right)\right\} \tag{****}
\end{equation*}
$$

 the following figures (i), (ii) and (iii) respectively.


Fig. (i)
$\left.\begin{array}{l}\text { BCR } \\ \text { for }\end{array}\right\}: \begin{aligned} & H_{0}: \theta=\theta_{0} \\ & H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)\end{aligned}$


Fig. (ii)
$\left.\begin{array}{l}\mathrm{BCR} \\ \text { for }\end{array}\right\}: \begin{aligned} & H_{0}: \theta=H_{0} \\ & H_{1}: \theta=\theta_{i}\left(<\theta_{0}\right)\end{aligned}$

$\left.\begin{array}{l}\mathrm{BCR} \\ \text { for }\end{array}\right\}: \begin{aligned} & H_{0}: \theta=\theta_{0} \\ & H_{1}: \theta=\theta_{1}\left(\neq \theta_{0}\right)\end{aligned}$

Example 16.7. Show that for the normal distribution with zero mean and variance, $\sigma^{2}$, the best critical region for $H_{0}: \sigma=\sigma_{0}$ against the alternative $H_{l}: \sigma=\sigma_{1}$ is of the form :

$$
\sum_{i=1}^{n} \cdot x_{i}^{2} \leq a_{\alpha}, \text { for } \sigma_{0}>\sigma_{I}
$$

$$
\sum_{i=1}^{n} x_{i}^{2} \geq b_{\alpha}, \text { for } \sigma_{0}<\sigma_{1}
$$

Show that the power of the best critical region when $\sigma_{0}>\sigma_{1}$ is $F\left(\frac{\sigma_{0}^{2}}{\sigma_{1}^{2}}, \chi^{2}{ }_{\alpha, n}\right)$ where $\chi^{2}{ }_{\alpha, n}$ is lower $100 \alpha$-per cent point and $F(\cdot)$ is the distribution.function of the $\chi^{2}$-distribution with $n$ degrees of freedom.

Solution. Here we are given :

$$
f(x, \sigma)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right) ;-\infty<x<\infty, \sigma>0 .
$$

The best critical region (B.C.R.), according to.Neyman-Pearson Lemma, is given by (for $\boldsymbol{k}_{\boldsymbol{\alpha}}>\mathbf{0}$ )

$$
\frac{L_{0}}{L_{1}} \leq \frac{1}{k_{\alpha}}=A_{\alpha ;}(\text { say })
$$

$$
\begin{aligned}
& \Rightarrow \quad\left(\frac{\sigma_{1}}{\sigma_{0}}\right)^{n} \exp \left\{-\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}\left(\frac{1}{\sigma_{0}^{2}}-\frac{1}{\sigma_{1}^{2}}\right)\right\} \leq A_{\alpha} \\
& \Rightarrow \quad n \log \left(\frac{\sigma_{1}}{\sigma_{0}}\right)-\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}\left(\frac{\sigma_{1}^{2}-\sigma_{0}^{2}}{\sigma_{0}^{2} \sigma_{1}^{2}}\right) \leq \log A_{\alpha}
\end{aligned}
$$

(since $\log x$ is an increasing function of $x$ ).
$\Rightarrow \quad \frac{\sigma_{0}{ }^{2}-\sigma_{1}{ }^{2}}{2 \sigma_{0}{ }^{2} \sigma_{1}{ }^{2}} \sum_{i=1}^{n} x_{i}{ }^{2} \leq\left[\log A_{\alpha}-n \log \left(\frac{\sigma_{1}}{\sigma_{0}}\right)\right]$
Case (i). If $\sigma_{1}<\sigma_{0}$, then B.C.R. is given by [From (*)]

i.e., $W=\left\{x: \sum_{i=1}^{n} x_{i}^{2} \leq a_{\alpha}\right\}$, for $\sigma_{1}<\sigma_{0}$.

Case (ii). If $\sigma_{1}>\sigma_{0}$, then B.C.R. is given by [From (*)]
$\sum_{i=1}^{n} x_{i}^{2} \geq\left[\log A_{\alpha}-n \log \left(\frac{\sigma_{1}}{\sigma_{0}}\right)\right] \cdot \frac{2 \sigma_{0}^{2} \sigma_{1}^{2}}{\sigma_{0}^{2}-\sigma_{1}{ }^{2}}=b_{\alpha}$, (say).
i.e., $\quad W_{1}=\left\{x: \sum_{i=1}^{n} x_{i}{ }^{2} \geq b_{\alpha}\right\}$, for $\sigma_{1}>\sigma_{0}$

The constants $a_{\alpha}$ and $b_{\alpha}$ are so chosen that the size of the critical region is $\alpha$.

Thus $a_{\alpha}$ is determined so that $P\left[x \in W \mid H_{0}\right]=\alpha$

$$
\begin{array}{ll}
\Rightarrow & P\left[\sum_{i=1}^{n} x_{i}^{2} \leq a_{\alpha} \mid H_{0}\right]=\alpha \\
\Rightarrow & P\left[\left.\sum_{i=1}^{n} \frac{x_{i}^{2}}{\sigma_{0}^{2}} \leq \frac{a_{\alpha}}{\sigma_{0}^{2}} \right\rvert\, H_{0}\right]=\alpha \tag{}
\end{array}
$$

Since under $H_{0_{0}}$

$$
\begin{align*}
\chi_{(n)}^{2} & =\sum_{i=1}^{n} \frac{x_{i}^{2}}{\sigma_{0}^{2}}, \text { is a } \chi^{2} \text {-variate with } n d . f ., \\
\therefore \quad P\left[\chi_{(n)}^{2} \leq \frac{a_{\alpha}}{\sigma_{0}{ }^{2}}\right] & =\alpha \\
\Rightarrow \quad \frac{a_{\alpha}^{\prime}}{\sigma_{0}^{2}} & =\chi_{\alpha_{, n}}^{2} \quad \Rightarrow \quad \sigma_{0}^{2} \chi^{2} \alpha_{1, n}=i_{\alpha}
\end{align*}
$$

where $\chi^{2}{ }_{\alpha, n}$ is the lower $100 \alpha$-per cent point of chi-square distubution with $n d . f$. given by

$$
P\left(\chi^{2} \leq \chi^{2} \alpha, n\right)=\alpha
$$

Hence the B.C.R. for testing $H_{0}: \sigma=\sigma_{0}$ against $H_{1}: \sigma=\sigma_{1}\left(<\sigma_{0}\right)$, is given by [From (16.14) and (16.15)]:

$$
W=\left\{x: \sum_{i=1}^{n} x_{i}^{2} \leq \sigma_{0}^{2} \chi^{2} \alpha, n\right\}
$$

where $\chi^{2}{ }_{\alpha, n}$ is defined in (16.15a).
Also by definition, the power of the test is :

$$
\begin{aligned}
1-\beta & =P\left[\mathrm{x} \in W \mid H_{1}\right]=P\left[\sum_{i=1}^{n} x_{i}^{2} \leq a_{\alpha} \mid H_{1}\right] \\
& =P\left[\left.\frac{\sum_{i=1}^{n} x_{i}^{2}}{\sigma_{0}^{2}} \leq \frac{a_{0}}{\sigma_{0}{ }^{2}} \right\rvert\, H_{1}\right]=P\left[\left.\frac{\sum_{i=1}^{n} x_{i}^{2}}{\sigma_{0}^{2}} \leq \chi^{2}{ }_{\alpha, n} \right\rvert\, H_{1}\right] \\
& =P\left[\left.\frac{\sum_{i=1}^{n} x_{i}^{2}}{\sigma_{1}^{2}} \leq \frac{\sigma_{0}^{2}}{\sigma_{1}^{2}} \chi^{2}{ }_{\alpha, n} \right\rvert\, H_{1}\right] \\
& =P\left[\chi^{2}(n) \leq \frac{\sigma_{0}^{2}}{\sigma_{1}^{2}} \chi^{2} \alpha_{, n}\right]
\end{aligned}
$$

since under $H_{1}, \sum x_{i}^{2} / \sigma_{1}^{2}$, is a $\chi^{2}$-variate with $n d . f$.
Hence, power of the test $=F\left(\frac{\sigma_{0}{ }^{2}}{\sigma_{1}{ }^{2}} \cdot \chi^{2}{ }_{\alpha, n}\right)$,
where $\mathrm{F}(\cdot)$ is the distribution function of chii-square distribution with $n$ d.f.
Remarks 1. Similarly, for testing $H_{0}: \sigma=\sigma_{0}$ against $H_{1}: \sigma=\sigma_{1}\left(>\sigma_{0}\right)$, $b_{\alpha}$ in (16.14a) is determined so that :

$$
\begin{array}{rlrl} 
& P\left[\mathrm{x} \in W_{1} \mid H_{0}\right] & =\dot{\alpha} \\
\Rightarrow & P\left[\mathbf{x}: \sum_{i=1}^{n} x_{i}{ }^{2} \geq b_{\alpha} \mid H_{0}\right] & =\alpha \\
\Rightarrow & P\left[\mathbf{x}: \left.\frac{\sum x_{i}{ }^{2}}{\sigma_{0}^{2}} \geq \frac{b_{\alpha}}{\sigma_{0}^{2}} \right\rvert\, H_{0}\right] & =\alpha \\
\Rightarrow & P\left[\mathbf{x}: \chi_{(n)}^{2} \geq \frac{b_{\alpha}}{\sigma_{0}^{2}}\right] & =\alpha \\
\Rightarrow & P\left[\mathbf{x}: \chi_{(n)}^{2} \leq \frac{b_{\alpha}}{\sigma_{0}^{2}}\right] & =1-\alpha \\
\Rightarrow & & \frac{b_{\alpha}}{\sigma_{0}^{2}}=\chi^{2}{ }_{1-\alpha, n} \Rightarrow \quad b_{\alpha} & =\sigma_{0}^{2} \cdot \chi_{1-\alpha, n}^{2} \tag{16•10}
\end{array}
$$

where $\chi_{\alpha_{a}}{ }_{n}$ is defined in ( $16.15 a$ ).
Hence the B.C.R. for testing $H_{0}: \sigma=\sigma_{0}$ against $H_{1}: \sigma=\sigma_{1}\left(>\sigma_{0}\right)$, is given by :

$$
\begin{equation*}
W_{1}=\left\{x: \sum_{i=1}^{n} x_{i}^{2} \geq \sigma_{0}^{2} \cdot \chi_{1-\alpha, n}^{2}\right\} \tag{16-16a}
\end{equation*}
$$

The power of the test in this case is given by

$$
\begin{align*}
1-\beta & =P\left(x \in W_{1} \mid H_{1}\right)=P\left[\sum_{i=1}^{n} x_{i}^{2} \geq \sigma_{0}^{2} \chi^{2}{ }_{1-\alpha, n} \mid H_{1}\right] \\
& =P\left[\left.\frac{\sum_{i=1}^{n} x_{i}^{2}}{\sigma_{1}{ }^{2}} \geq \frac{\sigma_{0}^{2}}{\sigma_{1}{ }^{2}} \chi^{2}{ }_{1-\alpha, n} \right\rvert\, H_{1}\right] \\
& =P\left[\chi^{2}{ }_{(n)} \geq \frac{\sigma_{0}^{2}}{\sigma_{1}{ }^{2}} \cdot \chi_{1-\alpha, n}^{2}\right],
\end{align*}
$$

since under $H_{1}, \sum_{i=1}^{n} x_{i}{ }^{2} / \sigma_{1}{ }^{2}$ is a $\chi^{2}$-variate with $n$ d.f.

$$
\begin{align*}
\therefore \quad 1-\beta & =1-P\left[\chi^{2}{ }_{(n)} \leq \frac{\sigma_{0}{ }^{2}}{\sigma_{1}^{2}}, \chi^{2} \cdot \alpha, n\right] \\
& =1-F\left(\frac{\sigma_{0}^{2}}{\sigma_{1}{ }^{2}} \cdot \chi^{2}-\alpha, n\right),
\end{align*}
$$

where $F($.$) is the distribution function of chi-square distribution with n$ d.f.
2. Graphical representation of the B.C.R. for the particular case $n=2$.

For $n=2$, the B.C.R: for testing $\Pi_{0}: \sigma=\sigma_{0}$, against $I_{1}: \sigma=\sigma_{1}\left(<\sigma_{0}\right)$ is given by [From (16.15h)]

$$
\begin{aligned}
W & =\left\{\mathrm{x}: \sum_{i=1}^{2} x_{i}{ }^{2} \leq \sigma_{0}^{2} \cdot \chi^{2} \alpha, 2\right\} \\
& =\left\{\mathrm{x}: x_{1}{ }^{2}+x_{2}^{2} \leq a^{2}\right\},
\end{aligned}
$$

where $a^{2}=\sigma_{0}{ }^{2} \chi^{2}{ }_{\alpha, 2}$. Thus the B.C.R. is the interior of the circle with centie $(0,0)$ and radius ' $a$ ' and is shown as the shaded region in Figure ( $i$ ) on page $16 \cdot 22$.

Similarly, from (16.16a), the B.C.R. for testing $H_{0}: \sigma=\sigma_{0}$, against $H_{1}: \sigma=\sigma_{1}\left(>\sigma_{0}\right)$ for $n=2$ is given by :

$$
W_{1}=\left\{\mathrm{x}: x_{1}^{2}+x_{2}^{2} \geq \sigma_{0}^{2} \chi_{1-\alpha, 2}^{2}\right\}=\left\{\mathrm{x}: x_{1}^{2}+x_{2}^{2} \geq b^{2}\right\}
$$

where $b^{2}=\sigma_{0}{ }^{2} \cdot \chi^{2}{ }_{1-\alpha, 2}$ : Thus, B.C.R. is the exterior of the circle with centre $(0,0)$ and radius $b$ and is shown as the shaded region in Figure (ii) on page 16.22.

Similarly the B.C.R. for testing $H_{0}: \sigma=\sigma_{0}$ against the two-tailed alternative $H_{1}: \sigma=\sigma_{1}\left(\neq \sigma_{0}\right)$, for $n=2$ is given by:

$$
\begin{aligned}
W_{3} & =W_{1} \cup W_{2} \\
& =\left\{\mathrm{x}: x_{1}{ }^{2}+x_{2}{ }^{2} \leq a^{2}\right\} \cup\left\{\mathrm{x}: x_{1}{ }^{2}+x_{2}{ }^{2} \geq b^{2}\right\}
\end{aligned}
$$

and is shown as the shaded region in the Figure (iii) below.


Fig. (i)


Fig. (ii)


Fig (iii)
3. (16.14) defines an UMP test for testing simple hypothesis $H_{0}: \sigma=\sigma_{c}$ against simple alternative hypothesis $H_{1}: \sigma=\sigma_{1}\left(<\sigma_{0}\right)$ whereas (16.14a) defines an UMP test for testing simple hypothesis $H_{0}: \sigma=\sigma_{0}$ against the simple alternative hypothesis $H_{1}: \sigma=\sigma_{1}\left(>\sigma_{0}\right)$. However no UMP test exists for testing simple hypothesis $H_{0}: \sigma=\sigma_{0}$ against the composite alternative hypothesis $H_{1}: \sigma \neq \sigma_{0}$.

Example 16.8. Given a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the distribution with p.d.f. $\quad f(x, \theta)=\theta e^{-\theta x}, x>0$
show that there exists no UMP test for testing

$$
H_{0}: \theta=\theta_{0} \text { àgainst } H_{1}: \theta \neq \theta_{0} .
$$

[Delhi Univ. B.Sc. (Stat. Hons.), 1988; Gorakhpur Univ. B.Sc., 1993]
Solution.

$$
L=\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=\theta^{n} \cdot \exp \left[-\theta \sum_{i=1}^{n} x_{i}\right]
$$

Consider

$$
H_{1}: \theta=\theta_{1},\left(\theta_{1} \neq \theta_{0}\right) .
$$

The best critical region, using Neyman-Perason Lemma is given by :

$$
\begin{align*}
& \theta_{1}{ }^{n} \exp \left[-\theta_{1} \sum x_{i}\right] \geq k \cdot \theta_{0}{ }^{n} \exp \left[-\theta_{0} \sum x_{i}\right] ; k>0 \text {. } \\
& \Rightarrow \quad \exp \left[\left(\theta_{0}-\theta_{1}\right) \sum x_{i}\right] \geq k \cdot\left(\frac{\theta_{0}}{\theta_{1}}\right)^{n} \\
& \left.\Rightarrow \quad\left(\theta_{0}-\theta_{1}\right) \sum x_{i} \geq \log \left[k \cdot\left(x \frac{\theta_{0}}{\theta_{1}}\right)^{n}\right]=k_{1}, \text { (say }\right) . \tag{}
\end{align*}
$$

Case (i) If $\theta_{1}>\dot{\theta}_{0}$, then B.C.R. is given'by [From. $\left(^{*}\right)$ ]

$$
\left.\Sigma x_{i} \leq \frac{k_{1}}{\theta_{0}-\theta_{1}}=\lambda_{1}, \text { (say }\right) .
$$

Case (ii) If $\theta_{1}<\theta_{0}$, then B.C.R. is given by [From (*)]

$$
\Sigma x_{i} \geq \frac{k_{1}}{\theta_{0}-\theta_{1}}=\lambda_{2},(\text { say })
$$

The constants $\lambda_{1}$ and $\lambda_{2}$ are so determined that

$$
\begin{aligned}
& P\left[\sum x_{i} \leq \lambda_{1} \mid H_{0}\right]=\alpha & \text { and } \quad P\left[\sum x_{i} \geq \lambda_{2} \mid H_{0}=\alpha\right. \\
\Rightarrow & P\left[2 \theta \sum x_{i} \leq 2 \theta \lambda_{1} \mid H_{0}\right]=\alpha & \mid \Rightarrow P\left[2 \theta \sum x_{i} \geq 2 \theta \lambda_{2} \mid H_{0}\right]=\alpha
\end{aligned}
$$

But in random sampling from the given exponential distribution,

$$
\begin{aligned}
& M_{\Sigma x_{i}}(t)=\prod_{i=1}^{n} M_{X_{i}}(t)=\left[M_{X_{i}}((t)]^{n}\right. \\
& =\left(1-\frac{t}{\theta}\right)^{n} \\
& \Rightarrow \quad M_{2 \theta \Sigma X_{i}}{ }^{(t)}=M_{\Sigma X_{i}}(2 t \theta)=(1-2 t)^{-n},
\end{aligned}
$$

which is the $m . g . f$. of a $\chi^{2}$-variate with $2 n$. d.f. Hence by uniqueness theorem of m.g.f.'s,

$$
2 \theta \sum_{i=1}^{n} X_{i} \sim \chi^{2}(2 n)
$$

Using this result in (**)

$$
\begin{aligned}
& & P\left[2 \theta_{0} \Sigma x_{i} \leq \mu_{1}\right] & =P\left[\chi^{2}(2 n) \leq \mu_{1}\right]=\alpha \\
\Rightarrow & & \mu_{1} & =\chi^{2}{ }_{1-\alpha, 2 n}
\end{aligned}
$$

where $\chi^{2}{ }_{\alpha, n}$ is the upper ' $\alpha$ ' point of $\chi^{2}$-distribution with n.d.f. given by

$$
\begin{equation*}
P\left(\chi^{2}>\chi_{\alpha, n}^{2}\right)=\alpha \tag{i}
\end{equation*}
$$

Hence B.C.R. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$ is given by

$$
\begin{aligned}
W_{0} & =\left\{\mathrm{x}: 2 \theta_{0} \Sigma x_{i} \leq \chi_{1-\alpha, 2 n}^{2}\right\} \\
& =\left\{\mathrm{x}: \Sigma x_{i} \leq \frac{1}{2 \theta_{0}} \chi_{1-\alpha, 2 n}^{2}\right\}
\end{aligned}
$$

and since it is independent of $\theta_{1}, W_{0}$ is U.M.P.C.R. for $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$.

Similarly from (***), we gei

$$
\begin{array}{rlrl} 
& & P\left[2 \theta_{0} \sum x_{i} \geq \mu_{2}\right] & =P\left[\chi^{2}(2 n) \geq \mu_{2}\right]=\alpha \\
\Rightarrow \quad \mu_{2} & =\chi_{\alpha, 2 n}^{2}
\end{array}
$$

Hence B.C.R. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}\left(<\theta_{0}\right)$ is given by :

$$
\begin{aligned}
W_{1} & =\left\{\mathrm{x}: 2 \theta_{0} \Sigma x_{i} \geq \chi^{2} \alpha, 2 n\right\} \\
& =\left\{\mathrm{x}: \Sigma x_{i} \geq \frac{1}{2 \theta_{0}} \chi_{\alpha, 2 n}^{2}\right\},
\end{aligned}
$$

and since it is independent of $\theta_{1}, W_{1}$ is also UPM CR. for $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}\left(<\theta_{0}\right)$.

However, since the two critical regions $W_{0}$ and $W_{1}$ are different, there exists no critical region of size $\alpha$ which is U.M.P. for $H_{0}: \theta=\theta_{0}$ against the two tailed alternative, $H_{1}: \theta \neq \theta_{0}$.

Power of the test. The power of the test for testing $H_{0}: \theta=\theta_{0}$, against $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$ is given by

$$
\begin{aligned}
1-\beta & =P\left[\mathrm{x} \in W_{0} \mid H_{1}\right] \\
& =P\left[\left.\sum_{i=1}^{n} x_{i} \leq \frac{1}{2 \theta_{0}} x^{2}{ }_{1-\alpha, 2 n} \right\rvert\, H_{1}\right]
\end{aligned}
$$

$$
\begin{align*}
& =P\left[\left.2 \theta_{1} \sum_{i=1}^{n} x_{i} \leq \frac{\theta_{1}}{\theta_{0}} \chi^{2}{ }_{1-\alpha, 2 n} \right\rvert\, H_{1}\right] \\
& =P\left[\chi_{(2 n)}^{2} \leq \frac{\theta_{1}}{\theta_{0}} \chi^{2}{ }_{1-\alpha,(2 n)}\right] \tag{}
\end{align*}
$$

since under $H_{1}, 2 \theta_{1} \sum_{i=1}^{n} x_{i} \sim \dot{\chi}^{2}{ }_{(2 n)}$.
Similarly the power of the test for testing $H_{0}: \theta=\theta_{0}$, against $H_{1}: \theta=\theta_{1}$ $\left(<\theta_{0}\right)$ is given by :

$$
\begin{align*}
1-\beta & =P\left[x \in W_{1} \mid H_{1}\right] \\
& =P\left[\left.\sum_{i=1}^{n} x_{i} \geq \frac{1}{2 \theta_{0}} \chi_{\alpha, 2 n}^{2} \right\rvert\, H_{1}\right] \\
& =P\left[\left.2 \theta_{1} \sum_{i=1}^{n} x_{i} \geq \frac{\theta_{1}}{\theta_{0}} \chi_{\alpha, 2 n}^{2} \right\rvert\, H_{1}\right] \\
& =P\left[\chi^{2}(2 n) \geq \frac{\theta_{1}}{\theta_{0}} \chi^{2} \alpha, 2 n\right] \tag{}
\end{align*}
$$

Remark. The graphic representation of the B.C.R. for $H_{0}: \theta=\theta_{0}$ against different alternatives $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right), H_{1}: \theta=\theta_{1}\left(<\theta_{0}\right)$ and $H_{1}: \theta=\theta_{1}\left(\neq \theta_{0}\right)$ for $n=2$, can be done similarly as in Example 16.6, for the mean of normal distribution.

Example 16.9. For the distribution :

$$
d F=\left\{\begin{array}{l}
\beta \exp \{-\beta(x-\gamma)\} d x, x \geq \gamma \\
0, x<\gamma
\end{array}\right.
$$

show that for a hypothesis $H_{0}$ that $\beta=\beta_{0}, \gamma=\gamma_{0}$ and an alternative $H_{1}$ that $\beta=\beta_{1}, \gamma=\gamma_{1}$, the best critical region is the region given by

$$
\bar{x} \leq \frac{1}{\beta_{1}-\beta_{0}}\left\{\gamma_{1} \beta_{1}-\dot{\gamma}_{0} \beta_{0}-\frac{1}{n} \log k+\log \frac{\beta_{1}}{\beta_{0}}\right\}
$$

provided that the admissible hypothesis is restricted by the condition

$$
\gamma_{1} \leq \gamma_{0}, \beta_{1} \geq \beta_{0}
$$

(Gauhati Univ. M.Sc., 1992)
Solution. $\quad f(x ; \beta, \gamma)=\beta \exp \{-\beta(x-\gamma)\}, x \geq \gamma$

$$
=0, \text { otherwise }
$$

$$
\begin{aligned}
\therefore \quad \prod_{i=1}^{n} f\left(x_{i} ; \beta, \gamma\right) & =\beta^{n} \exp \left\{-\beta \sum_{i=1}^{n}\left(x_{i}-\gamma\right)\right\} ; x_{1}, x_{2}, \ldots, x_{n} \geq \gamma \\
& =0, \text { otherwise }
\end{aligned}
$$

Using Neyman-Pearson Lemma, the B.C.R. for $k>0$, is given by

$$
\begin{array}{ll} 
& \frac{\beta_{1}{ }^{n} \exp \left[-\beta_{1} \sum_{i=1}^{n}\left(x_{i}-\gamma_{1}\right)\right]}{\beta_{0}{ }^{n} \exp \left[-\beta_{0} \sum_{i=1}^{n}\left(x_{i}-\gamma_{0}\right)\right]} \geq k \\
\Rightarrow \quad\left(\frac{\beta_{1}}{\beta_{0}}\right)^{n} \exp \left[-\beta_{1} \sum_{i=1}^{n}\left(x_{i}-\gamma_{1}\right)+\beta_{0} \sum_{i=1}^{n}\left(x_{i}-\gamma_{0}\right)\right] \geq k \\
\Rightarrow \quad & \left(\frac{\beta_{1}}{\beta_{0}}\right)^{n} \exp \left[-\beta_{1} n\left(\bar{x}-\gamma_{1}\right)+\beta_{0} n\left(\bar{x}-\gamma_{0}\right)\right] \geq k \\
\Rightarrow \quad & n \log \left(\beta_{1} / \beta_{0}\right)-n \bar{x}\left(\beta_{1}-\beta_{0}\right)+n \beta_{1} \gamma_{1}-n \beta_{0} \gamma_{0} \geq \log k \\
\Rightarrow \quad & \quad(\text { since } \log x \text { is an increasing function of } x) .
\end{array}
$$

provided $\beta_{1}>\beta_{0}$.
Example 16.10. Examine whether a best critical region exists for testing the null hypothesis $H_{0}: \theta=\theta_{0}$ against the alternative hypothesis $H_{1}: \theta=\theta_{1}>\theta_{0}$ for the parameter $\theta$ of the distribution:

$$
f(x, \theta)=\frac{1+\theta}{(x+\theta)^{2}}, 1 \leq x<\infty
$$

[Bangalore Univ. B.Sc., 1992]
Solution. $\prod_{i=1}^{n} f\left(x_{i}, \theta\right)=(1+\theta)^{n} \prod_{i=1}^{n} \frac{1}{\left(x_{i}+\theta\right)^{2}}$
By Neyman-Pearson Lemma, the B.C.R. is given by

$$
\begin{aligned}
& \left(1+\theta_{1}\right)^{n} \prod_{i=1}^{n} \frac{1}{\left(x_{i}+\theta_{1}\right)^{2}} \geq k\left(1+\theta_{0}\right)^{n} \prod_{i=1}^{n} \frac{1}{\left(x_{i}+\theta_{0}\right)^{2}} \\
\Rightarrow & n \log \left(1+\theta_{1}\right)-2 \sum_{i=1}^{n} \log \left(x_{i}+\theta_{1}\right) \\
& \geq \log k+n \log \left(1+\theta_{0}\right)-2 \sum_{i=1}^{n} \log \left(x_{i}+\theta_{0}\right) \\
\Rightarrow & 2 \sum_{i=1}^{n} \log \left(\frac{x_{i}+\theta_{0}}{x_{i}+\theta_{1}}\right) \geq \log k+n \log \left(\frac{1+\theta_{0}}{1+\theta_{1}}\right)
\end{aligned}
$$

Thus the test criterion is $\sum_{i=1}^{n} \log \left(\frac{x_{i}+\theta_{0}}{x_{i}+\theta_{1}}\right)$, which cannot be put in the form of a function of the sample observations, not depending on the hypothesis. Hence no B.C.R. exists in this case.

## EXERCISE 16(a)

1. (a) What are simple and composite statistical hypotheses? Give examples. Define null and alternative hypotheses. How is a statistical hypothesis tested?
(b) Explain the following terms :
(i) Eriors of first and second kinds.
(ii) The best critical region.
(iii) Power function of a test.
(iv) Level of significance.
(v) Simple and composite hypotheses.
(vi) Most powerful test.
(vii) Uniformly most powerful test.
(c) Identify the composite hypotheses in the following, where $\mu$ is the mean and $\sigma^{2}$ is the variance of a distribution.
(i) $H_{0}: \mu \leq 0, \sigma^{2}=1$ -
(ii) $H_{0}: \mu=0, \quad \sigma^{2}=0$
(iii) $H_{0}: \mu \leq 0, \quad \sigma^{2}=$ arbitrary
(iv) $H_{0}$ : $\quad \sigma^{2}=\sigma_{0}^{2} \quad$ (a given value), $\mu$ arbitrary.
(d) (i) Explain the concepts of Type I and Type II errors, with examples and bring out their importance in Neyman and-Pearson testing theory.
2. "In every hypothesis testing, the two types of errors are always present." If this is true then explain what is the use of hypothesis testing.
[Delhi Üniv. M: $\dot{C}: A, 1990]$
3. What is a statistical hypothesis ? Define (i) two types of errors, (ii) power of a test; with reference to testing of a hypothesis: Explain how the best critical region is determined. State clearly the theorem which is used to determine the best critical region for simple hypothesis at a given significance level.
[Calcutta Univ. B.Sc. (Mathe. Hone.), 1992]
4. Explain the concept of the most powerful tests and discuss how the Neyman-Pearson lemma enables us to obtain the most powerful critical region for testing a simple hypothesis against a simple alternative.
[Madras Univ. B.Sc., 1988)
:5. What is meant by a statistical hypothesis? Explain the concepts of type I and type.II errors. Show that a most powerful test is necessarily unbiased.
[Delhi Univ. B:Sc. (Stat. Hons.), 1992, 1985]
5. What are simple and composite statistical hypotheses? State and prove Neyman-Pearson Fundamental Lemma for testing a simple hypothesis against a simple alternative. [Delhi Univ. B.Sc. (Stat. Hons.), 1993, 1986]
6. (a) Explain the basic concepts of statistical hypothesis. Discuss the problems associated with the testing of simple and composite hypotheses. Show that a most powerful test is necessarily unbiased.
[Delhi Univ. B.Sc. (Stat. Hons.), 1983]
7. State Neyman-Pearson Lemma.

Prove that if $W$ is an $M P$ region for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, then it is necessarily unbiased. Also prove that the same holds good if $W$ is an $U M P$ region.
[Delhi Univ. B.Sc. (Stat. Hons.), 1982]
9. (a) Let $p$ denote the probability of getting a hèad when a given coin is tossed once. Suppose that the hypothesis $H_{0}: p=0.5$ is rejected in favour of $H_{1}: p=0.6$ if 10 trials result in 7 or more heads. Calculate the probabilities of type I and type II errors. [Calcutta Univ. B.Sc. (Maths Hons.), 1989]
(b) An urn contains 6 marbles of which $\theta$ are white and the others black. In order to test the null hypothesis $H_{0}: \theta=3$, against the alternative $H_{1}: \theta=4$, two marbles are drawn at random (without replacement) and $H_{0}$ is rejected if both the marbles are white; otherwise $H_{0}$ is accepted. Find the probabilities of committing type $I$ and type $I I$ errors.

If it is decided to reject $H_{0}$ when both marbles are black and to accept it otherwise, find the probabilities of rejecting $H_{0}(i)$ when $H_{0}$ is true and ( $i i$ ) when $H_{1}$ is true. Comment on your results.
10. (a) $p$ is the probability that a given die shows even number. To test $H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{1}{3}$, following procedure is adopted. Toss the die twice and accept $H_{0}$ if both times it shows even number. Find the probabilities of type $I$ and type $I I$ errors.
(b) Let $p$ be the probability that a coin will fall head in a single toss. In order to test the hypothesis $H_{0} \vdots p=\frac{1}{2}$, the coin is tossed 6 times and the hypothesis $H_{0}$ is rejected if more than 4 heads are obtained. Find the probability of the error of first kind. If the alternative hypothesis is $H_{1}: p=\frac{3}{4}$, find the probability of the error of second kind.
(c) In a Bernoulli distribution with parameter $p, H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{2}{3}$, is rejected if more than 3 heads are obtained out of 5 throws of a coin. Find the probabilities of Type I and Type II errors.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
11. (a) Let $X_{1}, X_{2}, \ldots, X_{9}$ be a random sample from $N(\theta, 25)$.If, for testing $H_{0}: \theta=20$, against $H_{1}: \theta=26$, the critical region $W$ is defined by

$$
W=\{x \mid \bar{X}>23.266\},
$$

then find the size of critical region and the power:
[Delhi Univ. BrSc. (Stat. Hone.), 1987]
(b) Let $X \sim N(\mu, 4), \mu$ unknown. To test $H_{0}: \mu=-1$ against $H_{1}: \mu=1$, based on a sample of size 10 from this population we use the critical region $x_{1}+2 x_{2}+\ldots+10 x_{10} \geq 0$. What is its size? What is the power of the test ?
(c) A sample of size 16 is drawn from a normal population with mean $\mu$ and standard deviation $\sigma$ for testing the hypothesis $H_{0}: \mu=\sigma=1$, against the alternative hypothesis $H_{1}: \mu=\sigma=2$. It is decided to reject the hypothesis $H_{0}$ if the sample mean exceeds 1.5 and otherwise accept it.

Calculate the probabilities of errors of the first and second kind in this procedure.

$$
\left[\text { Given } \int_{-\infty}^{1} \frac{1}{\sqrt{2 \pi}} e^{-t^{2} / 2} d t=0.8413 \text { and } \int_{-\infty}^{2} \frac{1}{\sqrt{2 \pi}} e^{-t^{2} / 2} \cdot d t=0.9773\right]
$$

12. (a) The hypothesis $\mu=50$, is rejected if the mean of a sample of size 25 is either greater than 70.54 or less than $31 \cdot 19$. Assuming the distribution to be normal with s.d. 50 , find the level of significance. Obtain the power function for the test and sketch the power curve with two values above 50 and two values below 50 .
(b) Calculate the size of the type II error if the type I error is chosen to be $\alpha=0.16$ if you are testing $H_{0}: \mu=7$ against $H_{1}: \mu=6$, for a normal distribuion with $\sigma=2$, by means of a sample of size 25 and if the proper tail of the $\chi^{2}$ distribution is used as the critical region.
13. (a) Given the frequency function:

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{\theta}, \quad 0 \leq x \leq \theta \\
& =0, \text { elsewhere }
\end{aligned}
$$

and that you are testing the hypquesis $H_{0}: \theta=1.5$ against $H_{1}: \theta=2.5$, by means of a single observed value of $x$, what would be the sizes of the type $I$ and type II errors, if you choose the interval $0.8 \leq x$, as the critical region? Also obtain the power function of the test.
(b) It is desired to test the hypothesis $H_{0}: \theta=0$ against $H_{1}: \theta>0$, by observing a random variable $X$ which is uniformly distributed on $[\theta, \theta+1]$. Given only one observation, sketch the power function of the test whose critical region is defined by $(x>c)$. What value of $c$ would you choose?

Given $n$ observations, derive the general formula of the power function of the test whose critical region is defined by: (at least one $x$ is greater than $c$ ) and indicate how you would construct a confidence interval for $\theta$.
14. Let $X$ have a p.d.f. of the form :

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{\theta} \exp (-x / \theta), 0<x<\infty, \theta>0 \\
& =0, \text { elsewhere. }
\end{aligned}
$$

To test $H_{0}: \theta=2$ against $H_{1}: \theta=1$, use a random sample $X_{1}, X_{2}$ of size 2 and define a critical region $C=\left\{\left(x_{1}, x_{2}\right): 9.5 \leq x_{1}+x_{2}\right\}$.
Find (i) Power function of the test.
(ii) Significance level of the test .
(b) Let $X$ have a p.d.f. of the form :

$$
\begin{aligned}
f(x ; \theta) & =\theta x^{\theta-1}, 0<x<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

To test the simple hypothesis $H_{0}: \theta=1$ against the alternative simple hypothesis $H_{1}: \theta=2$, use a random sample $X_{1}, X_{2}$ of size $n=2$ and define the critical region to be

$$
C=\left\{\left(x_{1}, x_{2}\right): \frac{3}{4} \leq x_{1} x_{2}\right\}
$$

where $x_{1}, x_{2}$ are the values assumed by a sample. Obtain the power function of the test.
[Madiras Univ. B.Sc., Stat-Main, 19:1]
Hint. $Y=-\log X$ has an exponential distribution with parameter $\theta$ i.e., $Y \sim \gamma(\theta, 1)$.
15. (a) Give a working rule of finding the best critical region for testing a simple hypothesis against a simple alternative.

For a normal ( $m, \sigma^{2}$ ) population with knowir $\sigma$, construct a test for the null hypothesis $H_{0}: m=m_{0}$ against the alternative $m>m_{0}$.
[Calcutta Univ. B.Sc., (Maths Hons.), 1989]
(b) Let $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a random sample from $N\left(\theta, \sigma^{2}\right)$, where $\sigma^{2}$ is known. Obtain an UMP test for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta>\theta_{0}$. Also find the power function of the test and examine if the test is unbiased.
[Delhi Univ. B.Sc. (Stat. Hons.), 1986, 1982]
16. (a) Obtain the most powerful test for testing the mean $\mu=\mu_{0}$ against $\mu=\mu_{1},\left(\mu_{1}>\mu_{0}\right)$ when $\sigma^{2}=1$ in normal population.
(b) Obtain the most powerful test of size $\alpha$ for $H_{0}: \mu=\mu_{0}$ against $H_{1}: \mu=\mu_{1}$ when $\mu_{1}>\mu_{0}$, if the probability density function of the random variable $X$ is

$$
f(x, \mu)=\frac{1}{\sqrt{8 \pi}} \cdot \exp \left\{-\frac{1}{8}(x-\mu)^{2}\right\},-\infty<x<\infty
$$

17. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ denote a random sample from the distribution that has p.d.f.

$$
f(x, \mu)=\frac{1}{\sqrt{2 \pi}} \cdot \exp \left[-\frac{1}{2}(x-\mu)^{2}\right],-\infty<x<\infty
$$

It is desired to test $H_{0}: \mu=0$ against $H_{1}: \mu=1$.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ denote a random sample from the normal distribution $N(\theta, 1), \theta$ is unknown. Show that there is no uniformly most powerful test of the simple hypothesis $H_{0}: \theta=\theta_{0}$, where $\theta_{0}$ is a fixed number against the alternative composite hypothesis $H_{1}: \theta \neq \theta_{0}$.
18. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from $N(\mu, \theta)$, where $\mu$ is known. Obtain an UMP test for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta<\theta_{0}$. Also find the power function of the test. [Delhi Univ. B.Sc. (Sat. Hone.), 1985]
19. Define M.P. region and U.M.P. region. Show that an M.P. region is necessarily unbiased.

Obtain M.P. regions of size $\alpha$ for testing-
(i) $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1},\left(\theta_{1}>\theta_{0}\right)$
(ii) $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1},\left(\theta_{1}<\theta_{0}\right)$
for $N(\mu, \theta)$, where $\mu$ is known.
Show that the tests in (i) and (ii) are U.M.P. against one-sided alternative.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
20. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a normal distribution $N\left(0, \sigma^{2}\right)$. Show that there exists a uniformly most powerful test with significance level $\alpha$ for testing

$$
H_{0}: \sigma^{2}=\sigma_{1}{ }^{2} \text { against } H_{1}: \sigma^{2}<\sigma_{1}{ }^{2} .
$$

If $n=15, \alpha=0.05$ and $\sigma_{1}{ }^{2}=3$, determine the best critical region and the power function of the above' test.
[Gujarat Univ. B.Sc., Oct. 1993]
(b) State Neyman and Pearson's fundamental lemma.and apply it to obtain the test for testing $\sigma^{2}=1$ against $\sigma^{2}>1$, when the sample is from $N\left(0, \sigma^{2}\right)$. Is this test UMP ? Is, it unbiased? Give reasons.
[Indian Civil Services (Main), 1990]
21. A sample of size 25 is drawn from a normal population with unknown mean $\mu$ and variance 16. It is required to test the hypothesis $H_{0}: \mu=1.0$ against the alternative $H_{1}: \mu=3.0$ at $5 \%$ level of significance, Obtain the most powerful test for testing $H_{0}$ against $H_{1}$ and state how you will find its power. Is the test uniformly most powerful?
22. Explain the statistical procedure of testing the following hypothesis regarding the standard deviation $(\sigma)$ of normal population :

$$
\begin{aligned}
& H_{0}: \sigma=\sigma_{0} \\
& H_{1}: \sigma=\sigma_{1}>\sigma_{0}
\end{aligned}
$$

Will the test criterion remain the same when $\sigma_{1}$ is changed to $\sigma \neq \sigma_{0}$ ?
23. State and prove Neyman-Pearson Lemma. If $x \geq 1$ is the critical region for testing $H_{0}: \theta=2$ against the altemative $H_{1}: \theta=1$, on the basis of a single observation from the population

$$
f(x, \theta)=\theta e^{-\theta x}, 0 \leq x<\infty, \theta>0,
$$

obtain the values of type I and type II errors and the power function of the test.
[Delhi Univ. B.Sc. (Stat. Hons.), 1988]
(b) Given a random sample $X_{1}, X_{2}, \ldots, X_{n}$ of size $n$ from the distribution with p.d.f.

$$
f(x, \theta)=\theta e^{-\theta x} ; x>0,0<\theta<\infty,
$$

show that UMP test for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta<\theta_{0}$ is given by

$$
\left\{x \left\lvert\, \Sigma x_{i} \geq \frac{1}{2 \theta_{0}} x^{2} \alpha_{, 2 n}\right.\right\}
$$

[Delhi Univ. B.Sc. (Stat, Hone.), 1988]
(c) Explain the Neyman-Pearson Lemma for finding the best critical region for testing a simple hypothesis about the parameter $\theta$ of the density function $f(x, \theta)$. Illustrate your answer by constructing the best critical region for
testing, $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}<\theta_{0}$, where $\theta$ is the parameter of the distribution with p.d.f.,

$$
\begin{gathered}
f(x, \theta)=\theta e^{-\theta x} ; 0<x<\infty, \theta>0 . \\
\text { [Meerut Univ. B.Sc., 1993; Poona Univ. B.Sc., Oct. 1991] }
\end{gathered}
$$

24. (a) Two independent observations $x_{1}, x_{2}$ are made on a random variable $X$ with density function :

$$
f(x, \theta)=\frac{1}{\theta} \exp (-x / \theta) ; 0<x<\infty, \theta>0 .
$$

Test the null hypothesis $H_{0}: \theta=2$ against the alternative $H_{1}: \theta=4$. If $H_{0}$ is accepted when $x_{1}+x_{2}<9.5$, and rejected otherwise, obtain the level of significance and power of the test.
(b) Let $X_{1}$ be a random sample of size one from a population with p.d.f. $f_{\theta}(x)=\frac{1}{\theta} e^{-x / \theta} ; x \geq 0, \theta>0$. Obtain : (i). the B.C.R. of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$ and (ii) the power of the test.
[Delhi Univ. B.Sc. (Stat. Hons.), 1983]
25. (a) Obtain the statistic for testing the hypothesis that the mean of a Poisson population is 2 against the alternative that it is 3 , on the basis of $n$ independent observations.
(b) Suppose you are testing $H_{0}: \lambda=2$ against $H_{1}: \lambda=1$, where $\lambda$ is the parameter of the Poisson distribution. Obtain the best critical region of the test.
26. (a) Suppose a random sample of size $n$ is taken from the Poisson population $\left(\frac{\exp (-\lambda) \cdot \lambda^{x}}{x!}\right), x=0,1,2, \ldots$. Give the most powerful critical region of size $\alpha$ for testing the hypothesis $\lambda=\lambda_{0}$ against $\lambda=\lambda_{1},\left(\lambda_{1}>\lambda_{0}\right)$.

How can you use the above result to find a confidence interval for $\lambda$ ?
Write an expression for the power function of the test for the hypothesis $\lambda=\lambda_{0}$ against $\lambda>\lambda_{0}$.
(b) $X_{1}, X_{2}, \ldots, X_{10}$ is a random sample of size 10 from a Poisson distribution with mee $i \dot{\theta}$. Show that the critical region $C$ defined by $\sum_{i=1}^{10} x_{i} \geq 3$, is the best critical region for testing $H_{0}: \theta=0.1$ against $H_{1}: \theta=0.5$.
[Madras Univ. B.Sc., Oct. 1991]
27. (a) Let $X_{1}, X_{2}, \ldots, X_{n}$ denote a random sample from a distribution having p.d.f.

$$
\begin{aligned}
f(x, p) & =p^{x}(1-p)^{1-x} ; x=0,1 ; 0 \div p<1 \\
& =0, \text { elsewhere }
\end{aligned}
$$

It is desired to test $H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{1}{3}$.
(b) Suppose $X$ has Bernoulli distribution with probability of success $\theta$. On the basis of a random sample of size $n$ it is proposed to reject the null hypothesis, $H_{0}: \theta=\frac{1}{2}$ if

$$
\left(X_{1}+X_{2}+\ldots+X_{n}\right) \geq \frac{3}{8} \text { or } \leq \frac{5}{8}
$$

For $n=5$, find the level of significance of the test.
28. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a Bernoulli distribution with density :

$$
f(x ; \theta)=\theta^{x}(1-\theta)^{1-x} ; x=0,1
$$

Obtain a uniformly most powerful size $-\alpha$ test for $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta>\theta_{0}$. Would you modify the test if $H_{1}: \theta<\theta_{0}$ ?
[Delhi Univ. M.A. (Eco.), 1987]
(b) The probability that a given machine produces a defective item is $p$ and the quality of the items varies independently from one to another. Given a random sample of $n=20$ items produced by the machine, what is the form of the best acceptance region for testing $H_{0}: p=0.05$ versus $H_{1}: p=0.10$ ? What are the possible values of $\alpha \leq 0.1$ (probability of type I error) in this case and the corresponding values of $\beta$, the probability of type II error?
29. Derive a most powerful test of the hypothesis $\theta=\frac{1}{4}$ against the alternative $\theta=\frac{1}{2}$ for the parameter $\theta$ in a geometric distribution $\theta(1-\theta)^{x}$. $x=0,1,2, \ldots$ based on a random sample of size 2 .
30. Describe the method for finding the best critical region of size $\alpha$ for testing a simple hypothesis against simple alternative one. Illustrate it by finding BCR for testing $H_{0}: \theta=0$ against $H_{1}: \theta=1$, for the Cauchy distribution.

$$
d F(x)=\frac{d x}{\pi\left[1+(x-\theta)^{2}\right]},-\infty<x<\infty
$$

based on a random sample of size 1 .
31. The distribution of $x$ is :

$$
\begin{aligned}
f(x, \theta) & =\frac{1}{2}, \theta-1 \leq x \leq \theta+1 \\
& =0, \text { otherwise }
\end{aligned}
$$

If $H_{0}: \theta=4$ and $H_{1}: \theta=5$, determine the critical region on the right hand tail of the distribution corresponding to $\alpha=0.25$. Also calculate the probability of type II errór.
[Kurukshetra Univ. M.A. (Eco.), 1992]
32. (a) Define simple and composite hypotheses. State and prove NeymanPearson Lemma.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from p.d.f.

$$
f(x, \theta)=\theta x^{\theta-1}, 0<x<1, \theta>0 .
$$

Otiain the U.M.P. region of size $\alpha$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta>\theta_{0}$. Also find the power function of the test.
33. (a) Let $x_{1}, x_{2}, \ldots, x_{n}$ be $n$ independent observations on a random variable $X$ with density function

$$
f(x, \theta)=\theta x^{\theta-1} ; 0<x<1, \theta>0
$$

Show that the best critical region for testing $H_{0}: \theta=1$ against $H_{1}: \theta=2$, can be defined in terms of the geometric mean of $x_{1}, x_{2}, \ldots, x_{n}$.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a distribution with p.d.f.

$$
f(x, \theta)=\left\{\begin{array}{cc}
\theta x^{\theta-1}, \text { if } 0<x<1 \\
0, & \text { otherwise }
\end{array}\right.
$$

where $0<\theta<\infty$. Show that the M.P. test of level $\alpha$ for testing $H_{0}: \theta=1$ against the alternative $H_{1}: \theta=2$, is given by the critical region :

$$
\left\{x \left\lvert\, \prod_{i=1}^{n} x_{i}>\exp \left[-\frac{1}{2} x_{1-\alpha, 2 n}^{2}\right]\right.\right\}
$$

where $\chi_{1-\alpha, 2 n}^{2}$ is the lower $\alpha$-point of the $\chi^{2}$-distribution with $2 n$ d.f.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
34. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a p.d.f.

$$
f(x, \theta)=\left\{\begin{array}{c}
\theta x^{\theta-1}, 0 \leq x \leq 1, \theta>0 \\
0, \text { elsewhere }
\end{array}\right.
$$

Find an U.M.P. test of size $\alpha$ for testing $H_{0}: \theta=1$ against $H_{1}: \theta>1$. Also obtain the power function.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992]
35. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from discrete distribution with probability function $f(x)$ for which $x$ takes non-negative integral values $0,1,2, \ldots$.

According to $H_{0}$ :

$$
\text { 8. } \quad f(x)=\left\{\begin{array}{l}
\frac{e^{-1}}{x!} ; x=0,1,2, \ldots \\
0, \text { otherwise }
\end{array}\right.
$$

According to $H_{1}$ :

$$
f(x)=\left\{\begin{array}{l}
\frac{1}{2^{x+1}} ; x=0,1,2, \ldots \\
0, \text { otherwise }
\end{array}\right.
$$

Obtain the critical region of the most powerful test of level $\alpha$ for testing $H_{0}$. against $H_{1}$. Also find the power of the test for the case $n=1$ and $k=1$.
36. $H_{0}$ denotes the null hypothesis that a given distribution has the p.d.f.

$$
\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} x^{2}},-\infty<x<\infty
$$

and $H_{1}$ denotes the alternative hypothesis that the distribution has the p.d.f.

$$
\frac{1}{2} \exp (-|x|),-\infty<x<\infty .
$$

Obtain the most powerful test for testing $H_{0}$ against $H_{1}$.
37. It is required to test $H_{0}$ against $H_{1}$ from a. single observation $x$, where $H_{0}$ is the hypothesis that the p.d.f. is

$$
f(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} x^{2}\right),(-\infty<x<\infty)
$$

and $H_{1}$ is the hypothesis that the p.d.f. is

$$
f(x)=\frac{2}{\Gamma(1 / 4)} \exp \left(-x^{4}\right),(-\infty<x<\infty)
$$

Obtain the most powerful test with level of significance $\alpha$ in this case.
38. State Neyman-Pearson fundamental lemma. With the usual notations, if $\beta$ is the power of the most powerful test of size $\alpha$ for testing $H_{0}: p=p_{0}$ against $H_{1}: p=p_{1}$, show that $\alpha<\beta$ unless $p_{0}=p_{1}$.

If

$$
\begin{aligned}
& p_{0}(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(x-\mu)^{2}},-\infty<x<\infty \\
& p_{1}(x)=\frac{1}{\pi} \cdot \frac{1}{1+(x-\mu)^{2}},-\infty<x<\infty
\end{aligned}
$$

and $\mu$ is known, determine the most powerful test of size $\alpha$. Calculate its power, if $\alpha$ and $\mu$ have specified values.
16.6. Likelihood Ratio Test. Neyman-Pearson Lemma based on the magniude of the ratio of two probability density functions provides the best test for testing simple hypothesis against simple alternative hypothesis. The best test in any given situation depends on the nature of the population distribution and the form of the altemative hypothesis being considered. In this section we shali discuss a general method of test construction called the Likelihood Ratio (L.R.) Test introduced by Neyman and Pearson for testing a hypothesis, simple or composite, against a simple or composite altemative hypothesis. This test is related to the maximum likelihood estimates.

Before defining the test, we give below some notations and terminology.
Parameter Space. Let us consider a random variable $X$ with p.d.f. $f(x, \theta)$. In most common applications, though not always, the functional form of the population distribution is assumed to be known except for the value of some unknown parameter(s) $\theta$ which may take any value on a set $\boldsymbol{\theta}$. This is expressed by writing the p.d.f. in the form $f(x, \theta), \theta \in \Theta$. The set $\Theta$, which is the set of all possible values of $\theta$ is called the parameter space. Such a situation gives rise not to one probability distribution but a family of probability distributions which we write as $\left\{f(x, \theta), \theta \in \Theta\right.$ \}. For example if $X \sim N\left(\mu, \sigma^{2}\right)$, then the parameter space

$$
\theta=\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty, 0<\sigma<\infty\right\}
$$

In particular, for $\sigma^{\mathbf{2}}=1$, the family of probability distributions is given by

$$
\{N(\mu, 1) ; \mu \in \Theta\} \text {, where } \Theta=\{\mu:-\infty<\mu<\infty]
$$

In the following discussion we shall consider a general family of distributions

$$
\left(f\left(x: \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right): \theta_{i} \in \Theta, i=1,2, \ldots, k\right)
$$

The null hypothesis $H_{0}$ will state that the parameters belong to some subspace $\Theta_{0}$ of the parameter space $\boldsymbol{\theta}$.

Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample of size $n>1$ from a population with p.d.f. $f\left(x, \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$, where $\theta$, the parameter space is the totality of all points thạt $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$ can assume. We want to test the null hypothesis

$$
H_{0}:\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right) \in \theta_{0}
$$

against all alternative hypotheses of the type

$$
H_{1}:\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right) \in \Theta-\theta_{0}
$$

The likelihood function of the sample observations is given by

$$
\begin{equation*}
L=\prod_{i=1}^{n} f\left(x_{i} ; \theta_{1}, \theta_{2}, \ldots, \theta_{k}\right) \tag{16.16}
\end{equation*}
$$

According to the principle of maximum likelihood, the likclihood equation for estimating any parameter $\theta_{i}$ is given by

$$
\begin{equation*}
\frac{\partial L}{\partial \theta_{i}}=0,(i=1,2, \ldots, k) \tag{16•17}
\end{equation*}
$$

Using (16.17), we can obtain the maximum likelihood estimates for the parameters $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$ as they are allowed to vary over the parameter space $\Theta$ and the subspace $\Theta_{0}$. Substituting these estimates in (16•16), we obtain the maximum values of the likelihood function for variation of the parameters in $\Theta$ and $\Theta_{0}$ respectively. Then the criterion for the likelihood ratio test is defined as the quotient of these two maxima and is given by

$$
\lambda=\lambda\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{L\left(\hat{\Theta}_{\hat{0}}\right)}{L(\hat{\Theta})}=\frac{\operatorname{Sup}_{\theta \in \Theta_{0}} L(\mathrm{x}, \theta)}{\operatorname{Sup}} L(\mathrm{x}, \theta),
$$

$\hat{\theta} \quad \hat{\theta}$
where $L\left(\Theta_{0}\right)$ and $L(\Theta)$ are the maxima of the likelihood function (16-16) with respect to the parameters in the regions $\Theta_{0}$ and $\Theta$ respectively.

The quantity $\lambda$ is a function of the sample observations only and does not involve parameters. Thus $\lambda$ being a function of the random variables, is also a. random variable. Obvious $\lambda>0$. Further

$$
\Theta_{0} \subset \Theta \quad \Rightarrow \quad L\left(\Theta_{0}\right) \leq L(\Theta) \quad \Rightarrow \quad \lambda \leq 1
$$

Hence, we get

$$
0 \leq \lambda \leq 1
$$

The critical region for testing $H_{0}$ (against $H_{1}$ ) is an interval

$$
\begin{equation*}
0<\lambda<{\underset{\sim}{\lambda}}_{0}, \tag{16•20}
\end{equation*}
$$

where $\lambda_{0}$ is some number ( $<1$ ) deterninined by the distribution of $\lambda$ and the desired probability of type 1 error, i.e., $\lambda_{0}$ is given by the equation :

$$
P\left(\lambda<\lambda_{0} \mid \cdot H_{0}\right)=\alpha
$$

For example, if $g($.$) is the p.d.f. of \lambda$ then $\lambda_{0}$ is determined from the equation :

$$
\begin{equation*}
\int_{0}^{\lambda_{0}} g\left(\lambda \mid H_{0}\right) d \lambda=\alpha \tag{16.21a}
\end{equation*}
$$

A test that has crititical region defined in (16.20) and (16.21) is a likelihood ratio test for testing $H_{0}$.

Remark. Equations (16.20) and (16.21) define the critical region for testing the hypothesis $H_{0}$ by the likelihood ratio test. Suppose that the distribution of $\lambda$ is not known but the distribution of șome function of $\lambda$ is known, then this knowledge can be utilized as given in the following theorem.

Theorem 16.3. If $\lambda$ is the likelihood ratio for testing a simple hypothesis $H_{0}$ and if $U=\phi(\lambda)$ is a monotonic increasing (decreasing) function of $\lambda$ then the test based on $U$ is equivalent to the likelihood ratio test. The critical region for the test based on $U$ is

$$
\begin{equation*}
\phi(0)<U<\phi\left(\lambda_{0}\right) \quad\left[\phi\left(\lambda_{0}\right)<U<\phi(0)\right] \tag{16.22}
\end{equation*}
$$

Proof. The critical region for the likelihood ratio test is given by $0<\lambda<\lambda_{0}$, where $\lambda_{0}$ is determined by

$$
\begin{equation*}
\int_{0}^{\lambda_{0}} g\left(\lambda \mid H_{0}\right) d \lambda=\alpha \tag{*}
\end{equation*}
$$

Let $U=\phi(\lambda)$ be a monotonically increasing function of $\lambda$. Then ( ${ }^{*}$ ) gives

$$
\alpha=\int_{0}^{\lambda_{0}} g\left(\lambda \mid H_{0}\right) d \lambda=\int_{\alpha(\theta)}^{\left.\alpha \lambda_{0}\right)} h\left(u \mid H_{0}\right) d u
$$

where $h\left(u \mid H_{0}\right)$ is the p.d.f. of $U$ when $H_{0}$ is true. Here the critical region $0<\lambda^{*}<\lambda_{0}$. trarsforms to $\phi(0)<U<\phi\left(\lambda_{0}\right)$. However if $U=\phi(\lambda)$ is a monotonic decreasing function of $\lambda$, then the inequalities are reversed and we get the critical region as $\phi\left(\lambda_{0}\right)<U<\phi(0)$.
2. If we are testing a simple null hypothesis $H_{0}$ then there is a unique distribution determined for $\lambda$. But if $H_{0}$ is composite, then the distribution of $\lambda$ may or may not be unique. In such a case the distribution of $\lambda$ may possibly be different for different parameter points in $\Theta_{0}$ and then $\lambda_{0}$ is to be chosen such that

$$
\begin{equation*}
\int_{0}^{\lambda_{0}^{\prime}} g\left(\lambda \mid H_{0}\right) d \lambda \leq \alpha \tag{16:23}
\end{equation*}
$$

for all values of the parameters in $\Theta_{0}$.
However, if we are dealing with large samples, a fairly satisfactory situation io this testing of hypothesis problem exists as stated (without proof) in the following theorem.

Theorem 16.4. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a population with p.d.f. $j\left(x ; \theta_{1} ; \theta_{2}, \ldots, \theta_{k}\right)$ where the parameter space $\boldsymbol{\theta}$ is $k$-dimensional. Suppose we want to test the $\llcorner$ mposite hypothesis

$$
H_{0}: \theta_{1}=\theta_{1}^{\prime}, \theta_{2}=\theta_{2}^{\prime}, \ldots, \theta_{r}=\theta_{r}^{\prime} ; r<k
$$

where $\theta_{1}{ }^{\prime}, \theta_{2}{ }^{\prime}, \ldots, \theta_{r}^{\prime}$ are-specified numbers. When $H_{0}$ is true, -2 log. $\lambda$ is as̃vต̆plotically distributed as chi-square with $r$ degrees of freedom, i.e., under
$H_{0} \quad \quad-2 \log \lambda \sim \chi_{(v)^{2}}$, if $n$ is large.
Since $0 \leq \lambda \leq 1,-2 \log _{e} \lambda$ is an increasing function of $\lambda$ and approaches infinity when $\lambda \rightarrow 0$, the critical region for $-2 \log \lambda$ being the right hand tail of the chi-square distribution. Thus at the level of significance ' $\alpha$ ', the test may be stated as follows :

$$
\text { Reject } \left.H_{0} \text { if }-2 \log _{e} \lambda>\chi_{(r)}\right)^{2}(\alpha)
$$

where $\chi_{(r)}{ }^{2}(\alpha)$ is the upper $\alpha$-point of the chi-square distribution with $r$ d.f. given by

$$
P\left[\chi^{2}>\chi_{(r)}{ }^{2}(\alpha)\right]=\alpha,
$$

otherwise $H_{0}$ may be accepted.
16.6.1. Properties of Likelihood Ratio Test. Likelihood- ratio ( $L \cdot R$.) iest principle is an intuitive one. If we are testing a simple hypothesis $H_{0}$ against a simple alternative hypothesis $H_{1}$ then the $L R$ principle leads to the samt test as given by the Neyman-Pearson lemma. This suggests that $L R$ test has some desirable properties, specially large sample properties.

In $L R$ test, the probability of type I error is controlled by suitably choosing the cut off point $\lambda_{0}$. LR test is generally UMP if an UMP test at all exists. We state below, the two asymptotic properties of $L R$ tests.

1. Under certain conditions, $-2 \log _{e} \lambda$ has an asymptotic chi-square distribution.
2. Under certain assumptions, $L \dot{R}$ test is' consistent.
16.7. In this section we shall illustrate how the likelihood ratio criterion can be used to obtain various standard tests of significance in Statistics.
16.7.1. Test for the Mean of a Normal Population. Let us take the problem of testing if the mean of a normal population has a specified value. Let $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be a random sample of size $n$ from the normal population with mean $\mu$ and variance $\sigma^{2}$, where $\mu$ and $\sigma^{2}$ are unknown. Suppose we want to test the (composite) null hypothesis

$$
H_{0}: \mu=\mu_{0} \text { (specified), } 0<\sigma^{2}<\infty
$$

against the composite alternative hypothesis

$$
H_{1}: \mu \neq \mu_{0} ; 0<\sigma^{2}<\infty
$$

In this case the parameter space $\Theta$ is given by

$$
\theta=\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty, 0<\sigma^{2}<\infty\right\}
$$

and the subspace $\Theta$ dètermined by the null hypothesis $H_{0}$ is given by

$$
\Theta_{0}=\left\{\left(\mu, \sigma^{2}\right): \mu=\mu_{0}, 0<\sigma^{2}<\infty\right\}
$$

The likelihood function of the sample observations $x_{1}, x_{2}, \ldots, x_{n}$ is given by

$$
\begin{equation*}
L=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \cdot \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}\right] \tag{16.25}
\end{equation*}
$$

The maximum likelihood estimates of $\mu$ and $\sigma^{2}$ are given by :

$$
\left.\begin{array}{l}
\hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} x_{i}=\bar{x}  \tag{16.26}\\
\hat{\sigma}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}=s^{2}
\end{array}\right\}
$$

Hence substituting in (16.25), the maximum of $L$ in the parameter space $\Theta$ is given by

$$
\begin{equation*}
L(\hat{\Theta})=\left[\frac{1}{2 \pi s^{2}}\right]^{n / 2} \cdot \exp \left(-\frac{n}{2}\right) \tag{16.27}
\end{equation*}
$$

In $\Theta_{0}$, the only variable parameter is $\sigma^{2}$ and $M L E$ of $\sigma^{2}$ for given $\mu=\mu_{0}$ is given by

$$
\begin{align*}
\hat{\sigma}^{2} & =\frac{1}{n} \sum\left(x_{i}-\mu_{0}\right)^{2}=s_{0}^{2},(\text { say })  \tag{16-28}\\
& =\frac{1}{n} \sum\left(x_{i}-\bar{x}+\bar{x}-\mu_{0}\right)^{2} \\
& =\frac{1}{n} \sum\left(x_{i}-\bar{x}\right)^{2}+\left(\bar{x}-\mu_{0}\right)^{2},
\end{align*}
$$

the product term vahishes, since

$$
\begin{array}{rlrl}
\Sigma\left(x_{i}-\bar{x}\right)\left(\bar{x}-\mu_{0}\right) & =\left(\bar{x}-\mu_{0}\right) \Sigma\left(x_{i}-\bar{x}\right)=0 \\
& \therefore \quad \hat{\sigma}^{2} & =s^{2}+\left(\bar{x}-\mu_{0}\right)^{2}=s_{0}^{2}, \text { (say). }
\end{array}
$$

Hence substituting in (16.25), we get.

$$
L\left(\hat{\Theta}_{0}\right)=\left[\frac{1}{2 \pi s_{0}^{2}}\right]^{\pi / 2} \exp (-n / 2)
$$

The ratio of ( $16 \%$ ) and ( 16.27 ) gives the likelihood ratio criterion

$$
\begin{align*}
\lambda & =\frac{L\left(\hat{\Theta}_{0}\right)}{L(\hat{\Theta})}=\left[\frac{s^{2}}{s_{0}^{2}}\right]^{n / 2} \\
& =\left[\frac{s^{2}}{s^{2}+\left(\bar{x}-\mu_{0}\right)^{2}}\right]^{n / 2}=\left\{\frac{1}{1+\left[\left(\bar{x}-\mu_{0}\right)^{2} / s^{2}\right]}\right\}^{n / 2}
\end{align*}
$$

We have proved earlier (§ 14.2) that under $H_{0}$, the statistic
where $\quad S^{2}=\frac{1}{n-1} \sum\left(x_{i}-\bar{x}\right)^{2}=\frac{n s^{2}}{n-1}$,

$$
t=\frac{\bar{x}-\mu_{0}}{S / \sqrt{n}}
$$

follows Student's $t$-distribuṭion, with $(n-1)$ d.f.
Thus

$$
\begin{equation*}
t=\frac{\bar{x}-\mu_{0}}{S / \sqrt{n}}=\frac{\bar{x}-\mu_{0}}{s / \sqrt{n-1}} \sim t_{n-1} \tag{16.30}
\end{equation*}
$$

Substituting in (16.29a); we get

$$
\left.\lambda=\frac{1}{\left(1+\frac{t^{2}}{n-1}\right)^{n / 2}}=\phi\left(t^{2}\right), \text { (say }\right)
$$

The likelihood ratio test for testing $H_{0}$. against $H_{1}$ consists in. finding a critical region of the type $0<\lambda<\lambda_{0}$, where $\lambda_{0}$ is given by (16.21a), which requires the distribution of $\lambda$ under $H_{0}$. In this case, it is not necessary to obtain the distribution of $\lambda$.since $\lambda=\phi\left(t^{2}\right)$ is a monotonic function of $t^{2}$ and the-test can well be carried on with $t^{2}$ as a criterion as with $\lambda$ [c.f. Theorem 16.1]. Now $t^{2}=0$ when $\lambda=1$ and $t^{2}$ becomes infinite when $\lambda=0$. The critical region of the $L R$ test viz., $0<\lambda<\lambda_{0}$. on using (16.31) is equivalent to

$$
\begin{aligned}
& \left(1+\frac{t^{2}}{n-1}\right)^{-n / 2} & \leq \lambda_{0} \\
\Rightarrow \quad & \left(1+\frac{t^{2}}{n-1}\right)^{n / 2} & \geq \lambda_{0}-1 \\
\Rightarrow \quad & \frac{t^{2}}{n-1} & \geq\left(\lambda_{0}\right)^{-2 / n}-1 \\
\Rightarrow & t^{2} & \geq(n-1)\left[\lambda_{0}-2 / n-1\right]=A^{2}, \text { (say). }
\end{aligned}
$$

Thus the critical region may well be defined by

$$
\begin{equation*}
|t|=\left|\frac{\sqrt{n}\left(\bar{x}-\mu_{0}\right)}{S}\right| \geq A \tag{16.32}
\end{equation*}
$$

where the constant $A$ is determined such that

$$
\begin{equation*}
P\left[|t| \geq A \mid H_{0}\right]=\alpha \tag{16.33}
\end{equation*}
$$

Since under $H_{0}$, the statistic $t$ follows Sudent's $t$ distribution with ( $n-1$ ) d.f.,

$$
A=t_{n-1}(\alpha / 2)
$$

where the symbol $t_{n}(\alpha)$ stands for the right tail $100 \alpha \%$ point of the $\boldsymbol{t}$-distribution with $\boldsymbol{n}$ d.f. given by

$$
P\left\{t>t_{n}(\alpha)\right\}=\int_{t_{n}(\alpha)}^{\infty} f(t) d t=\alpha
$$

where $f(\cdot)$ is the p.d.f. of Student's $t$ with $n$ d.f. The critical region is shown in the following diagram.


Thus for testing $H_{0}: \mu=\mu_{0}$ against $\mu \neq \mu_{0}\left(\sigma^{2}-\right.$ unknown $)$, we have thé two-tailed 1 -test defined as follows:

$$
\text { If }|t|=\left|\frac{\sqrt{n}\left(\bar{x}-\mu_{0}\right)}{S}\right|>t_{n-i}(\alpha / 2), \text { reject } H_{0} \text { and if }|t|<t_{n-1}(\alpha / 2), H_{0}
$$ may be accepted.

Important Remarks. 1. Let us now consider the problem of testing the hypothesis

$$
H_{0}: \mu=\mu_{0}, 0<\sigma^{2}<\infty
$$

against the alternative hypothesis

$$
H_{1}: \mu>\mu_{0}, 0<\sigma^{2}<\infty
$$

Here

$$
\theta=\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty, 0<\sigma^{2}<\infty\right\}
$$

and

$$
\Theta_{0}=\left\{\left(\mu, \sigma^{2}\right): \mu=\mu_{0}, 0<\sigma^{2}<\infty\right\}
$$

The maximum likelihood estimates of $\mu$ and $\sigma^{2}$ belonging to $\Theta$ are given by

$$
\begin{equation*}
\hat{\mu}= \begin{cases}\bar{x}, & \text { if } \bar{x} \geq \cdot \mu_{0}\end{cases} \tag{16-34}
\end{equation*}
$$

and

$$
\hat{\sigma}^{2}=\left\{\begin{array}{l}
s^{2}, \text { if } \bar{x} \geq \mu_{0}  \tag{16-34a}\\
s_{0}^{2}, \text { if } \bar{x}<\mu_{0}
\end{array}\right.
$$

$$
\text { i. } \mu_{0}^{\prime} \text {, if } \bar{x}<\mu_{0}
$$

$$
\begin{equation*}
s_{0}^{2}=\frac{1}{n_{i=1}} \sum_{i=1}^{n}\left(x_{j}-\mu_{0}\right)^{2} \tag{16.34b}
\end{equation*}
$$

Thus

$$
L(\hat{\Theta})=\left[\begin{array}{l}
\left(\frac{1}{2 \pi s^{2}}\right)^{n / 2} \exp \left(-\frac{n}{2}\right), \text { if } \bar{x} \geq \mu_{0} \\
\left(\frac{1}{2 \pi s_{0}^{2}}\right)^{n / 2} \cdot \exp \left(-\frac{n}{2}\right), \text { if } \bar{x}<\mu_{0}
\end{array}\right.
$$

In $\Theta_{0}$, the only unknown parameter is $\sigma^{2}$ whose $M L E$ is given by $\hat{\sigma}^{2}=s_{0}{ }^{2}$. Thus

$$
\begin{align*}
L\left(\hat{\Theta}_{0}\right) & =\left(\frac{1}{2 \pi s_{0}^{2}}\right)^{n / 2} \exp \left(-\frac{n}{2}\right) \\
\therefore \quad \lambda & =\frac{L\left(\hat{\Theta}_{0}\right)}{L(\hat{\Theta})}=\left\{\begin{array}{r}
\left(s^{2} / s_{0}^{2}\right)^{n / 2}, \text { if } \bar{x} \geq \mu_{0} \\
1 \quad \text { if } \bar{x}<\mu_{0}
\end{array}\right.
\end{align*}
$$

Thus the sample observations $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ for which $\dot{\bar{x}}<\mu_{0}$ are to be included in the acceptance region. Hence for the sample observations for which $\bar{x} \geq \mu_{0}$, the likelihood ratio criterion becomes

$$
\lambda=\left(s^{2} / s_{0}^{2}\right)^{n / 2}, \bar{x} \geq \mu_{0}
$$

which is the same as the expression obtained in (16.29). Proceeding similarly as in the above problem, the critical region of the form $0<\lambda<\lambda_{0}$ will be equivalently given by [c.f. (16.32)]

$$
t^{2}=\frac{n\left(\bar{x}-\mu_{0}\right)^{2}}{S^{2}} \geq A^{2}
$$

or by

$$
t=\frac{\sqrt{n}\left(\bar{x}-\mu_{0}^{\prime}\right)}{S} \geq A \quad\left(\because \bar{x} \geq \mu_{0}\right)
$$

where $t$ follows Student's $t$ distribution with $(n-1)$ d.f. The constant $A$ is to be determined so that

$$
\begin{align*}
& P(t>A) & =\alpha  \tag{16.39}\\
\Rightarrow & A & =t_{n-1}(\alpha)
\end{align*}
$$

Hence for testing $H_{0}: \mu=\mu_{0}$ against $H_{1}: \mu>\mu_{0}$, we have the right. tailed-t-test defined as follows :

$$
\text { Reject } H_{0} \text { if } t=\frac{\sqrt{n}\left(\dot{\bar{x}}-\mu_{0}\right)}{S}>t_{n-1}(\alpha) \text { and }
$$

if $\quad t<t_{n-1}(\alpha), H_{0}$ may be accepted.
2. If we want to test

$$
H_{0}: \mu=\mu_{0}, 0<\sigma^{2}<\infty
$$

against the altemative hypothesis

$$
\dot{H}_{1}: \mu<\mu_{0}, 0<\sigma^{2}<\infty,
$$

then ploceeding exactly similarly as in Remark 1 above, we shall get the critical regiun given by

$$
\begin{equation*}
t<-t_{n-1}(\alpha) \tag{1640}
\end{equation*}
$$

In this case we have the left tailed t-test defined as follows :
If $t=\frac{\sqrt{n}\left(\bar{x}-\mu_{0}\right)}{S}<-t_{n-1}(\alpha)$, reject $H_{0}$ otherwise $H_{0}$ may, be accepted.
3. We summarise below in a tabular form the test criterion, along with the confidence interval for the parameter for testing the hypothesis $H_{0}: \mu=\mu_{0}$ against various alternatives for the normal population when $\sigma^{2}$ is not known.
[Here $t_{n}(\alpha)$ is upper $\alpha$-point of the $t$-distrbution with $n$ d.f. as detined in (16.33a). 」

NORMAL POPULATION $N\left(\mu, \sigma^{2}\right) ; \sigma^{2}$ UNKNOWN

| $\left\lvert\, \begin{gathered} \text { Serial } \\ \mathbf{N o} \end{gathered}\right.$ | Hypothesis | Test | Test Štatistic | Reject $H_{0}$ at Levet of Significance, $x_{2}$ if | ( $1-\alpha$ ) confidence inserval for $\mu$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\left\{\begin{array}{l} H_{0}: \mu=\mu_{0} \\ H_{1}: \mu \neq \mu_{0} \end{array}\right.$ | Two tailed test | $t=\frac{\bar{x}-\mu_{0}}{S / \sqrt{n}}$ | $\left\\|\\|>i_{n-1}(\alpha / 2)\right.$ | $\bar{x}-\frac{S}{\sqrt{n}} t_{n-2}(\alpha / 2) \leq \mu$ |
| 2. | $\begin{aligned} & H_{0}: \mu ₹ \mu_{0} \\ & H_{1}: \mu>\mu_{0} \end{aligned}$ | Right tailed test | -do- | $1>1 n_{-1}(\alpha)$ | $\begin{aligned} & \leq \bar{x}+\frac{s}{\sqrt{n}} t_{n-1}(\alpha \Omega) \\ & \mu \geq \bar{x}-\frac{S}{\sqrt{n}} t_{n-1}(\alpha) \end{aligned}$ |
| 3. | $\begin{aligned} & H_{0}: \mu=\mu_{0} \\ & H_{1}: \mu<\mu_{0} \end{aligned}$ | Left tailed test | - do- | $t<-t_{n-1}(\alpha)$ | $\mu \leq \bar{x}+\frac{s}{\sqrt{n}} t_{n-1}(\alpha)$ |

16.7.2. Test for the Equality of Means of Two Normal Populations. Let us consider iwo independent random variables $X_{1}$ and $X_{2}$ following normal distributions $N\left(1_{1}, \sigma_{1}^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}^{2}\right)$ respectively where the means $\mu_{1}, \mu_{2}$ and the variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ are unspecified. Suppose we want to test the hypothesis:

$$
H_{0}: \mu_{1}=\mu_{2}=\mu, \text { (say), (unspecified); } 0<\sigma_{1}^{2}<\infty, 0<\sigma_{2}^{2}<\infty,
$$

against the alternative hypothesis
$H_{1}: \mu_{1} \neq \mu_{2}, \sigma_{1}^{2}>0, \sigma_{2}^{2}>0$.

## Case 1. Population variances are unequàl.

$$
\cdot \theta=\left\{\left(\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}\right):-\infty<\mu_{i}<\infty, \sigma_{i}^{2}>0, i=1,2\right\}
$$

and

$$
\Theta_{0}=\left\{\left(\mu, \sigma_{1}^{2}, \sigma_{2}^{2}\right):-\infty<\mu<\infty, \sigma_{i}^{2}>0, i=1,2\right\}
$$

Let $x_{1 i}(i=1,2, \ldots, m)$ and $x_{2 j}(j=1,2, \ldots, n)$ be two independent random samples of sizes $m$ and $n$ from the populations $N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $N\left(\ell_{2}, \sigma_{2}{ }^{2}\right)$ respectively. Then the likelihoopd function is given by

$$
\begin{align*}
& L=\left(\frac{.1}{2 \pi \sigma_{1}^{2}}\right)^{m / 2} \cdot \exp \left[-\frac{1}{2 \sigma_{1}^{2}} \sum_{i=1}^{m}\left(x_{1 i}-\mu_{1}\right)^{2}\right] \\
& \times\left(\frac{1}{2 \pi \sigma_{2}^{2}}\right)^{n / 2} \cdot \exp \left[-\frac{1}{2 \sigma_{2}^{2}} \sum_{j=1}^{n}\left(x_{2 j}-\mu_{2}\right)^{2}\right]
\end{align*}
$$

The maximum likelihood estimates for $\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}$ and $c_{2}{ }^{2}$ are given by the equations:

$$
\begin{align*}
& \frac{\partial}{\partial \mu_{1}} \log L=0 \Rightarrow \hat{\mu}_{1}=\frac{1}{m} \sum_{i=1}^{m} x_{1 i}=\bar{x} \\
& \frac{\partial}{\partial \mu_{2}} \log L=0 \Rightarrow \hat{\mu}_{2}=\frac{1}{n} \sum_{j=1}^{n} x_{2 j}=\bar{x}_{2} \\
& \frac{\partial}{\partial \sigma_{1}{ }^{2}} \log L=0 \Rightarrow \hat{\sigma}_{1}{ }^{2}=\frac{1}{m} \sum_{i=1}^{m}\left(x_{1 i}-\bar{x}_{1}\right)^{2}=s_{1}^{2}, \text { (say). }
\end{align*}
$$

and $\frac{\partial}{\partial \sigma_{2}^{2}} \log L=0 \Rightarrow \hat{\sigma}_{2}^{2}=\frac{1}{n} \sum_{j=1}^{i}\left(x_{2 j}-\bar{x}_{2}\right)^{2}=s_{2}{ }^{2}$, (say).
Substituting in (16.41); we get

$$
L(\theta)=\left(\frac{1}{2 \pi s_{1}^{2}}\right)^{m / 2} \cdot\left(\frac{1}{2 \pi s_{2}^{2}}\right)^{n / 2} \cdot e^{-(m+n) / 2}
$$

In $\Theta_{0}$, we have $\mu_{1}=\mu_{2}=\mu$ and the likelihood function is given by :

$$
\begin{aligned}
L\left(\theta_{0}\right)=\left(\frac{1}{2 \pi \sigma_{1}^{2}}\right)^{m / 2} \cdot & \exp \left[-\frac{1}{2 \sigma_{1}^{2}} \sum_{i=1}^{m}\left(x_{1 i}-\mu\right)^{2}\right] \\
& \times\left(\frac{1}{2 \pi \sigma_{2}^{2}}\right)^{n / 2} \cdot \exp \left[-\frac{1}{2 \sigma_{2}^{2}} \sum_{j=1}^{n^{\prime}}\left(x_{2 j}-\mu\right)^{2}\right]
\end{aligned}
$$

To obtain the maximum value of $L\left(\Theta_{0}\right)$ for variations in $\mu, \sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$, it will be seen that estimate of $\mu$ is obtained as the root of a cubic equation

$$
\frac{m^{2}\left(\bar{x}_{1}-\mu\right)}{\sum_{i=1}^{m^{\prime}}\left(x_{1 i}-\hat{\mu}\right)^{2}}+\frac{n^{2}\left(\bar{x}_{2}-\mu\right)}{\sum_{j=1}^{n}\left(\bar{x}_{2 j}-\hat{\mu}\right)^{2}}
$$

and is thus a complicated function of the sample observations. Consequently the likelihood ratio criterion $\lambda$ will be a complex function of the observations and
its distribution is quite tedious since it involves the ratio of two variances. Consequently, it is impossible to obtain the critical region $0<\lambda<\lambda_{0}$, for given $\alpha$, since the discribution of the population variances is ordinarily unknown. However, in any given instance the cubic equation (16:43) can be solved for $\mu$ by numerical analysis technique and thus $\lambda$ can be computed. Finally, as an approximate test, $-2 \log _{c} \lambda$ can be regarded as a $\chi^{2}$-variate with 1 d.f. (c.f. Theorem 16.2).

Case 2. Population Variances are equal, i.e., $\sigma_{\mathrm{t}}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}$, (say). In this case

$$
\begin{aligned}
& \theta=\left\{\left(\mu_{1}, \mu_{2}, \sigma^{2}\right):-\infty<\mu_{i}<\infty, \sigma^{2}>0_{!}(i=1,2)\right\} \\
& \Theta_{0}=\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty, \sigma^{2}>0\right\}
\end{aligned}
$$

The likelihood function is then given by

$$
\begin{equation*}
L=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{(m+n) / 2} \cdot \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{i=1}^{m}\left(x_{1 i}-\mu_{1}\right)^{2}+\sum_{i=1}^{n}\left(x_{2 j}-\mu_{2}\right)^{2}\right\}\right] \tag{16-44}
\end{equation*}
$$

For $\mu_{1}, \mu_{2}, \sigma^{2} \in \Theta$, the maximum likelihood equations are given by

$$
\left.\begin{array}{l}
\frac{\partial}{\partial \mu_{1}} \log L=0 \Rightarrow \hat{\mu}_{1}=\bar{x}_{1}  \tag{16-45}\\
\frac{\partial}{\partial \mu_{2}} \log L=0 \Rightarrow \hat{\mu}_{2}=\bar{x}_{2}
\end{array}\right\}
$$

and $\frac{\partial}{\partial \sigma^{2}} \log L=0 \Rightarrow, \hat{\sigma}^{2}=\frac{i}{m+n}\left[\Sigma\left(x_{1 i}-\hat{\mu}_{1}\right)^{2}+\Sigma\left(x_{2 j}-\hat{\mu}_{2}\right)^{2}\right]$

$$
\begin{align*}
\Rightarrow \quad \hat{\sigma}^{2} & =\frac{1}{m+n}\left[\Sigma\left(x_{1 i}-\bar{x}_{1}\right)^{2}+\Sigma\left(x_{2 j}-\bar{x}_{2}\right)^{2}\right] \\
& =\frac{1}{m+n}\left[m s_{1}^{2}+n s_{2}^{2}\right] \tag{16-45a}
\end{align*}
$$

Substituting the values from (16-45) and (16-45a) in (16.44), we get

$$
\begin{equation*}
L(\hat{\Theta})=\left[\frac{(m+n)}{2 \pi\left(m s_{1}^{2}+n s_{2}^{2}\right)}\right]^{(m+n) / 2} \cdot \exp \left[-\frac{1}{2}(m+n)\right] \tag{16-40}
\end{equation*}
$$

In $\Theta_{0,}, \mu_{1}=\mu_{2}=\mu_{1}$ (say), and we get

$$
\begin{align*}
& u\left(\theta_{0}\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{(m+n) / 2} \cdot \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{i=1}^{m}\left(x_{1 i}-\mu\right)^{2}\right.\right. \\
&\left.\left.+\sum_{j=1}^{n}\left(x_{2 j}-\mu\right)^{2}\right\}\right] \tag{16.47}
\end{align*}
$$

$\Rightarrow \log L\left(\theta_{0}\right)=C=\frac{m+n}{2} \log \sigma^{2}-\frac{1}{2 \sigma^{2}}\left[\sum_{i}\left(x_{1 i}-\mu\right)^{2}+\sum_{j}\left(x_{2 j}-\mu\right)^{2}\right]$.
where $C$ is a constant independent of $\mu$ and $\sigma^{2}$. The likelihood equation for estimating $\mu$ gives

$$
\begin{align*}
& \frac{\partial}{\partial \mu} \log L=\frac{1}{\sigma^{2}}\left[\sum_{i=1}^{m}\left(x_{1 i}-\mu\right)+\sum_{j=1}^{n}\left(x_{2 j}-\mu\right)\right]=0 \\
& \Rightarrow \quad\left(m \bar{x}_{1}+n \bar{x}_{2}\right)-(m+n) \mu=0 \\
& \Rightarrow \quad \hat{\mu}=\frac{1}{m+n}\left[m \bar{x}_{1}+n \bar{x}_{2}\right]  \tag{16-48}\\
& \text { Also } \\
& \frac{\partial}{\partial \sigma^{2}} \log L=0 \\
& \Rightarrow \quad-\frac{(m+n)}{2 \sigma^{2}}+\frac{1}{2 \sigma^{4}}\left[\Sigma\left(x_{1 i}-\mu\right)^{2}+\Sigma\left(x_{2 j}-\mu\right)^{2}\right]=0 \\
& \Rightarrow \quad \hat{\boldsymbol{\sigma}}^{2}=\frac{1}{m+n}\left[\Sigma\left(x_{1 i}-\hat{\mu}\right)^{2}+\Sigma\left(x_{2 i}-\hat{\mu}\right)^{2}\right] \\
& \text { But } \\
& \sum_{i=1}^{m}\left(x_{1} t-\hat{\mu}\right)^{2}=\sum_{i=1}^{m}\left(x_{1 i}-\bar{x}_{1}+\bar{x}_{1}-\hat{\mu}\right)^{2} \\
& =\Sigma\left(x_{1 i}-\bar{x}_{i}\right)^{2}+m\left(\bar{x}_{1}-\hat{\mu}\right)^{2},
\end{align*}
$$

the product term vanishes since

$$
\begin{aligned}
\sum_{i}\left(x_{1 i}-\bar{x}_{1}\right) & =0 \\
\therefore \quad \sum_{i=1}^{m}\left(x_{1 i}-\hat{\mu}\right)^{2} & =m s_{1}{ }^{2}+m\left[\bar{x}_{1}-\frac{m \bar{x}_{1}+n \bar{x}_{2}}{m+n}\right]^{2} \\
& =m s_{1}{ }^{2}+\frac{m n^{2}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}}{(m+n)^{2}}
\end{aligned}
$$

Similarly, we shall gea

$$
\sum_{j=1}^{n}\left(x_{2 j}-\hat{\mu}\right)^{2}=n s_{2}^{2}+\frac{n m^{2}\left(\bar{x}_{2}-\bar{x}_{1}\right)^{2}}{\left(m_{1}+n\right)^{2}}
$$

Substituting in (16-49), we get

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{1}{m+n}\left[m s_{1}^{2}+n s_{2}^{2}+\frac{m n}{m+n}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}\right] \tag{16-49a}
\end{equation*}
$$

Substituting from (16-48) and (16-49a) in (16-47), we get

$$
\begin{align*}
L\left(\hat{\Theta}_{0}\right) & \left.=\left\{\frac{(m+n)}{2 \pi\left(m s_{1}{ }^{2}+n s_{2}{ }^{2}+\frac{m n}{m{ }^{\prime}+n}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}\right.}\right)\right\}^{(m+n) / 2} \\
\therefore \quad \lambda & \quad x \exp \left(-\frac{m+n}{2}\right) \ldots\left(\hat{\Theta}_{0}\right)  \tag{16.50}\\
L \hat{\Theta}) & =\left\{\frac{m s_{1}^{2}+n s_{2}^{2}}{m s_{1}^{2}+n s_{2}{ }^{2}+\frac{m n}{m+n}\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}}\right\}^{(m+n) / 2}
\end{align*}
$$

$$
=\left\{\frac{1}{\left(1+\frac{m n\left(\bar{x}_{1}-\bar{x}_{2}\right)^{2}}{(m+n)\left(m s_{1}^{2}+n s_{2}^{2}\right)}\right)}\right\}^{(m+\pi) / 2}
$$

We know that (c.f. § 14-2.10), under the null hypothesis $H_{0}: \mu_{1}=\mu_{2}$, the statistic
where

$$
\begin{align*}
t & =-\frac{\bar{x}_{1}-\bar{x}_{2}}{S \sqrt{\frac{1}{m}+\frac{1}{n}}} .  \tag{...}\\
S^{2} & =\frac{1}{m+n-2}\left(m s_{1}^{2}+n s_{2}^{2}\right) \tag{16.52a}
\end{align*}
$$

follows Student's $t$-distribution with $(m+n-2)$ d.f. Thus in terms of $t$, we get

$$
\begin{equation*}
\lambda=\left[1+\frac{t^{2}}{m+n-2}\right]^{-(m+n) / 2} \tag{16.53}
\end{equation*}
$$

As in $\S 16.7 \cdot 1$, the test can as well be carried with $t$ rather than with $\lambda$. The critical region $0<\lambda<\lambda_{0}$, transforms to the critical region of the type

$$
t^{2}>(m+n-2)\left[\frac{1}{\lambda_{0}^{2} /(m+n)}-1\right]=A^{2}, \text { (say) }
$$

i.e., by

$$
|t|>A
$$

where $A$ is determined so that

$$
\begin{equation*}
P\left[\left|,|>A| H_{0}\right]=\alpha\right. \tag{16.55}
\end{equation*}
$$

Since under $H_{0}$, the statistie $t$ follows Student's $t$-distribution with ( $m+n-2$ ) d.f., we get from (16.55)

$$
\begin{equation*}
A=t_{m+n-2}(\alpha / 2) \tag{16.56}
\end{equation*}
$$

where, $t_{n}(\alpha)$ is the right $100 \alpha \%$ point of the $t$-distribution with $n$ d.f.
Thus for testing the null hypothesis

$$
H_{0}: \mu_{1}=\mu_{2} ; \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}>0
$$

against the alternative

$$
H_{1}: \mu_{1} \neq \mu_{2}, \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}>0,
$$

we have the two-tailed $t$-test defined asfollows ;
If
reject $H_{0}$, otherwise $H_{0}$ may be accepted.
Remarks. 1. Proceeding similarly as in Remarks.to § $16.7 \cdot 1$, we can obtain the critical regions for testing

$$
H_{0}: \mu_{1}=\mu_{2} ; \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}>0
$$

against the alternative hypothesis

$$
H_{1}: \mu_{1}>\mu_{2} ; \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\sigma^{2}>0
$$

or

$$
H_{1}^{\prime}: \mu_{1}<\mu_{2} ; \sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}>0
$$

We give below, in a tabular form the critical region, the test statistic and the confidence interval for testing the hypothesis

$$
H_{0}: \delta=\mu_{1}-\mu_{2}=\delta_{0}, \text { (say), }
$$

against various alternatives, viz., $\delta>\delta_{0}, \delta<\delta_{0}$ or $\delta \neq \delta_{0}$.
2. For testing $H_{0}: \delta=\delta_{0}$ against the alternative $H_{1}: \delta<\delta_{0}$, the roles of $x_{1}$ and $x_{2}$ are interchanged and the case 1 of the table is applied.
3. If $\delta_{0}=0$, the above test reduces to testing $H_{0}: \mu_{1}=\mu_{2}$, i.e., the equality of two pupulation means.
4. If the two population variances are not equal, then for testing $H_{0}: \delta=\delta_{0}$, we use Fisher-Behrens' d-test.'

| $\begin{aligned} & \mathrm{S} . \\ & \mathrm{No} . \end{aligned}$ | Alternative Hypothesis | Test | Test statistic | Reject $H_{0}$ at level of significance $\alpha$ if | (1- $\alpha$ ) confid. ence interval of $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\delta>\delta_{0}$ | Right tailed | $t=\frac{\left(\bar{x}_{1}-\bar{x}_{2}\right)-\delta_{0}}{s \sqrt{\frac{1}{m}+\frac{1}{n}}}$ | $\begin{aligned} 1 & >t_{m+n-2}(\alpha) \\ & =i_{1}, \text { (say) } \end{aligned}$ | $\delta \geq\left(\bar{x}_{1}-\bar{x}_{2}\right)-t_{1} s \sqrt{\frac{1}{m}+\frac{1}{n}}$ |
| 2. | $\delta \neq \delta_{0}$ | Two tailed |  | $\begin{gathered} 1 ; \mid>i_{\text {a+n-2 }}(\alpha / 2) \\ =i_{2},(\text { say }) \end{gathered}$ | $\begin{array}{r} \left(\bar{x}_{1}-\bar{x}_{2}\right)-t_{2} s \sqrt{\frac{1}{m}+\frac{1}{n}} \\ \leq \delta \leq\left(\bar{x}_{1}-\bar{x}_{2}\right)+l_{2} s \sqrt{\frac{1}{m}+\frac{1}{n}} \end{array}$ |

16.7.3. Test for the Equality of Means of Several Normal Populations. Let $X_{i j},\left(j=1,2, \ldots, n_{i} ; i=1,2, \ldots k\right)$ be $k$ independent random samples from $k$ normal populations with means $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ respectively and unknown but common variance $\sigma^{2}$. In other words, the $k$ normal populations are supposed to be homoscedastic. We want to test the null hypothesis

$$
\begin{array}{r}
H_{0}: \mu_{1}=\mu_{2}=\ldots=\mu_{k}=\mu \text { (say), (unspecified) } \\
\sigma_{1}{ }^{2}=\sigma_{2}^{2}=\ldots=\sigma_{k}^{2}=\sigma_{1}^{2} \text { (say), (unspecified) }
\end{array}
$$

against the alternative hypothesis
$H_{1}: \mu_{i}$ 's are not all equal,

$$
\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\ldots=\sigma_{k}^{2} \doteq \dot{\sigma}_{\ldots}^{2}, \text { (unspecified) }
$$

Thus we have

$$
\theta=\left\{\left(\mu_{1}, \mu_{2}, \ldots, \mu_{k}, \sigma^{2}\right):-\infty<\mu_{i}<\infty,(i=1,2, \ldots, k): \sigma^{2}>0\right\}
$$

and

$$
\Theta_{0}=\left\{\left(\mu_{1}, \mu_{2}, \ldots, \mu_{k}, \sigma^{2}\right):-\infty<\mu_{i}=\mu<\infty,(i=1,2, \ldots, k): \sigma^{2}>0\right\}
$$

The likelihood function of the sample observations is given by

$$
\begin{equation*}
L(\Theta)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{N / 2} \cdot \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left(x_{i j}-\mu_{i}\right)^{2}\right] \tag{16.57}
\end{equation*}
$$

where $n=\sum_{i=1}^{k} n_{i}$.
For variations of $\mu_{i},(i=1,2, \ldots, k)$ and $\sigma^{2}$ in $\theta$, the maximum likelihood estimates are given by

$$
\begin{array}{cc} 
& \frac{\partial}{\partial \mu_{i}} \log L(\Theta)=0 \Rightarrow \sum_{j}\left(x_{i j}-\mu_{i}\right)=0 \\
\Rightarrow & \hat{\mu}_{i}=\frac{1}{n_{i}} \sum_{j=1}^{m_{i}} x_{i j}=\bar{x}_{i} \\
\Rightarrow & \frac{\partial}{\partial \sigma^{2}} \log L(\Theta)=0 \Rightarrow \hat{\sigma}^{2}=\frac{1}{n} \sum_{i} \sum_{j}\left(x_{i j}-\hat{\mu}_{i}\right)^{2} \\
& \hat{\sigma}^{2}=\frac{1}{n} \sum_{i j}\left(x_{i j}-\bar{x}_{i}\right)^{2}=\frac{S_{W}}{n},(\text { say }), \tag{16.58a}
\end{array}
$$

where in ANOVA (Analysis of Variance) terminology, $S_{w}$ is called within sample sum of squares (W.S.S.).

In $\boldsymbol{\theta}_{0}$, the only variable parameters are $\mu$ and $\boldsymbol{\sigma}^{2}$ and we have

$$
\begin{equation*}
L\left(\Theta_{0}\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{N / 2} \cdot \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i j}\left(x_{i j}-\mu\right)^{2}\right\} \tag{16.59}
\end{equation*}
$$

The MLE's of $\mu$ and $\sigma^{2}$ are given by

$$
\begin{array}{ll} 
& \begin{aligned}
\frac{\partial}{\partial \mu} \log L\left(\Theta_{0}\right) & =0 \Rightarrow \sum_{i j}\left(x_{i j}-\mu\right)=0 \\
\Rightarrow & \hat{\mu}
\end{aligned}=\frac{1}{n} \Sigma \Sigma x_{i j}=\bar{x} \\
\text { and } & \frac{\partial}{\partial \sigma^{2}} \log L\left(\Theta_{0}\right)=0 \Rightarrow \hat{\sigma}^{2}=\frac{1}{n} \Sigma \Sigma\left(x_{i j}-\hat{\mu}\right)^{2} \\
\Rightarrow & \\
& \\
\hat{\sigma}^{2} & =\frac{1}{n} \Sigma \Sigma\left(x_{i j}-\bar{x}\right)^{2}=\frac{S_{\tau}}{n},(\text { sày }), \tag{16.60a}
\end{array}
$$

where in ANOVA terminology, $S_{T}$, is called total sum of squares (T.S.S.)
Substituting from (16.58) and (16.58a) in (16.57) and from (16.60) and ( $16.60 \dot{a}$ ) in (16.59), we get respectively

$$
\begin{align*}
L\left(\hat{\Theta}^{\prime}\right) & =\left(\frac{n}{2 \pi S_{W}}\right)^{\sqrt{2}} \cdot \exp \left(-\frac{n}{2}\right)  \tag{16.61}\\
\text { and } \quad L\left(\hat{\Theta}_{0}\right) & =\left(\frac{n}{2 \pi S_{T}}\right)^{\sqrt{2}} \cdot \exp \left(-\frac{n}{2}\right) \\
\therefore \quad \lambda & =\frac{L\left(\hat{\Theta}_{0}\right)}{L(\hat{\Theta})}=\left(\frac{S_{W}}{S_{T}}\right)^{n 2} \tag{16.62}
\end{align*}
$$

We have

$$
\begin{aligned}
S_{T} & =\sum_{i j} \sum_{j}\left(x_{i j}-\bar{x}\right)^{2}=\sum_{i j}\left(x_{i j}-\bar{x}_{i}+\bar{x}_{i}-\bar{x}\right)^{2} \\
& =\sum_{i j}\left(x_{i j}-\bar{x}_{i}\right)^{2}+\sum_{i j} \sum_{i}\left(\bar{x}_{i}-\bar{x}\right)^{2}+2 \sum_{i}\left[\left(\bar{x}_{i}-\bar{x}\right) \sum_{j}\left(x_{i j}-\bar{x}_{i}\right)\right]
\end{aligned}
$$

But $\sum_{j=1}^{m_{i}}\left(x_{i j}-\bar{x}_{i}\right)=0$, being the algebraic sum of the deviations of the observations of the ith sample from its mean.

$$
\begin{align*}
\therefore \quad S_{T} & =\sum_{i j}\left(x_{i j}-\bar{x}_{i}\right)^{2}+\sum_{i} n_{i}\left(\bar{x}_{i}-\bar{x}\right)^{2} \\
& \left.=S_{W}+S_{B,} \text { (say }\right) \tag{16.63a}
\end{align*}
$$

where $S_{B}=\sum_{i} n_{i}\left(\bar{x}_{i}-\bar{x}\right)^{2}$, in ANOVA terminology is called between samples sum of squares (B.S.S.):

Substituting in (16.63), we get

$$
\begin{align*}
\lambda & =\left(\frac{S_{W}}{S_{W}+S_{B}}\right)^{n / 2}  \tag{16-64}\\
& =\frac{1}{\left[1+\frac{S_{B}}{S_{W}}\right]^{n / 2}}
\end{align*}
$$

We know that under $H_{0}$, the statistic

$$
\begin{equation*}
F=\frac{S_{B} /(k-1)}{S_{W} /(n-k)} \tag{16-65}
\end{equation*}
$$

follows $F$-distribution with $(k-1 ; n-k)$ d.f.
Substituting in (16.64), the likelihood ratio criterion $\lambda$ in terms of $F$ is given by

$$
\begin{equation*}
\lambda=\left[1+\frac{k-1}{n-k} F\right]^{-\quad N / a} \tag{16.66}
\end{equation*}
$$

Since $\lambda$ is a monotonic function of $F$, the test can well be carried on with $F$ as test statistic rather than with $\lambda$.The critical region for testing $H_{0}$ against $H_{1}, v i z ., 0<\lambda<\lambda_{0}$, is equivalently given by

$$
\begin{align*}
& {\left[1+\frac{k-1}{n-k} F\right]^{n / 2}>\lambda_{0}-1 } \\
\Rightarrow \quad F> & \frac{n-k}{k-1}\left[\left(\lambda_{0}\right)^{-2 / n}-1\right]=A, \text { (say) }
\end{align*}
$$

where $A$ is determined from the equation

$$
P\left[F>A \mid H_{0}\right]=\alpha
$$

Since $F$ follows $F$-distribution with ( $k-1, n-k$ ) d.f., we get

$$
A=F_{k-1, n-k}(\alpha)
$$

where $F_{k-1, n-k}(\alpha)$ denotes the upper $\alpha$-point of the $F$-distribution with ( $k-1, n-k$ ) d.f.

Hence the test for testing

$$
H_{0}: \mu_{1}=\mu_{2}=\ldots=\mu_{k}=\mu, \sigma_{1}^{2}=\sigma_{2}^{2}=\ldots=\sigma_{k}^{2}=\sigma^{2}>0
$$

against the alternative hypothesis
$H_{1}: \mu_{i}$ 's are not all equal, $\sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\ldots=\sigma_{k}{ }^{2}=\sigma^{2}>0$
is defined as follows :
Reject $H_{0}$ if $F>F_{k-1, n-k}(\alpha)$, otherwise $H_{0}$ may be accepted, where $F$ is defined in (16.65).

Remark. In ANOVA terminology, $S_{B} /(k-1)$ is called Between Samples Mean Sum of Squares (M.S.S.) while $S_{W} /(n-k)$ is called Within Samples (or Error) Mean Sum of Squares and thus $F$ is defined as

$$
\begin{equation*}
F=\frac{\text { Between Samples M.S.S. }}{\text { Within Samples M.S.S. }} \tag{16.67c}
\end{equation*}
$$

16.7.4. Test for the Variance of a Normal Population. Let us now consider the problem of testing if the variance of a normal population has a specified value $\sigma_{0}{ }^{2}$, on the basis of a random sample $x_{1}, x_{2}, \ldots, x_{n}$ of size $n$ from normal population $N\left(\mu, \sigma^{2}\right)$.

We want to test the hypothesis

$$
H_{0}: \sigma^{2}=\sigma_{0}^{2}, \text { (specified), }
$$

against the alternative hypothesis

$$
H_{1}: \sigma^{2} \neq \sigma_{0}^{2}
$$

Here we have
and

$$
\begin{aligned}
\Theta & =\left\{\left(\mu, \dot{\sigma}^{2}\right):-\infty<\mu<\infty, \sigma^{2}>0\right\} \\
\Theta_{0} & =\left\{\left(\mu, \sigma^{2}\right):-\infty<\mu<\infty, \sigma^{2}=\sigma_{0}^{2}\right\}
\end{aligned}
$$

The likelihood function of the sample observations is given by

$$
\begin{equation*}
L=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \cdot \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}\right\} \tag{16.68}
\end{equation*}
$$

As in § (16.7.1), [c.f. (16.27)], we shall get

$$
\begin{equation*}
L(\hat{\Theta})=\left(\frac{1}{2 \pi s^{2}}\right)^{N / 2} \exp \left(-\frac{n}{2}\right) \tag{18.69}
\end{equation*}
$$

In $\Theta_{0}$, we have only one variable parameter, viz., $\mu$ and

$$
L\left(\Theta_{0}\right)=\left(\frac{1}{2 \pi \sigma_{0}^{2}}\right)^{\omega / 2} \exp \left[-\frac{1}{2 \sigma_{0}^{2}} \sum_{i=0}^{n}\left(x_{i}-\mu\right)^{2}\right]
$$

The MLE for $\mu$ is given by

$$
\begin{align*}
& \frac{\partial}{\partial \mu} \log L=0 \Rightarrow \hat{\mu}=\bar{x} \\
& \therefore \quad L\left(\hat{\Theta}_{0}\right)=\left(\frac{1}{2 \pi \sigma_{0}^{2}}\right)^{N / 2} \exp \left[-\frac{1}{2 \sigma_{0}^{2}} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}\right] \\
&=\left(\frac{1}{2 \pi \sigma_{0}^{2}}\right)^{n / 2} \exp \left[-\frac{n s^{2}}{2 \sigma_{0}^{2}}\right] \tag{16.7.1}
\end{align*}
$$

The likelihood ratio criterion is given by

$$
\lambda=\frac{L\left(\hat{\theta}_{0}\right)}{L(\hat{\theta})}=\left[\frac{s^{2}}{\sigma_{0}^{2}}\right]^{N / 2} \exp \left[-\frac{1}{2}\left(\frac{n s^{2}}{\sigma_{0}^{2}}-n\right)\right]
$$

We know that under $H_{0}$, the statistic

$$
\begin{equation*}
x^{2}=\frac{n s^{2}}{\sigma_{0}^{2}} \tag{16.72}
\end{equation*}
$$

follows chì-square distribution with $(n-1)$ d.f. In terms of $\chi^{2}$, wẹ have

$$
\begin{equation*}
\lambda=\left[\frac{x^{2}}{n}\right]^{n / 2} \cdot \exp \left[-\frac{1}{2}\left(\chi^{2}-n\right)\right] \tag{16.73}
\end{equation*}
$$

Since $\lambda$ is a monotonic function of $\chi^{2}$, the test may be done using $\chi^{2}$ as a criterion. The critical region $0<\lambda<\lambda_{0}$ is now equivalent to
or

$$
\left(x^{2} / n\right)^{n / 2} \exp \left[-\frac{1}{2}\left(x^{2}-n\right)\right]<\lambda_{0}
$$

$$
\begin{equation*}
\exp \left(-\frac{1}{2} x^{2}\right)\left(\chi^{2}\right)^{n / 2}<\lambda_{0}\left(n e^{-1}\right)^{n / 2}=B, \text { (saỳ). } \tag{16.74}
\end{equation*}
$$

Since $\chi^{2}$ has chi-square distribution with $(n-1)$ d.f., the critical region ( 16.74 ) is determined by a pair of intervals $0<\chi^{2}<\chi_{2}{ }^{2}$ and $\chi_{1}{ }^{2}<\chi^{2}<\infty$,
 where $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are to be determined such that the ordinates of (16.73) are equal, i.e.,

$$
\begin{aligned}
& \left(x_{1}^{2}\right)^{1 / 2 / 2} \exp \left(-\frac{1}{2} x_{1}^{2}\right) \\
& \quad=\left(x_{2}^{2}\right)^{1 / 2} \exp \left(-\frac{1}{2} x_{2}^{2}\right)
\end{aligned}
$$

Critical region is shown as shaded region in the above diagram.

In other words, $\chi_{1}{ }^{2}$ and $\chi_{2}{ }^{2}$ are defined by the equations
and

$$
\left.\begin{array}{l}
P\left(x_{1}^{2}>x_{1}^{2}\right)=\alpha / 2  \tag{16.75}\\
P\left(x^{2}>x_{2}^{2}\right)=1-\frac{\alpha}{2}
\end{array}\right\}
$$

In other words,

$$
x_{1}^{2}=x^{2}{ }_{n-1}(\alpha / 2) \text { and } x_{2}^{2}=x^{2}{ }_{n-1}(1-\alpha / 2) \text {, }
$$

where $\chi^{2}(n-1)(\alpha)$ is the upper $\alpha$-point of the chi-square distribution with $(n-1)$ d.f. Thus the critical region for lesting $H_{0}: \sigma^{2}=\sigma_{0}^{2}$ against $H_{1}: \sigma^{2} \neq \sigma_{0}{ }^{2}$, is a two-tailed region given by

$$
x^{2}>\dot{x}_{n-i}^{2}(\alpha / 2) \text { and } \chi^{2}<\chi_{n-1}^{2}(1-\alpha / 2)
$$

Thus, in this case we have a two-ailed test.
Remarks. 1. If we want to test $\dot{H}_{0}: \sigma^{2}=\sigma_{0}{ }^{2}$ against the alternative hypothesis $H_{1}: \sigma^{2}<\sigma_{0}^{2}$ we get a one-tailed (left-tailed) test with critical region $\chi^{2}<\chi^{2}{ }_{(n-1)}(1-\alpha)$ while for testing $H_{0}$ against $H_{1}: \sigma^{2}>\sigma_{0}{ }^{2}$, we have a right tailed test with critical region $\chi^{2}>\chi^{2}{ }_{(n-1)}(\alpha)$.

We give below in a tabular form, the test statistic, the test criterion and the confidence interval for the parameter for testing $H_{0}: \sigma^{2}=\sigma_{0}{ }^{2}, \mu$ (unknown), ( against various altemative hỵpotheses.

NORMAL POPULATION $N\left(\mu, \sigma^{2}\right) ; \mu$ UNKNOWN ; $H_{0}: \dot{\sigma}^{2}=\sigma_{0}{ }^{2}$

| $\begin{gathered} \text { s. } \\ \text { No. } \end{gathered}$ | Alternative İypothesis | Test | $\begin{gathered} \text { Test } \\ \text { statistic } \end{gathered}$ | Reject $H_{o}$ at ' $\alpha$ ' level of' <br> significance if | $(1-\alpha)$ <br> confidence inserval for $\sigma^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.' | $\sigma^{2}>\sigma_{0}^{2}$ | $\begin{gathered} \text { Right-tailed } \\ \text { teat } \end{gathered}$ | $x^{2}=\frac{n s^{2}}{\sigma_{0}^{2}}$ | $x^{2}>x^{2}{ }_{n-1}(\alpha)$ | $\sigma^{2} \geq \frac{n s^{2}}{x^{2}(\alpha-1)}$ |
| 2. | $\sigma^{2}<\sigma_{0}^{2}$ | $\begin{aligned} & \text { Lefit:sailed } \\ & \text { test } \end{aligned}$ | -do | $\chi^{2}<\chi^{2}{ }_{\text {a }}(1-\alpha)$ | $\sigma^{2} \leq \frac{n \sigma^{2}}{x_{n-1}^{2}(1-\alpha)}$ |
| 3. | $\sigma^{2} \neq \sigma_{0}^{2}$ | $\begin{gathered} \text { Two-niled } \\ \text { test } \end{gathered}$ | -do- | $x^{2}>x^{2}{ }^{2}(\alpha / 2)$ and $x^{2}<x^{2}{ }_{n-1}(1-\alpha / 2)$ | $\begin{aligned} & \frac{n s^{2}}{x_{n-1}^{2}(\alpha / 2)}>\sigma^{2} . \\ & \leq \frac{n s^{2}}{x_{n-1}^{2}(1-\alpha / 2)} \end{aligned}$ |

2. If we want to test the null hypothesis $H_{0}: \sigma^{2}=\sigma_{0}{ }^{2}$ against the various altéńálive hypótheses, viz., $\sigma^{2} \geq \sigma_{0}^{2}$ or $\sigma^{2}<\sigma_{0}{ }^{2}$ or $\sigma^{2} \neq \sigma_{0}{ }^{2}$ for the normal pópulation $N\left(j, \sigma^{2}\right)_{\text {a }}$ where $\mu$ is known then the test statistic, the critical region and tine confidence interval for $\sigma^{2}$ can be obtained from the table given above on replacing $(n-1)$ by $n \vec{n}$ and $n s^{2}$ by the expression $\sum_{i=1}^{n}\left(x_{i}=\mu\right)^{2}$.
16.7.5. Test for Equality of Variances of two Normal Populations. Consider two normal populations $N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$ where the means $\mu_{1}$ and $\mu_{2}$ and variances $\sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}$ are unspecified. We want to test the hypothesis:
$H_{0}: \sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ (unspecificd); with $\mu_{1}$ and $\mu_{2}$ (unspecified) against the alternative hypothesis
$H_{1}: \sigma_{1}{ }^{2} \neq \sigma_{2}^{2} ; \mu_{1}$ and $\mu_{2}$ (unspecified).
If $x_{1 i},(i=1,2, \ldots, m)$ and $x_{2 j},(j=1,2, \ldots, n)$ be independent random samples of sizes $m$ and $n$ from $N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$ respectively then

$$
\begin{align*}
L= & \left(\frac{1}{2 \pi \sigma_{1}^{2}}\right)^{m / 2} \exp \left[-\frac{1}{2 \sigma_{1}^{2}} \sum_{i=1}^{m}\left(x_{1 i}-\mu_{1}\right)^{2}\right] \\
& \times\left(\frac{1}{2 \pi \sigma_{2}^{2}}\right)^{n / 2} \exp \left[-\frac{1}{2 \sigma_{2}^{2}} \sum_{j=1}^{n}\left(x_{2 j}-\mu_{2}\right)^{2}\right]
\end{align*}
$$

In this case

$$
\left.\Theta=\left\{\mu_{1}, \mu_{2}, \sigma_{1}^{2}, \sigma_{2}^{2}\right):-\infty<\mu_{i}<\infty ; \sigma_{i}^{2}>0,(i=1,2)\right\}
$$

and

$$
\theta_{0}=\left\{\left(\mu_{1}, \mu_{2}, \sigma^{2}\right):-\infty<\mu_{i}<\infty ;(i=1,2), \sigma^{2}>0\right\}
$$

As in § 16.7 .2 [c.f. (1642)],

$$
L(\hat{\Theta})=\left(\frac{1}{2 \pi s_{1}^{2}}\right)^{m / 2} \cdot\left(\frac{i}{2 \pi s_{2}^{2}}\right)^{n / 2} \cdot \operatorname{cxp}\left[-\frac{1}{2}(m+n)\right]
$$

where $s_{1}{ }^{2}$ and $s_{2}{ }^{2}$ are as defined in (16-41a).
In $\Theta_{0}$, the likelihood furiction (16.77) is given by

$$
\begin{equation*}
L\left(\Theta_{0}\right)=\left[\frac{1}{2 \pi \sigma^{2}}\right]^{(m+n) / 2} \cdot \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{i}\left(x_{1 i}-\mu_{1}\right)^{2}+\sum_{j}\left(x_{2 j}-\mu_{2}\right)^{2}\right\}\right] \tag{16.79}
\end{equation*}
$$

and the MLE's for $\mu_{1}, \mu_{2}$ and $\sigma^{2}$ are now given by

$$
\hat{\mu}_{1}=\bar{x}_{1}, \hat{\mu}_{2}=\bar{x}_{2}
$$

and $\quad \hat{\sigma}^{2}=\frac{1}{(m+n)}\left[\sum_{i}\left(x_{1 i}-\hat{\mu}_{1}\right)^{2}+\sum_{j}\left(x_{2 j}-\hat{\mu}_{2}\right)^{2}\right]$

$$
\begin{align*}
& =\frac{1}{m+n}\left[\sum_{i}\left(x_{1 i}-\bar{x}_{1}\right)^{2}+\sum_{j}\left(x_{2 j}-\bar{x}_{2}\right)^{2}\right] \\
& =\frac{m s_{1}^{2}+n s_{2}^{2}}{m+n} \tag{16.80a}
\end{align*}
$$

Substituting from (16.80) and (16.80a) in (16.79), we get

$$
\begin{equation*}
L\left(\hat{\Theta}_{0}\right)=\left[\frac{m+n}{2 \pi\left(m s_{1}^{2}+n s_{2}^{2}\right)}\right]^{(m+n) \dot{2}} \cdot \exp \left[-\frac{1}{2}(m+n)\right] \tag{16.81}
\end{equation*}
$$

$$
\begin{align*}
\therefore \quad \lambda & =\frac{L\left(\hat{\Theta}_{0}\right)}{L(\hat{\Theta})} \\
& =(m+n)^{(m+n) / 2}\left\{\frac{\left(s_{1}^{2}\right)^{m / 2}\left(s_{2}^{2}\right)^{n / 2}}{\left[m s_{1}^{2}+n s_{2}^{2}\right]^{(m+n) / 2}}\right\} \\
& =\frac{(m+n)^{(m+n) / 2}}{m^{m / 2} \cdot n^{n / 2}}\left\{\frac{\left(m s_{1}^{2}\right)^{m / 2}\left(n s_{2}^{2}\right)^{n / 2}}{\left.!m s_{1}^{2}+n s_{2}^{2}\right]^{(m+n) / 2}}\right\} \tag{16•82}
\end{align*}
$$

We know that under $H_{0}$, the statistic

$$
\begin{equation*}
F=\frac{\sum\left(x_{1 i}-\bar{x}_{1}\right)^{2} /(m-1)}{\sum\left(x_{2 j}-\bar{x}_{2}\right)^{2} /(n-1)}=\frac{S_{1}^{2}}{S_{2}^{2}}, \tag{16.83}
\end{equation*}
$$

follows $F$-distribution with ( $m-1, n-1$ ) d.f. (16.83) also implies

$$
F=\frac{m(n-1) s_{1}^{2}}{n(m-1) s_{2}^{2}}
$$

$\Rightarrow \quad\left(\frac{m-1}{n-1}\right) F=\frac{m s_{1}{ }^{2}}{n s_{2}{ }^{2}}$
Substituting in (16.82) and simplifying, we, get

$$
\begin{equation*}
\lambda=\frac{(m+n)^{(m+n) / 2}}{m^{m / 2} n^{n / 2}}\left\{\frac{\left(\frac{m-1}{n-1} F\right)^{m / 2}}{\left[1+\frac{m-1}{n-1} F\right]^{(m+n) / 2}}\right\} \tag{16•84}
\end{equation*}
$$

Thus $\lambda$ is a monotonic function of $F$ and hence the test can be carried on with $F$, defined in ( $16: 83$ ) as test statistic. The critical region, $0<\lambda<\lambda_{0}$ can be equivalently seen to be given by pair of intervals $F \leq F_{1}$ and $F \geq F_{2}$, where $F_{1}$ and $F_{2}$ are determined so that under $H_{0}$

$$
P\left(F \geq F_{2}\right)=\alpha / 2 \text { and } P\left(F \geq F_{1}\right)=1-\alpha / 2
$$

Since, under $H_{0}, F$ follows Snedecor's $F$-distribution with $(m-1, n-1)$ d.f., we have

$$
F_{2}=F_{m-1, n-1}(\alpha / 2) \text { and } F_{1}=F_{m-1, n-1}(1-\alpha / 2)
$$

where $F_{m, n}(\alpha)$ is the upper $\alpha$-point of $F$-distribution with ( $m, n$ ) d.f. Consequently for testing $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$ against the alternative hypothesis $H_{1}: \sigma_{1}{ }^{2} \neq \sigma_{2}{ }^{2}$, we have a two-tailed $F$-test, the critical region being given by

$$
\begin{equation*}
F>F_{m-1, n-1}(\alpha / 2) \text { and } F<F_{m-1, n-1}(1-\alpha / 2) \tag{16.85}
\end{equation*}
$$

where $F$ is defined in (16.83) or ( $16.83 a$ ).
Remark. Let us suppose that we want to test the hypothesis

$$
H_{0}: \frac{\sigma_{1}{ }^{2}}{\sigma_{2}^{2}}=\delta_{0}{ }^{2}
$$

Without loss of generality, we can assume that $S_{1}{ }^{2}>S_{2}{ }^{2}$, where $S_{1}{ }^{2}$ and $S_{2}{ }^{2}$ àre unbiased estimates of $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ respectively. We know that the statistic

$$
F=\frac{S_{1}{ }^{2} / \sigma_{1}{ }^{2}}{S_{2}{ }^{2} / \sigma_{2}{ }^{2}}=\frac{S_{1}{ }^{2}}{S_{2}{ }^{2}} \cdot \frac{1}{\delta_{0}{ }^{2}},\left(\text { under } H_{0}\right),
$$

follows $F$-distribution with ( $m-1, n-1$ ) d.f. The test-statistic, the test criterion and $(1-\alpha)$ confidence interval for the parameter for various alternative hypotheses are given in the following table.

If $\delta_{0}=1$, the above test reduces to testing the equality of population variances.

NORMAL POPULATTON: $H_{0}: \frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}=\delta_{0}{ }^{2}$

| $\begin{aligned} & \mathrm{S} . \\ & \mathrm{No} . \end{aligned}$ | Alternative Hypothesis | Test | Test Statistic | Critical region at level of significance ' $\alpha$ ' | (1-a) confidence interval for $\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}>\delta_{0}^{2}$ | Righttailed | $F=\frac{S_{1}^{2}}{S_{2}^{2}} \cdot \frac{1}{\delta_{0}^{2}}$ | $F>F_{m-1, n-1}(\alpha)$ | $\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}} \geq \frac{S_{1}^{2}}{S_{2}^{2}} \times \frac{1}{F_{m-1,-1}(\alpha)}$ |
| 2. | $\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}}<\delta_{0}^{2}$ | Left-railed | -do- | $F<F_{m-1, n-1}(1-\alpha)$ | $\frac{\sigma_{1}^{2}}{\sigma_{2}^{2}} \leq \frac{S_{1}^{2}}{S_{2}^{2}} \times \frac{1}{F_{m-1, n-1}(1-\alpha)}$ |
| 3. | $\frac{\sigma_{1}^{2}}{\sigma_{2}{ }^{2}} \neq \delta_{0}{ }^{2}$ | Two-tailed | -do- | $\begin{gathered} F>F_{m-1 \cdot n-1}(\alpha / 2) \\ \text { and } \\ F<F_{m-1 \cdot n-1}(1-\alpha / 2) \end{gathered}$ | $\begin{aligned} & \frac{s_{1}^{2}}{s_{2}^{2}} \cdot \frac{1}{F_{m-1, n-1}(\alpha / 2)}<\frac{\sigma_{1}{ }^{2}}{\sigma_{2}^{2}} \\ & \leq \frac{s_{1}^{2}}{s_{2}^{2}} \cdot \frac{1}{F_{m-1, n-1}(1-\alpha / 2)} \end{aligned}$ |

16.7.6. Test for the Equality of Variances of Several Normal Populations. Let $X_{i j}\left(j=1,2, \ldots, n_{i}\right)$ be a random sample of size $n_{i}$ from the normal population $N\left(\mu_{i}, \sigma_{i}^{2}\right), i=1,2, \ldots, k$. We want to test the null hypothesis:
$H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\ldots=\sigma_{k}{ }^{2}=\sigma^{2}$ (unspecified), with $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ (unspecified), against the alternative hypothesis:
$H_{1}: \sigma_{i}{ }^{2}(i, 2, \ldots, k)$, are not all equal; $\mu_{1}, \mu_{2}, \ldots, \mu_{k}$ (unspecified).
Here we have

$$
\theta=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{k} ; \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \ldots, \sigma_{k}{ }^{2}\right):-\infty<\mu_{i}<\infty, \sigma_{i}{ }^{2}>0,
$$

$$
(i=1,2, \ldots, k)\}
$$

and $\Theta_{0}=\left\{\mu_{1}, \mu_{2}, \ldots, \mu_{k} ; \sigma_{1}{ }^{2}, \sigma_{2}{ }^{2}, \ldots, \sigma_{k}{ }^{2}\right):-\infty<\mu_{i}<\infty, \sigma_{i}^{2}=\sigma^{2}>0$,

$$
(i=1,2, \ldots, k)\}
$$

The likelihood function of the sample observations $x_{i j}\left(j \equiv 1,2, \ldots, n_{i}\right.$; $i=1,2, \ldots, k$ ) is given by :
$L=\prod_{i=1}^{k}\left\{\left(\frac{1}{2 \pi \sigma_{i}^{2}}\right)^{n_{i} i 2} \cdot \ddot{\exp }\left[-\frac{1}{2 \sigma_{i}^{2}} \sum_{j=1}^{n_{1}}\left(x_{i j}-\mu_{i}\right)^{2}\right]\right\}$
It can be easily, seen that in $\Theta$ the-MLE's of $\mu_{i}$ 's and $\sigma_{i}$ 's are given by

$$
\begin{align*}
\hat{\mu}_{i} & =\bar{x}_{i} \text { and } \hat{\sigma}_{i}^{2}=\frac{1}{n_{i}} \sum_{j=1}^{n_{1}}\left(x_{i j}-\bar{x}_{i}\right)^{2}=s_{i}^{2}  \tag{16.87}\\
\therefore \quad L(\hat{\theta}) & =\prod_{i=1}^{k}\left\{\left(\frac{1}{2 \pi s_{i}^{2}}\right)^{n_{i} / 2} \cdot \exp \left(-\frac{n_{i}}{2}\right)\right\} \\
& =\exp \left(-\frac{n}{2}\right) \cdot \prod_{i=1}^{k}\left[\left(\frac{1}{2 \pi s_{i}^{2}}\right)^{n_{i} / 2}\right] \tag{16.88}
\end{align*}
$$

where $n=\Sigma n_{i}$.
In $\theta_{0,} \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}=\ldots=\sigma_{k}{ }^{2}=\sigma^{2}$ and therefore

$$
\begin{equation*}
L\left(\Theta_{0}\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{\boxed{2}} \exp \left[-\frac{1}{2 \sigma^{2}} \sum_{j} \sum_{i}\left(x_{i j}-\mu_{i}\right)^{2}\right] \tag{16.89}
\end{equation*}
$$

'The MLE's of $\mu_{i}$ 's and $\sigma^{\mathbf{2}}$ are given by

$$
\hat{\mu}_{i}=\bar{x}_{i} \text { and } \hat{\sigma}^{2}=\frac{1}{n} \sum_{i j}\left(x_{i j}-\bar{x}_{i}\right)^{2}=\frac{1}{n} \sum_{i} n_{i} s_{i}^{2}
$$

Substituting from.(16.90) in (16.89), we get

$$
\begin{align*}
L\left(\hat{\Theta}_{0}\right) & =\left(\frac{n}{2 \pi \sum_{i} n_{i} s_{i}^{2}}\right)^{n / 2} \cdot \exp \left(-\frac{n}{2}\right)  \tag{16.91}\\
\lambda & =\frac{L\left(\hat{\Theta}_{0}\right)}{L(\hat{\Theta})}=\frac{n^{n / 2}}{\left[\prod_{i=1}^{k}\left[\left(s_{i}^{2}\right)^{n \cdot / 2} n_{i} s_{i}^{2}\right]^{a / 2}\right.} \\
& =\frac{\prod_{i=1}^{k}\left[\left(s_{i}^{2}\right)^{n_{i} / 2}\right]}{\left(s_{s}^{2}\right)^{\Sigma n_{i} / 2}}, \text { where } s^{2}=\frac{1}{n} \Sigma n_{i} s_{i}^{2} \\
& =\prod_{i=1}^{k}\left[\left(\frac{s_{i}^{2}}{s^{2}}\right)^{n_{i} / 2}\right]
\end{align*}
$$

$\lambda$ is thus a complicated function of sample observations and it is not easy to obtain its distribution. However, if $n_{i}$ 's are large ( $i=1,2, \ldots, k$ ), Theorem 16.2 provides an approximate test defined as follows:

For large $n_{i}$ 's, the quantity $-2 \log _{e} \lambda$ is approximately distributed as a chisquare variate with $2 k-(k+1)=k-1$ d.f.

The test can, however, be made even if $n_{i}$ 's are not large. It has been investigated and found that the distribution of $-2 \log _{e} \lambda$ is approximately a
$\chi^{2}$-distribution with ( $k-1$ ) d.f. even for small $n_{i}$ 's. However, a better approximation is provided by the Bartett's test statistic:

$$
\chi^{2}=\frac{-2 \log \lambda^{\prime}}{1+\frac{1}{3(k-1)}\left[\sum_{i} \cdot\left(\frac{1}{n_{i}}\right)-\frac{1}{\sum_{i} n_{i}}\right]}
$$

where $\lambda^{\prime}$ is obtained from $\lambda$ on replacing $n_{i}$ by $\left(n_{i}-1\right)$ in (i6.92), which follows $\chi^{2}$-distribution with $(k-1)$ d.f. Thus the test statistic, under $H_{0}$ is given by

$$
\begin{equation*}
\chi^{2}=\frac{\sum_{i=1}^{k}\left(n_{i}-1\right) \log _{e}\left(\frac{s^{2}}{s_{i}^{2}}\right)}{1+\frac{1}{3(k-1)}\left[\sum_{i}\left(\frac{1}{n_{i}} \cdot\right)-\frac{1}{\sum n_{i}}\right]} \sim \bar{\chi}^{2} k=k \tag{16.93}
\end{equation*}
$$

The critical region for the test is, of course, the right-tail of the $\chi^{2}$ distribution given by

$$
\begin{equation*}
\chi^{2}>\chi^{2}\left(k_{-1}\right)(\alpha), \tag{16.94}
\end{equation*}
$$

where $\chi^{2}$ is defined in (16.93).

## EXERCISE 16 (b)

1. (a).Define 'Likelihood Ratio Test'. Under what circumstances would you recommend this test ?
(b) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a nórmal distributiòn $N\left(\theta_{1}, \theta_{2}\right)$. Use likelihood ratio test to obtain $B C R$ of size $\alpha$ under $H_{0}: \theta_{1}=0$ against $H_{1}: \theta_{1} \neq 0$.
2. (a) Let $p_{\theta}(x)$ be the density of a random variable with the mixed second derivative $\frac{\partial^{2} \log \cdot p_{\theta}(x)}{\partial \theta \partial x} \geq 0$ for all $x$ and $\theta$. Then show that the family has monotone likelihood ratio in'x.
3. Discuss the general method of construction of likelihood ratio test. Consider $n$ Bernoullian trials with probability of success $p$ for each trial. Derive the likelihood-ratio test for testing $H_{0}: p=p_{0}$ against $H_{1}: p>p_{0}$ :
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1986]
4. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a rańdom sample from a Poisson distribution with parameter $\theta$. Derive the likelihood ratio test for $H_{0}: \theta \div \dot{\theta}_{0}$ against $H_{1}: \theta>$ $\theta_{0}$. Show that this is identical with the corresponding UMP test:
5. (a) Let $X_{1}, X_{2}, \ldots, X_{n}$, be a random sample from a normal population with unknown mean $\mu$ and, known variance $\sigma^{2}$ : Develop the likelihood ratio test for testing $H_{0}: \mu=\mu_{0}$ (specified) against (i) $H_{1}: \mu>\mu_{0}$ and (ii) $H_{1}: \mu<\mu_{0}$.
(b) Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random samiple from $N\left(\mu, \sigma^{2}\right)$, where $\sigma^{2}$ is known. Develop the likelihood ratio test for tcsting $\Pi_{0}: \mu=\mu_{0}$ (specificd) against $H_{1}: \mu<\mu_{0}$.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
(c) Find by the method of likelihood ratio testing, a test for the null hypothesis $H_{0}: m=m_{0}$ for a normal ( $m, \sigma^{2}$ ) population; $\boldsymbol{\sigma}^{2}$ known.
[Calcutta Univ. B.Sc., Maths Hons.), 1989]
6. Discuss the general method of construction of likelihood ratio test.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a $N(\mu, \theta)$ population where $\theta$ is the unknown variance and $\mu$ is known. Obtain a likelihood ratio test for testing a simple $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta>\theta_{0}$.
[Delhi.Univ. B.S.S. (Stat. Hons.),-1993]
7. (a) Develop the likelihood ratio test for testing $H_{0}: \mu=\mu_{0}$ based on a random sample of size $n$ from $N\left(\mu, \sigma^{2}\right)$ population.
[Delhi Univ. B.Sc. (Stat. Hons.), 1982]
(b) Let $x_{1}, x_{2}, \ldots, x_{n}$ be a random sample from a normal population with mean $\mu$ and variance $\sigma^{2}, \mu$ and $\sigma^{2}$ being unknown. We wish tö test $H_{0}: \mu=\mu_{0}$ (specified) against $H_{1}: \mu \neq \mu_{0}, 0<\sigma^{2}<\infty$.

Show that the Likelihood Ratio Test is same as the two tailed $t$-test.
[Delhi Univ. M.A. (Eco.), 1986]
(c) Describe the likelihood ratio test.

The random variable $X$ follows normal distribution with mean $\theta_{1}$ and variance $\theta_{2}$. The parameter space is

$$
\left.\theta=\left\{\theta_{1}, \theta_{2}\right\}:-\infty<\theta_{1}<\infty, 0<\theta_{2}<\infty\right\} .
$$

Let

$$
\Theta_{0}=\left(\left(\theta_{1}, \theta_{2}\right): \theta_{1}=0,0<\theta_{2}<\infty\right) .
$$

Test the hypothesis $H_{0}: \theta_{1}=0, \theta_{2}>0$ against the alternative composite hypothesis $H_{1}: \theta_{1} \neq 0, \theta_{2}>0$.
(Madras Univ. B.Sc., 1988)
8. Discuss the general method of construction of likelihood ratio test. Given $N\left(\mu_{1}, \sigma_{1}{ }^{2}\right)$ and $N\left(\mu_{2}, \sigma_{2}{ }^{2}\right)$, where all the parameters $\mu_{1}, \mu_{2}, \sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ are unspecified, develop the LR test for testing $H_{0}: \sigma_{1}{ }^{2}=\sigma_{2}{ }^{2}$ against $H_{1}: \sigma_{1}{ }^{2} \neq \sigma_{2}{ }^{2}$.
[Delhi Unid. B.Se. (Stat. Hons.), 1983]
9. Describe likelihood ratio test and state its important properties.

Let $\dot{X}_{1}$ and $X_{2}$ be $N\left(\dot{\mu}_{1}, \sigma^{2}\right)$ and $N\left(\mu_{2}, \sigma^{2}\right)$ respectively where the means and variance are unspecified. Develop LR test for testing $H_{0}: \mu_{1}=\mu_{2}$ against $H_{1}: \mu_{1} \neq \mu_{2}$.

## OR

Construct LR.test for testing $H_{0}: \theta=\theta_{0}$ against all its alternatives in $N\left(\theta, \sigma^{2}\right)$, where $\sigma^{2}$ is known.
[Delhi Unid. B.Sc. (Stat. Hone.), 1988]
10. Show that the likelihood ratio test for testing the equality of variances of two normal distributions is the usiual $F$-test.
11. Show that the likelihood ratio test for testing $H_{0}: \alpha=0$ against $H_{1}: \alpha \neq 0$, based on a random sample of size $\boldsymbol{n}$ from

$$
f\left(x^{\prime} ; \alpha ; \beta\right)=\frac{1}{2 \beta} ; \alpha-\beta \cdot \leq x \leq \alpha+\beta
$$

is $(R / 2 Z)^{n}$ where $R=X_{(n)}-X_{(1)}$ and $Z=\max \left[-X_{(1)}, X_{(n)}\right]$.
[Delhi B.Sc. (Stat. Hons.), 1989, 1985]
12. Show that the likelihood ratio principle leads to the same test, when testing a simple hypothesis against an alternative simple hypothesis, as that given by Neyman-Pearson theorem.
[Madras Univ. B.Sc., 1988]
16.8. Non-parametric Methods. Most of the statistical tests that we have discussed so far had the following two features in common.
(i) The form of the frequency function of the parent population from which the samples have been drawn is assumed to be known, and
(ii) They were concerned with testing statistical hypothesis about the parameters of this frequency function or estimating its parameters.

For example, almost all the exact (small) sample tests of significance are based on the fundamental assumption that the parent population is normal and are concerned with testing or estimating the means and variances of these populations. Such tests, which deal with the parameters of the popilation are known as Parametric Tests. Thus, a parametric statistical test is a test whose model specifies certain conditions about the parameters of the population from which the samples are drawin.

On the other hand, a Non-parametric (N.P.) Test is a test that does not depend on the particular form of the basic frequency function from which the samples are drawn. In other words, non-parametric test does not make any assumption regarding the form of the population.

However, certain assumptions associated with N.P. tests are :
(i) Sample observations are independent.
(ii) The varịiable under study is continuous.
(iii) p.d.f. is continuous.
(iv) Lower order moments exist.

Obviously these assumptions are fewer and much weaker than those associated with parametric tests.
16.8.1. Advantages and Disadvantages of N.P. Methods over Parametric Methods. Below we shall give briefly the comparative study of parametric and non-parametric methods and their relative merits and demerits. Advantages of N.P. Methods :
(i) N.P. methods are readily comprehensible, very simple and easy to apply and do not require complicated sample theory.
(ii) No assumption is made about the form of the frequency function of the parent population from which sampling is done.
(iii) No parametric technique will apply to the data which are mere classification (i.e., which are measured in nominal scale); while N.P. methods exist to deal with such data.
(iy) Since he socio-economic data are not, in general, normally distributed, NP. tests have found applications in Psychometry, Sociology and Educational Statistics.
(v) N.P. tests are available to deal with the data which are given in ranks or whose seemingly numerical scores have the strength of ranks. For instance, no
parametric test can be applied if the scores are given in grades such as $A^{+}, A^{\cdot}, B$, $A, B^{+}$, etc.
Disadvantages of N.P. Tests.
(i) N.P. tests can be used only if the measurements are nominal or ordinal. Even in that case, if a parametric test exists it is more powerful than the N.P. test. In other words, if all the assumptions of a statistical model are satisfied by the data and if the measurements are of required strength, then the N.P. tests are wasteful of time and data:
(ii) So far, no N.P. methods exist for testing ınteractions in 'Analy’’̣is of Variance' model unless special assumptions about the additivity of the model are made.
(iii) N.P. tests are designed to test statistical hypothesis only and not for estimating the parameters.

Remarks 1. Since no assumption is made about the parent distribution, the N.P. methods are sometimes referred to as Distribution Free methods. These tẹsts are based on the 'Order Statistic' theory. In these tests we shall be using median, range,. quartile, inter-quartile range, etc., for which an ordered sample is desirable. By saying thatt $x_{1}, x_{2}, \ldots, x_{n}$ is an ordered sample we mean $\dot{x}_{1} \leq x_{2} \leq \ldots \leq x_{n}$.
2. The whole structure of the N.P. methods rests on a simple but fundamental property of order statistic, viz.
"The distribution of the area under the density funciion between any two ordered observations is independent of the form of the density furiction", which we shall now prove.
16.8.2. Basic Distribution. Let. $Z$ be a continuous random variable with a p.d.f. $f\left(\right.$.). Let $Z_{1}, Z_{2}, \ldots, Z_{n}$ be a random sample of size $n$ irom $f($.) and let $x_{1}, x_{2}, \ldots, x_{n}$ be the corresponding ordered sample. Then the joint density of $x_{1}, x_{2}, \ldots, x_{n}$ is given by

$$
\begin{equation*}
g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n!f\left(x_{1}\right) f\left(x_{2}\right) \ldots f\left(x_{n}\right),-\infty<x_{1}<x_{1}<\ldots<x_{n}<\infty \tag{16.95}
\end{equation*}
$$

the factor $n!$ appearing since there are $n!$ permutations of the sample observations and each gives rise to the same ordered samplé.

Let us define

$$
\begin{equation*}
U_{i}=\int_{-\infty}^{x_{i}} f(z) \cdot d z=F\left(x_{i}\right),(i=1,2, \ldots, \dot{n}) \tag{16:20}
\end{equation*}
$$

where $F($.$) is the distribution function of Z$. But since $F\left(x_{i}\right)$ is a uniform random variable on $[0,1], U_{i},(i=1,2, \ldots, n)$, defined in $(16.96)$ are random variables following uniform distribution on $[0,1]$. Thus the joint density $k($.$) of the$ random variables $U_{i},(i=1,2, \ldots, n)$ is given by

$$
\begin{equation*}
k\left(u_{1}, u_{2}, \ldots, u_{n}\right)=n!, 0 \leq u_{1}<u_{2}<\ldots<u_{*} \leq 1 \tag{16.9.7}
\end{equation*}
$$

and does not depend on $f($.).

$$
\begin{align*}
E\left(U_{i}\right) & =\int_{0}^{1} \ldots \int_{0}^{u_{3}} \int_{0}^{u_{2}} u_{i} n!d u_{1} d u_{2} \ldots d u_{n} \\
& =\frac{i}{n+1} \quad \text { (On simplification) } \tag{16.98}
\end{align*}
$$

Thus the expected area under $f($.) between two successive ordered observations is given by

$$
E\left(U_{i}\right)-E\left(U_{i-1}\right)=\frac{i}{n+1}-\frac{i-1}{n+1}=\frac{1}{n+1},
$$

which is independent of $f$.)
16.8.3. Wald-Wolfowitz Run Test. Suppose $x_{1}, x_{2}, \ldots, x_{n_{1}}$ is an. ordered sample from a population with density $f_{1}($.$) andlet y_{1}, y_{2}, \ldots, y_{n_{2}}$ be an independent ordered sample from another population with density $f_{2}($.$) . We want$ to test if the samples have been drawn from the same population or, from populations with the same density functions, i.e., if $f_{1}()=.f_{2}($.$) .$

Let us combine the two samples and arrange the observations in urder of magnitude to give the combined ordered sample ass, (say),

$$
x_{1} x_{2} y_{1} y_{2} y_{3} x_{3} y_{4} x_{4} x_{5} y_{5} \ldots
$$

Run (Definition). A run is defined as a sequence of letters of one kind swrounded by a sequence of letters of the other kind, and the number of elements in a riun is usually referred to as the length ( $l$ ) of the run.

Thus in (16.99), we have in order, a run of $x(l=2)$, a run of $y(l=3)$, a run of $x(l=1)$, a run of $y(l=1)$ etc.

If both the samples come from the sample population then there would be thorough mingling of $x$ 's and $y$ 's and consequently the number of runs in the combined sample would be large. On the other hand if the samplesicome from two different populations so that their ranges do not overlap, then there would be only two runs of the type $x_{1}, x_{2}, \ldots, x_{n_{1}}$ and $y_{1}, y_{2}, \ldots, y_{n_{2}}$. Generally, any difference in mean and variance would tend to reduce the number of runs. Thus the alternative hypothesis will entail too few runs.

Procedure. In order to test the Null Hypothesis $H_{0}: f_{1}()=.f_{2}($.$) i.e., the$ samples have come from the same population we count the number of runs ' $U$ ' in the combined ordered sample.

Null hypothesis is rejected if $U<u_{0}$, where the value of $u_{0}$ for given level of significance is determined from considering the distribution of $U$ under $H_{0}$.

First of all let us find the probability of obtaining a specific arrangement (16.99) under $H_{0}: f_{1}()=.f_{2}()=.f($.$) , (say).$

If $X$ 's and $Y$ 's are transformed to $U$ 's and $V$ 's by the relation :

$$
U_{i}=\int_{-\infty}^{x_{i}} f(z) d z, \quad V_{i}=\int_{-\infty}^{y_{i}} f(z) d z_{i}
$$

then the joint $p . d . f$. of $U$ 's and $V$ 's becomes

$$
\begin{equation*}
g\left(u_{1}, u_{2}, \ldots, u_{n}, v_{1}, v_{2}, \ldots, v_{n}\right)=n_{1}!n_{2}! \tag{16-100}
\end{equation*}
$$

The probability of an arrangement (16.99) is obtained on integrating (16.100) over the region defined by

$$
0<u_{1}<u_{2}<v_{1}<v_{2}<v_{3}<\ldots<1
$$

i.e., integrating $u_{1}$ over 0 to $u_{2}$; then $u_{2}$ over 0 to $v_{1}$ and so on. The value of the integral will, on simplification, come out to be

$$
\frac{n_{1}!n_{2}!}{\left(n_{1}+n_{2}\right)!}=\frac{1}{\binom{n_{1}+n_{2}}{n_{1}}}
$$

Since there are exactly $\binom{n_{1}+n_{2}}{n_{1}}$ arrangements of, $n_{1}, x$ 's and $n_{2}, y$ 's, it follows that all the arrangements of $x$ 's and $y$ 's are equally likely.

Since under $H_{0}$ all the $\binom{n_{1}+n_{2}}{n_{1}}$ arrangements of $n_{1} x^{\prime}$ 's and $n_{2} y$ 's are equally likely, to obtain the distribation of $U$ under $H_{0}$, it is necessary to count all the arrangements with exactly ' $\boldsymbol{u}$ ' runs. Let us first take the case of even number of runs, i.e., $u=2 k$. In this case we should have $k$ rungs of $x$ 's and $k$ runs of $y$ 's.
$n_{1} x$ 's will give $k$ runs if they are separated by $(k-1)$ vertical bars in distinct spacees between the $x$ 's. In other words, $(k-1)$ spaces are to come out of the total number of ( $n_{1}-1$ ) spaces between the $n_{1} x$ 's and this can happen in $\binom{n_{1}-1}{k-1}$ ways. Hence $k$ runs of $x$ 's can be obtained in $\binom{n_{1}-1}{k-1}$ ways. Similarly, $k$ runs of $y$ 's can be obtained in $\binom{n_{2}-1}{k-1}$ ways.

The same result holds if the sequence of runs in (16.99) starts with $x$ or with $y$. Since a sequence of type ( 16.99 ) may start with $x$ or $y$, we get

$$
P(U=2 k)=\frac{2\binom{n_{1}-1}{k-1}\binom{n_{2}-1}{k-1}}{\binom{n_{1}+n_{2}}{n_{1}}}
$$

If the number of runs.in (16.99) is odd, i.e., $u=2 k+1$, then we should :have either ( $i$ ) $(k+1)$ runs of $x$ and $k$ runs of $y$ or (ii) $k$ runs of $x$ and $(k+1)$ runs of $y$. Hence

$$
P(U=2 k+1)=P(i)+P(i i)
$$

$$
=\frac{\binom{n_{1}-1}{k}\binom{n_{2}-1}{k-1}+\binom{n_{1}-1}{k-1}\binom{n_{2}-1}{k}}{\binom{n_{1}+n_{2}}{n_{1}}}
$$

Hence the distribution of $U$ under $H_{0}$ is given by.

...(16-101)
If the probability of type I error is fixed as $\alpha$, then $u_{0}$ is determined from the equation:

$$
\begin{equation*}
\sum_{u=2}^{u_{0}} h(u)=\alpha \tag{16•102}
\end{equation*}
$$

where $h(u)$ is the probability function of $U$ given by (16.101).
Calculation of $\mu_{0}$ from ( $16 \cdot 102$ ) is quite tedious and cumbersome unless $n_{1}$ and $n_{2}$ are large in which case under $H_{0} U$ is asymptotically normal with

$$
\begin{align*}
E(U) & =\frac{2 n_{1} n_{2}}{n_{1}+n_{2}}+1  \tag{16-103}\\
\operatorname{Var}(U) & =\frac{2 n_{1} n_{2}\left(2 n_{1} n_{2}-n_{1}-n_{2}\right)}{\left(n_{1}+n_{2}\right)^{2}\left(n_{1}+n_{2}-1\right)} \tag{16•104}
\end{align*}
$$

and we can use the normal test

$$
Z=\frac{U-E(U)}{\sqrt{\operatorname{Var}(U)}} \sim N(0,1), \text { asymptotically. }
$$

This approximation is fairly good if each of $n_{1}$ and $n_{2}$ is greater than 10. Since the alternative hypothesis is "too few runs', the test is ordinarily onetailed with only negative values leading to the rejection of $\boldsymbol{H}_{\mathbf{0}}$.
16.8.4. Test for Randomness. Another application of the 'run' theory is in testing the randomness of a given set of observations. Let $x_{1}, x_{2}, \ldots, x_{n}$ be the set of observations arranged in the order in which they occur, i.e., $x_{i}$ is the $i$ ith obscrvation in the outcome of an experiment. Then, for each of the observations, we see if it is above or below the value of the median of the observations and write $A$ if the observation is above and $B$ if it is below the median value. Thüs we get a sequence of $A$ 's and $B$ 's of the type, (say),

$$
\begin{equation*}
A B B A A A B A B \tag{*}
\end{equation*}
$$

Under the null hypothesis $H_{0}$ that the set of observations is random, the number of runs $U$ in (*) is a r.v. with

$$
\begin{equation*}
E(U)=\frac{n+2}{2} \text { and } \operatorname{Var}(U)=\frac{n}{4}\left(\frac{n-2}{n-1}\right) \tag{16-106}
\end{equation*}
$$

For large $n$ (say, $>25$ ), $U$ may be regarded as asympiotically normal and we may use the normal test.
16.8.5. Median Test. Median test is a statistical procedure for testing if two independent ordered samples differ in their central tendencies. In other words, it gives information if two independent samples are likely to have been drawn from the populations with the same median.

As, in 'run' test, let $x_{1}, x_{2}, \ldots, x_{n_{1}}$ and $y_{1}, y_{2}, \ldots, y_{n_{2}}$ be two independent ordered samples from the populations with .p.d.f.'s $f_{1}($.$) and. f_{2}($.$) respectively.$ The measurements must be at least ordinal. Let $z_{1}, z_{2}, \ldots, z_{n_{1}+n_{2}}$ be the combined ordered sample. Let $m_{1}$ be the number of $x$ 's and $m_{2}$ the number of $y$ 's exceeding the inedian value $M$, (say), of the combined sample.

Then under the null hypothesis that the samples come from the same population or from different populations with the same median, i.e., under $\dot{H}_{0}: f_{1}()=.f_{2}($.$) , the joint distribution of m_{1}$ and $m_{2}$ is the hypergeometric distribution with probability function :

$$
\begin{equation*}
p\left(m_{1}, m_{2}\right)=\frac{\binom{n_{1}}{m_{1}}\binom{n_{2}}{m_{2}}}{\binom{n_{1}+n_{2}}{m_{1}+m_{2}}} \tag{16•107}
\end{equation*}
$$

If $m_{1}<n_{1} / 2$, then the critical region corresponding to the size of type 1 error $\alpha$, is given by $m_{1}<m_{1}^{\prime}$ where $m_{1}^{\prime}$ is computed from the equation

$$
\begin{equation*}
\sum_{m_{1}=1}^{m_{1}^{\prime}} p\left(m_{1}, m_{2}\right)=\alpha \tag{16-108}
\end{equation*}
$$

The distribution of $m_{1}$ under $H_{0}$ is also hyper-geometric with
and

$$
\left.\begin{array}{rl}
E\left(m_{1}\right) & =\frac{n_{1}}{2}, \text { if } N=n_{1}+n_{2} \text { is even }  \tag{16-109}\\
& =\frac{n_{1}}{2} \cdot \frac{N-1}{N}, \text { if } N \text { is odd } \\
\operatorname{Var}\left(m_{1}\right) & =\frac{n_{1} n_{2}}{4(N-1)}, \text { if } N \text { is even } \\
& =\frac{n_{1} n_{2}(N+1)}{4 N^{2}}, \text { if } N \text { is odd }
\end{array}\right\}
$$

This distribution is most of the times quite inconvenient to use. However for large samples, we may regard $m_{1}$ to be asymptotically normal and use normal test, viz.,

$$
\begin{equation*}
Z=\frac{m_{1}-E\left(m_{1}\right)}{\sqrt{\operatorname{Var}\left(m_{1}\right)}} \sim N(0,1), \text { asymptotically. } \tag{16•110}
\end{equation*}
$$

Remarks 1. The observations $m_{1}$ and $m_{2}$ can be classified into the following $2 \times 2$ contingency table.

|  | Sample 1 | Sample 2 | Total |
| :---: | :---: | :---: | :---: |
| No. of observations $>M$ | $m_{1}$ | $m_{2}$ | $m_{1}+m_{2}$ |
| No. of observations $<M$ | $n_{1}-m_{1}$ | $n_{2}-m_{2}$ | $n_{1}+n_{2}-m_{1}-m_{2}$ |
| Total | $n_{1}$ | $n_{2}$ | $n_{1}+n_{2}=N$ |

If frequencies are small we can compute the exact probabilities from (16.107), rather than approximate them. However, if frequencies are large we may use $\chi^{2}$-test with 1 d.f. (for a $2 \times 2$ contingency table) for testing $H_{0}$.

The approximation is fairly good if both $n_{1}$ and $n_{2}$ exceed 10 .
2. Median test is sensitive to the differences in location between $f_{1}(x)$ and $f_{2}(y)$ but not to differences in their shapes. Thus if $f_{1}(x)$ and $f_{2}(y)$ have the same median, we would expect $H_{0}: f_{1}()=.f_{2}($.$) to be accepted ordinarily even though$ their shapes are quite different.
3. Generally, the median test makes the correct decision with a liule more assurance than does the sign test (c.f. §. 16.8-6) but not as decisively as the $t$-tesf.

16-8.6. Sign Test. Consider a situation where it is desirea to compare two things or materials under various sets of conditions. An experiment is thus conducted under the following circumstances:
(i) When there are pairs of observations on two things being compared.

- (ii) For any given pair, each of the two observations is made under similar extraneous conditions.
(iii), Different'pairs are observed under different conditions.

Condition (iii) implies that the differences $d_{i}=x_{i}-y_{i} ; i=1,2, \ldots, n$ have different variances and thus renders the paired $t$-test (Chapter 14) invalid, which would have otherwise been used unless there was obvious non-normality. So, in such a case we use the 'Sign Test', named so since it is based on the signs (plus or minus) of the deviations $d_{i}=x_{i}-y_{i}$. No assumptions are made regarding the parent population. The only assumptions are:
it (i) Measurements are such that the deviations $d_{i}=x_{i}-y_{i}$, can be expressed in terms of positive or negative signs.
-(ii) Váriables have continuous distribution.
(iii) $d_{i}$ 's are independent.

Different pairs ( $x_{i}, y_{i}$ ) may be from different populations (say, w.r.t. age, weight, stature, education, etc.). The only requirement is that within each pair, there is matching w.r.t relevant extrancous factors.

Procedure. Let $\left(x_{i}, y_{i}\right), i=1,2, \ldots, n$ be $n$ paired sample observations drawn from the two populations with p.d.f.'s $f_{1}($.$) and f_{2}($.$) . We want to test the$ null hypothesis $H_{0}: f_{1}()=.f_{2}($.$) . To test H_{0}$, consider $d_{i}=x_{i}-y_{i},(i=1,2, \ldots$, $n$ ). When $H_{0}$ is true, $x_{i}$ and $y_{i}$ constitute a random sample of size 2 .from the same population. Since the probability that the first of the two sample observations exceeds the second is same as the probability that the second exceeds the first and since hypothetically the probability of a tie is zero, $H_{0}$ may be restated as:
$H_{0}$ :

$$
P[\dot{X}-Y>0]=\frac{1}{2} \text { and } P[X-Y<0]=\frac{1}{2}
$$

Let us define.

$$
U_{i}= \begin{cases}1, & \text { if } x_{i}-y_{i}>0 \\ 0, & \text { if } x_{i}-y_{i}<0\end{cases}
$$

$U_{i}$ is a Bemoulli variate with $p=P\left(x_{i}-y_{i}>0\right)=\frac{1}{2}$. Since $U_{i}$ 's, $i=1,2$, $\ldots, n$ are independent, $U=\sum_{i=1}^{n} U_{i}$, the total number of positive deviations, is a Binomial variate with parameters $n$ and $p\left(=\frac{1}{2}\right)$. Let the number of positive deviations be $k$. Then

$$
\begin{align*}
P(U \leq k) & =\sum_{r=0}^{k}\binom{n}{r} p^{r} q^{n-r}, \quad\left(p=q=\frac{1}{2} \text { under } H_{0}\right) . \\
& =\left(\frac{1}{2}\right)^{n} \sum_{r=0}^{k}\binom{n}{r}=p^{\prime} . \text { (say). } \tag{16.111}
\end{align*}
$$

If $p^{\prime} \leq 0.05$, we reject $H_{0}$ at $5 \%$ level of significance and if $p^{\prime}>0.05$, we conclude that the data do not provide any evidence against the null hypothesis, which may therefore, be accepted.

For large samples; ( $n \geq 30$ ). we may regard $U_{f}$ to be asymptotically normal with, (under $H_{0}$ )

- $\quad E(U)=n p=n / 2$ and $\operatorname{Var}(U)=n p q=n / 4$.
$\therefore \quad Z=\frac{U-E(U)}{\sqrt{\operatorname{Var}(U \dot{U})}}=\frac{U-n / 2}{\sqrt{(n / 4)}}$, is asymptotically $N(0,1) .$,
and we may use normal test.
16.8.7. Mann-Whitney-Wilcoxon U-test. This non-parametric test for two samples was described by Wilcoxon and studied by Mann and Whitney. It is the most widely used test as an altemative to the $t$-test when we do not make the $t$-test assumptions about the parent population.

Let $x_{i}\left(i=1,2, \ldots, n_{1}\right)$ and $y_{j}\left(j=1,2, \ldots, n_{2}\right)$ be independent ordered samples of size $n_{1}$ and $n_{2}$ from the populations with p.d.f. $f_{1}($.$) and f_{2}($. respectively. We want to test the null hypothesis $H_{1}: f_{1}()=.f_{2}($.$) . Like the run$ test, Mann-Whitney test is based on the pattern of the $x$ 's and $y$ 's in the combined ordered sample. Let $T$ denote the sum of ranks of the $y$ 's in the
combined ordered sample. For example, for the pattern (16.99) on page 16.61 of combined ordered sample the ranks of $y$ observations are respectively $3,4,5,7$. 10 etc. and $T=3+4+5+7+10+\ldots$ The test statistic $U$ is then defined in terms of $T$ as follows :

$$
\begin{equation*}
U=n_{1} n_{2}+\frac{n_{2}\left(n_{2}+1\right)}{2} \cdot T \tag{16-113}
\end{equation*}
$$

If $T$ is significantly large or small then $H_{0}: f_{1}()=.f_{2}($.$) is rejected. The$ problem is to find the distribution of $T$ under $H_{0}$. Unfortunately, it is very troublesome to obtain the distribution of $T$ under $H_{0}$. However, Mann and Whitney have obtained the distribution of $T$ for small $n_{1}$ and $n_{2}$, have found the moments of $T$ in general and shown that $T$ is asymptotically normal. It has been established that under $H_{0}, U$ is asymptotically narmally distributed as $N\left(\mu, \sigma^{2}\right)$, where

$$
\begin{align*}
\mu & =E(U)=\frac{n_{1} n_{2}}{2} \\
\sigma^{2} & =\operatorname{Var}(U)=\frac{n_{1} n_{2}\left(n_{1}+n_{2}+1\right)}{12} \tag{16.114}
\end{align*}
$$

Hençe

$$
Z=\frac{U-\mu}{\sigma} \sim N(0,1), \text { asymptotically },
$$

and rormal test can be used. The approximation is fairly good if both $n_{1}$ and $n_{2}$ are ǵreater than 8.

Remark. The asymptotic relative efficiency (ARE) of Mann-Whitney's $U$-test relative to two samples $t$-test is greater than or equal to 0.864 . For a normal population, this $A R E=3 / \pi=0.955$. Accordingly, Marn-Whiney's $U$ test is regarded as the best non-parametric test for lecation.

## EXERCISE 16 (c)

1. Explain what is meant by non-parametric melinus. How do they differ from parametric methods? Illustrate your answer by considering a suitable nonparametric test for the hypothesis that two independent samples have come from the same population.
2. (a) Derive the sign test, stating clearly the assumptions made.
(b) Describe the median test for the two-sample location problem. Find the distribution of the test statistic and compute its mean and variance under the null hypothesis. How is the test carried out in case of large samples?
3. Explain the main difference between parametric and non-parametric approaches to the theory of statistical infurence. Derive the sign test for two sample problem.
(Delhi Univ. B.Sc. (Stat. Hons.), 1988)
4. Describe the sign test.
$X_{1}, X_{2}, \ldots, X_{10}$ is a random sample of size 10 from a population having distribution function $F(x)$. Test the hypothesis' $H_{0}: F(72)=\frac{1}{2}$ against the alternative hypothesis, $H_{1}: F(72)>\frac{1}{2}$ :
[Madras Univ. B.Sc., 1988]
5. Explain Median Test and how it is applied.

The observations of a random sample of size 10 from a distribution which is symmètric about K.s. are 20.2, 24.1, 21.3, 17.2, 19.8, 16.5, 21.8, 18.7, 17.1, 19.9. Use Wilcoxon's Test to test the hypothesis $H_{0}: K_{.5}=18$ against $H_{1}: K .5>18$ if $\alpha=0.05$. You may use the normal approximation.
[Agra Univ. B.Sc., 1989]
6. Describe the procedure in median test when there are two independent samples. What non-parametric test would you use when the two samples are related.
7. Discuss the Mann-Whitney-Wilcoxon test for the equality of two population distribution functions. [Delhi Univ. B.Sc. (Stat. Hons.), 1986]
8. What are the advantages and disadvantages of non-parametric methods over parametric methods?

Develop the following non-parametric tests, stating the underlying assumptions and the null hypotheses:
(a) Median test
(b) Mann-Whitney-Wilcoxon test.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993]
9. Explain the main difference between the parametric and non-parametric approaches to the theory of statistical inference. What are the advantages of nonparametric tests? Develop Median test and Mann-Whitney-Wilcoxon test.
[Delhi Univ. B.Sc. (Stat. Hons.), 1992, 1985]
10. Distinguish between 'sign test' and 'Wilcoxon signed rank test'. Describe the sign test for testing that the population median is $M_{0}$ against the alternative that the median is $M_{1}\left(>M_{0}\right)$.
11. Develop the Mann-Whitney-Wilcoxon test and obtain the mean and variance of the test statistic T. How is the test carried out for large samples?
12. Explaining the distinction between the parametric and non-parametric tests, write down the advantages of non-parametric tests. Also write their disadvantages.

Thirty observations as given below are obtained :

$$
\begin{aligned}
& 24,35,12,50,60,70,68,49,80,25,69,28,28,11,83 \\
& 31,37,34,54,75,45,95,75,26,43,57,94,48,63,45
\end{aligned}
$$

Test their randomness by considering the sequence of positive and negative signs.
[Agra Univ. B.Sc., 1989]
'13. What are the advantages and disadvantages of Non-Parametric Methods over Parametric Methods?

Derive the Wald-Wolfowitz run test for testing the equality of two distribution functions.
[Delhi Univ. B.Sc. (Stat. Hons.), 1987]
14. What are the advantagès of Non Parametric tests? Define a run and the 'ength of a run. Describe the Run Test in detail for testing the equality of the swo populations and extend the test when the ties occur.
[Delhi Univ. B.Sc: (Stat. Hons:), 1983]
15. What are runs? Comment on their utility in non-parametric inference.

If $R_{1}$ and $R_{2}$ denote the number of runs of $n_{1}$ objects of one type and $n_{2}$ objects of another type in a sample of size $n_{1}+n_{2}$, then find the probability that. $R_{1}+R_{2}=r$, for $r$ even and $r$ odd, and also the mean and variance of $R_{1}+R_{2}$ when all these $n_{1}+n_{2}$ observations arise from the same distibution.
[Delhi Univ. M.Sc. (Stat.), 1991]
16. (i) Explain how the run test can be used to test randomness.
(ii) In the median test with samples of size 9 and 7 respectively, from two populations find the probability density function of the random variable representing the number of values of the samples from the first population in the lower half of the combined sample.
[Madras Univ. B.Sc., 1988]
17. (a) The win-lose record of a certain basketball,team for its last 50 consecutive games was as follows :-

## WW W W W W LW W W W W WLWLWW WLLWW W W
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Apply run test to test that sequence of wins and losses is random.
(b) Use an appropriate non-parametric test procedure to test for randomness the following set of 30 two-digit numbers :

| 15, | 17, | 01, | 65, | 69, | 69, | 58 | 41, | 81, | 16, |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 16, | 20, | 00, | 84, | 22, | 28, | 26, | 46, | 66, | 36, |
| 86, | 66, | 17, | 34, | 49, | 85, | 45, | 51, | 40, | 10. |

18. At the beginning of the year a first grade class was randomly divided into two groups. One group was taught to read using a uniform method, where all students progressed from one stage to the next at the same time, following the teacher's direction. The second group was taught to read using an individual method, where, each student progressed at his own rate according to a programmed work book, under supervision of the teacher. At the end of the year each student was given a reading ability test with the following resuils :

|  | First Group |  | Second Group |  |  |
| ---: | :---: | :---: | :---: | :---: | ---: |
| 227 | 55 | 184 | 202 | 271 | 63 |
| 176 | 234 | 147 | 14 | 151 | 284 |
| 252 | 194 | 88 | 165 | 235 | 53 |
| 149 | 247 | 161 | 171 | 147 | 228 |
| 16 | 92 | 171 | 292 | 99 | 271 |

Use the Wald-Wolfowitz run-test to test for the equality of the distribution: functions of the two groups:
19. Using the number of runs above and below the median, test for randomness the following set of a table of 2-digit numbers :

15, 77, 01, 65, 69, 69, 58, 40, 81, 16, 16 20, 00, 84, 22,
$28,26,46,66,36,86,66,17,43,49,85,40,51,40,10$.
16.9. Sequential Analysis - Introduction We have seen that in Neyman-Pearson theory of testing hypothesis, $n$, the sample size is regarded as a fixed constant and keeping $\alpha$ fixed, we minimise $\beta$. But in the sequential analysis theory propounded by $A$. Wald $n$, the sample size is not fixed but is regarded as a random variable whereas both $\alpha$ and $\beta$ are fixed constants.
16.9.1. Sequential Probability Ratio Test (SPRT). The best known procedure in sequential testing is the Sequential Probability Ratio Test (SPRT) developed by A. Wald discussed below.

Suppose we 'want to test the hypothesis, $H_{0}: \theta=\theta_{0}$ against the alternative hypothesis, $H_{i}: \theta=\theta_{1}$, for a distribution with p.d.f. $f(x, \theta)$ For any positive integer $m$, the likelihood function of a sample $x_{1}, x_{2}, \ldots, x_{m}$ from the population with p.d.f. $f(x, \theta)$ is given by

$$
L_{1 m}=\prod_{i=1}^{m} f\left(x_{i}, \theta_{1}\right) \text { when } H_{1} \text { is true }
$$

and by $\quad \dot{L}_{0 m}=\prod_{i=1}^{m} f\left(x_{i}, \theta_{0}\right)$ when $H_{0}$ is true, and the likelihood ratio $\dot{\lambda}_{m}$ is given by

$$
\begin{equation*}
\lambda_{m}=\frac{L_{1 m}}{L_{0 m}}=\frac{\prod_{i=1}^{m} f\left(x_{i}, \theta_{1}\right)}{\prod_{i=1}^{m} f\left(x_{i}, \theta_{0}\right)}=\prod_{i=1}^{m} \frac{f\left(x_{i}, \theta_{1}\right)}{f\left(x_{i}, \theta_{0}\right)},(m=1,2, \ldots) \tag{16•115}
\end{equation*}
$$

The SPRT for testing $H_{0}$ against $H_{1}$ is defined as follows :
At each stage of the experiment (at the $m$ th trial for any integral value $m$ ), the likelihood ratio $\lambda_{m}$, $m=1,2, \ldots$ ) is computed.
(i). If $\lambda_{m} \geq A$, we terminate the process with the rejection of $H_{0}$
(ii) If $\lambda_{m} \leq B$, we terminate the process with the acceptance of $H_{0}$, and
(iii) If $B<\lambda_{m}<A$, we continue sampling by taking an additional observation.


Here $A$ and $B,(B<A)$ are the constants which are determined by the relation

$$
\begin{equation*}
A=\frac{1-\beta}{\alpha}, B=\frac{\beta}{1-\alpha} \tag{16•117}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the probabilities of type I error and type II error respectively.
From computational point of view, it is much convenient to deal with $\log \lambda_{m}$ rather than $\lambda_{m}$, since

$$
\begin{equation*}
\log \lambda_{m}=\sum_{i=1}^{m} \log \frac{f\left(x_{i}, \theta_{1}\right)}{f\left(x_{i}, \theta_{0}\right)}=\sum_{i=1}^{m} z_{i} \tag{16•118}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{i}=\log \frac{f\left(x_{i}, \theta_{1}\right)}{f\left(x_{i}, \theta_{0}\right)} \tag{16.118a}
\end{equation*}
$$

In terms of $z_{i}^{\prime} s, s P R T$ is defined as follows:
(i) If $\sum z_{i} \geq \log A$, reject $H_{0}$
(ii) If $\sum z_{i} \leq \log B$, reject $H_{1}$
(iii) If $\log B<\sum z_{i}<\log A$, continue sampling by taking an additional observation.

Remarks 1. In SPRT, we continue taking additional observations unless the inequality

$$
B<\lambda_{m}<A \Rightarrow \log B<\sum z_{i}<\log A,
$$

is violated at either end. It has been proved that SPRT eventually terminates with probability one.
2. Sequential schemes provide for a minimum amount of sampling and thus result is considerable saving in terms of inspection, time and money. As compared with single sampling, sequential scheme requires on the average $33 \%$ to $50 \%$ less inspection for the same degree of protection i.e., for the same values of $\alpha$ and $\beta$.
16.9.2. Operating Characteristic (O.C.) Function of SPRT. The O.C. function $L(\theta)$ is defined as
$L(\theta)=$ Probability of accepting $H_{0}: \theta=\theta_{0}$ when $\theta$ is the true value of the parameter,
and since the power function
$P(\theta)=$ Probability of rejecting $H_{0}$ where $\theta$ is the true value, we get

$$
\begin{equation*}
L(\theta)=1-P(\theta) \tag{16•120}
\end{equation*}
$$

The O.C. function of a SPRT for testing $H_{0}: \theta=\theta_{0}$ against the alternative $H_{1}: \theta=\theta_{1}$, in sampling from a population with density function $f(x, \theta)$ is given by

$$
\begin{equation*}
L(\theta)=\frac{A^{h(\theta)}-1}{A^{h(\theta)}-B^{h(\theta)}}, \tag{16•121}
\end{equation*}
$$

where for each value of $\theta$, the value of $h(\theta) \neq 0$, is to be determined so that

$$
\begin{equation*}
E\left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right]^{h(\theta)}=1 \tag{16-122}
\end{equation*}
$$

where the constants $A$ and $B$ have already been defined in (16.117). It has been proved that under very simple conditions on the nature of the function $f(x, \theta)$, there exists a unique value of $h(\theta) \neq 0$ such that $(16 \cdot 122)$ is satisfied.
16.9.3. Average Sample Number (A.S.N.). The sample size $n$ in sequential testing is a random variable which can be determined in terms of the true density function $f(x, \theta)$. The A.S.N. fúnction for the S.P.R.T. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, is given by

$$
E(n)=\frac{L(\theta) \log B+[1-L(\theta)] \log A}{E(Z)}
$$

where

$$
Z=\log \left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right], A=\frac{1-\beta}{\alpha}, B=\frac{\beta}{1-\alpha}
$$

Example 16.11. Give the S.P.R.T. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta i\left(>\theta_{0}\right)$, in sampling from a normal density.

$$
\frac{x}{\theta}=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left[-\frac{1}{2}\left(\frac{x-\theta}{\sigma}\right)^{2}\right],-\infty<x<\infty
$$

where $\sigma$ is known. Also obtain its O.C. function and A.S.N. function.

Solution. $\frac{f\left(x_{i}, \theta_{1}\right)}{f\left(x_{i}, \theta_{0}\right)}=\exp \left[-\frac{1}{2 \sigma^{2}}\left\{\left(x_{i}-\theta_{1}\right)^{2}-\left(x_{i}-\theta_{0}\right)^{2}\right\}\right]$

$$
\begin{align*}
& =\exp \left[-\frac{1}{2 \sigma^{2}}\left\{\left(\theta_{0}-\theta_{1}\right)\left(2 x_{i}-\theta_{0}-\theta_{1}\right)\right\}\right]  \tag{*}\\
\therefore &  \tag{**}\\
z_{i} & =\log \frac{f\left(x_{i j} \theta_{1}\right)}{f\left(x_{i}, \theta_{0}\right)}=\frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[x_{i}-\frac{\theta_{0}+\theta_{1}}{2}\right] \\
\Rightarrow \quad \log \lambda_{m} & =\sum_{i=1}^{m} z_{i}=\frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[\sum_{i} x_{i}-\frac{m\left(\theta_{0}+\theta_{1}\right)}{2}\right]
\end{align*}
$$

Hence the S.P.R.T. for $H_{0}: \theta=\theta_{0}$ against $H_{1} ; \theta=\theta_{1}$, is given by [c.f. (16-119)] :
(i) Reject $H_{0}$ if

$$
\begin{gathered}
\quad \frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[\Sigma x_{i}-\frac{m\left(\theta_{0}+\theta_{1}\right)}{2}\right] \geqslant \log \left(\frac{1-\beta}{\alpha}\right) \\
\Rightarrow \quad \sum_{i=1}^{m} x_{i} \geq \frac{\sigma^{2}}{\theta_{1}-\theta_{0}} \log \left(\frac{1-\beta}{\alpha}\right)+\frac{m\left(\theta_{0}+\theta_{1}\right)}{2} ;\left(\theta_{1}>\theta_{0}\right)
\end{gathered}
$$

(ii) Accept $H_{0}$ if

$$
\begin{aligned}
& \frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[\Sigma x_{i}-\frac{m\left(\theta_{0}+\theta_{1}\right)}{2}\right] \leq \log \left(\frac{\beta}{1-\alpha}\right) \\
\Rightarrow \quad & \sum_{i=1}^{m} x_{i} \leq \frac{\sigma^{2}}{\theta_{1}-\theta_{0}} \log \left(\frac{\beta}{1-\alpha}\right)+\frac{m\left(\theta_{0}+\theta_{1}\right)}{2} ;\left(\theta_{1}>\theta_{0}\right)
\end{aligned}
$$

and (iii) Continue taking additional observations as long as

$$
\begin{aligned}
& \log \left(\frac{\beta}{1-\alpha}\right)<\frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[\Sigma x_{i}-\frac{\dot{m}\left(\theta_{0}+\theta_{1}\right)}{2}\right]<\log \left(\frac{1-\beta}{\alpha}\right) \\
& \Rightarrow \frac{\sigma^{2}}{\theta_{1}-\theta_{0}} \log \left(\frac{1-\beta}{\alpha}\right)+\frac{m\left(\theta_{0}+\theta_{1}\right)}{2}<\Sigma x_{i}<\frac{\sigma^{2}}{\theta_{1}-\theta_{0}} \log \left(\frac{\beta}{1-\alpha}\right) \\
&+\frac{m\left(\theta_{0}+\theta_{1}\right)}{2}
\end{aligned}
$$

O.C. Function. First of all we shall determine $h=h(\theta) \neq 0$, from (16-122) i.e., from

$$
\int_{-\infty}^{\infty} \cdot\left[\frac{f\left(x, \theta_{1}^{\prime}\right)}{f\left(x, \theta_{0}\right)}\right]^{p} f(x, \theta) d x=1
$$

$$
\begin{array}{r}
\Rightarrow \frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}\left(\frac{x-\theta}{\sigma}\right)^{2}\right] \cdot\left[\operatorname { e x p } \left\{-\frac{1}{2 \sigma^{2}}\left(\theta_{1}-\theta_{0}\right)\right.\right. \\
\left.\left.\times\left(-2 x+\theta_{0}+\theta_{1}\right)\right\}\right]^{h} d x=1,[\text { On using (*)] } \\
\Rightarrow \frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{x^{2}-2 x\left(\left(\theta_{1}-\theta_{0}\right) h+\theta\right)\right.\right. \\
\end{array}
$$

If we take

$$
\left.\begin{array}{rl}
\lambda & =\left(\theta_{1}-\theta_{0}\right) h+\theta  \tag{}\\
\lambda^{2} & =\left(\theta_{1}^{2}-\theta_{0}^{2}\right) \dot{h}+\theta^{2}
\end{array}\right\}
$$

then L.H.S. becomes

$$
\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2 \sigma^{2}}(x-\lambda)^{2}\right] d x
$$

which being the total area under normal probability curve with mean $\lambda$ and variance $\sigma^{2}$ is always unity, as desired. Thus $h=h(\theta)$ is the solution of $\left({ }^{* * *}\right)$ and is given by

$$
\begin{aligned}
\quad\left(\theta_{1}^{2}-\theta_{0}^{2}\right) h+\theta^{2} & \left.=\left[\theta_{1}-\theta_{0}\right) h+\theta\right]^{2} \\
\Rightarrow \quad\left(\theta_{1}^{2}-\theta_{0}^{2}\right) h & =\left(\theta_{1}-\theta_{0}\right)^{2} h^{2}+2 \theta\left(\theta_{1}-\theta_{0}\right) h
\end{aligned}
$$

Since $h \approx h(\theta) \neq 0$ and $\theta_{1} \neq \theta_{0}$, on dividing throughout by $\left(\theta_{1}-\theta_{0}\right) h$, we get

$$
\begin{aligned}
\left(\theta_{1}+\theta_{0}\right) & =\left(\theta_{1}-\theta_{0}\right) h+2 \theta \\
\Rightarrow \quad h(\theta) & =\frac{\theta_{1}+\theta_{0}-2 \theta}{\theta_{1}-\theta_{0}}
\end{aligned}
$$

Substituting for $h(\theta)$ in $(16 \cdot 121)$ we get the required expression for the O.C. function.
A.S.N. function. We have

$$
\begin{aligned}
Z=\log \frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)} & =\frac{\theta_{1}-\theta_{0}}{\sigma^{2}}\left[x-\frac{\theta_{0}+\theta_{1}}{2}\right] \\
\therefore \quad E(Z) & =\frac{\theta_{1}-\theta_{0}}{2 \sigma^{2}}\left[2 E(x)-\theta_{0}-\theta_{1}\right] \\
& =\frac{\theta_{1}-\theta_{0}}{2 \sigma^{2}}\left[2 \theta-\theta_{0}-\theta_{1}\right]
\end{aligned}
$$

Substituting in (16.123), we get the required A.S.N. function.
Example 16.12. Let $X$ have the distribution:

$$
f(x, \theta)=\theta^{x}(1-\theta)^{1-x} ; x=0,1 ; 0<\theta<1
$$

For testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, construct S.P.R.T. and obtain its A.S.N. and O.C. functions.
[Delhi Univ. B.Sc. (Stat. Hons.), 1993, 1985].

Solution. We have

$$
\begin{aligned}
\lambda_{m} & =\frac{L\left(x_{1}, x_{2}, \ldots, x_{m} \mid H_{1}\right)}{L\left(x_{1}, x_{2}, \ldots, x_{m} \mid H_{0}\right)} \\
& =\left\{\theta_{\theta_{1}}^{\sum_{=1}^{m} x_{i}}\left(1-\theta_{1}\right)^{m-\sum_{i=1}^{m} x_{i}}\right\}+\left(\theta_{0}^{\sum x_{i}}\left(1-\theta_{0}\right)^{m-\sum x_{i}}\right) \\
& =\left(\frac{\theta_{1}}{\theta_{0}}\right)^{\sum_{i=1}^{m} x_{i}}\left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)^{m-\sum_{i=1}^{m} x_{i}} \\
\log \lambda_{m} & =\sum x_{i} \log \left(\theta_{1} / \theta_{0}\right)+\left(m-\sum x_{i}\right) \log \left(\frac{1-\theta_{1}}{1-\theta_{0}}\right) \\
& =\sum_{i=1}^{m} x_{i} \log \left[\frac{\theta_{1}\left(1-\theta_{0}\right)}{\theta_{0}\left(1-\theta_{1}\right)}\right]+m \log \left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)
\end{aligned}
$$

Hence SPRT for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, is given by [c.f. (16.119)]:
(i) Accept $\dot{H}_{0}$ if $\log \lambda_{m} \leq \log \left(\frac{\dot{\beta}}{1-\alpha}\right)=b$, (say)
i.e., if $\sum_{i=1}^{m} x_{i} \leq \frac{b-m \log \left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]}{\log \left[\theta_{1}\left(1-\theta_{0}\right) / \theta_{0}\left(1-\theta_{1}\right)\right]}=a_{m}$ (say).
(ii) Reject $H^{\prime}$, (Accept $H_{1}$ ) if $\log \lambda_{m} \geq \log \frac{1-\beta}{\alpha}=a_{\text {, (say) }}$
i.e., if $\sum_{i=1}^{m} x_{i} \geq \frac{a-m \log \left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]}{\log \left[\theta_{1}\left(1-\theta_{0}\right) / \theta_{0}\left(1-\theta_{1}\right)\right]}=r_{m,}$ (say).
(iii) Continue sampling if

$$
b<\log \lambda_{m}<a \quad \Rightarrow \quad a_{m}<\sum x_{i}<r_{m}
$$

O.C. Function. O.C. function is given by :

$$
\begin{equation*}
L(\theta)=\left[A^{h(\theta)}-1\right] /\left[A^{k(\theta)}-B^{\mu(\theta)}\right] \tag{i}
\end{equation*}
$$

[c.f. (16-121)]
where for each value of $\theta, h(\theta) \neq 0$ is to be determined such that

$$
\begin{array}{cc} 
& E\left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right]^{m(\theta)}=1 \\
\Rightarrow & \sum_{x=0}^{1}\left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right]^{m(\theta)} f(x, \theta)=1 \\
\Rightarrow & \sum_{x=0}^{1}\left[\left(\frac{\theta_{1}}{\theta_{0}}\right)^{x}\left(\frac{1-\theta_{1}}{1-\theta_{0}^{\prime}}\right)^{1-x}\right]^{\mu(\theta)} \theta^{*}(1-\theta)^{1-x}=1 \\
\Rightarrow & \left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)^{h(\theta)} \cdot(1-\theta)+\left(\frac{\theta_{j}}{\theta_{0}}\right)^{\mu(\theta)} \cdot \theta=1 \tag{i}
\end{array}
$$

The solution of this equation for $h=h(\theta)$ is very tedious. From practical point of view, instead of solving (ii), for $h$ we regard $h$ as a parameter and solve it for $\theta$, thus giving

$$
\begin{align*}
& \theta\left[\left(\frac{\theta_{1}}{\theta_{0}}\right)^{h(\theta)}-\left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)^{h(\theta)}\right]=1-\left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)^{\mu(\theta)} \\
\Rightarrow \quad & \quad \theta=\frac{1-\left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]^{h(\theta)}}{\left(\theta_{1} / \theta_{0}\right)^{h(\theta)}-\left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]^{h(\theta)}}=\theta(h)_{i}(\mathrm{say}) . \tag{iii}
\end{align*}
$$

Using ( $i$ ), we have

$$
\begin{equation*}
\left.L(\theta)=\frac{[(1-\beta) / \alpha]^{h}-1}{[(1-\beta) / \alpha]^{h}-[\beta /(1-\alpha)]^{h}}=L(\theta, h), \text { (say }\right) . \tag{iv}
\end{equation*}
$$

Various points on the O.C. curve are obtained by assigning arbitrary values to ' $h$ ' and computing the corresponding values of $\theta$ and $L(\theta)$ from (iii) and (iv) respectively.
A.S.N. Function.

$$
\begin{align*}
Z & =\log \left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right] ; A=\frac{1-\beta}{\alpha}, B=\frac{\beta}{1-\alpha} \\
\therefore \quad \quad \dot{E}(Z) & =\sum_{x=0}^{1} \log \left[\frac{f\left(x, \theta_{1}\right)}{f\left(x, \theta_{0}\right)}\right] \cdot f(x, \theta) \\
& =\sum_{x=0}^{1} \log \left[\left(\frac{\theta_{1}}{\theta_{0}}\right)^{x}\left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)^{1-x}\right] \cdot \theta^{x}(1-\theta)^{1-x} \\
& =(1-\theta) \log \left(\frac{1-\theta_{1}}{1-\theta_{0}}\right)+\theta \cdot \log \left(\frac{\theta_{1}}{\theta_{0}}\right) \\
& =\theta \log \left[\frac{\theta_{1}\left(1-\theta_{0}\right)}{\theta_{0}\left(1-\theta_{1}\right)}\right]+\log \left(\frac{1-\theta_{1}}{1-\theta_{0}}\right) \tag{v}
\end{align*}
$$

A.S.N. is given by

$$
\begin{equation*}
E(n)=\frac{L(\theta) \log B+[1-L(\theta)] \cdot \log A}{E(Z)} \tag{vi}
\end{equation*}
$$

Substituting the values of $E(Z)$ and $L(\theta)$ from ( $v$ ) and (iv) in (vi), we get the A.S.N. function.

Remark. If $h$ assumes negative values i.e., if instead of $h$ we take $-h$ where $h>0$, then

$$
\begin{align*}
L\left(\theta_{1}-h\right) & =\frac{A^{-h}-1}{A^{-h}-B^{-h}}=\left(\frac{1-A^{h}}{B^{h}-A^{h}}\right) B^{h}=\left(\frac{A^{h}-1}{A^{h}-B^{h}}\right) \cdot B^{h} \\
\Rightarrow \quad L\left(\theta_{1}-h\right) & =B^{h} \cdot L\left(\theta_{1} h\right)  \tag{vii}\\
\text { and } \quad \theta(-h) & =\frac{\left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]^{h}-1}{\left[\left(1-\theta_{1}\right) /\left(1-\theta_{0}\right)\right]^{h}-\left(\theta_{1} / \theta_{0}\right)^{h}}\left(\frac{\theta_{1}}{\theta_{0}}\right)^{k} \\
& =\theta(h) \cdot\left(\frac{\theta_{1}}{\theta_{0}}\right)^{k}
\end{align*}
$$

Formulae (vii) and (viii) are very convenient $\mathbf{o}$ use for obtaining the points on O.C. curve for arbitrary negative values of $h$.

## EXERCISE 16(d)

1. (a) Describe Wald's Sequential Probability Ra:io Test.
(b) Explain how the sequential test procedure differs from the NeymanPearson test procedure.
2. Define the $O C$ function and $A S N$ function in sequential analysis. Derive their approximate expressions for the sequential probability ratio test of a simple hypothesis against a simple alternative.
3. Describe Wald's S.P.R.T. Let $X$ be a Bernoulli variate with p.d.f.

$$
f(x ; \theta)=\theta^{x} \cdot(1-\theta)^{1-x} ; x=0,1 ; 0 \leq \theta \leq 1 .
$$

Employ S.P.R.T. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, and obtain its A.S.N. and O.C. functions.
[Delhi Univ. B.Sc. (Stat. Hone.), 1993, '85]
4. (a) Explain how the sequential test procedure differs from the NeymanPearson test procedure.

Develop the S.P.R.T. for testing $H_{0}: \pi=\pi_{0}$ against $H_{1}: \pi=\pi_{1}$, based on a random sample from a binomial population with parameters ( $n, \pi$ ), $n$ being known. Obtain its O.C. and A.S.N. functions.
(b) Obtain the sequential protability ratio test of the hypoihesis $H_{0}: \theta=\frac{1}{3}$ against $H_{1}: \theta=\frac{2}{3}$ for the distribution :

$$
f(x ; \theta)=\left\{\begin{array}{cc}
\theta^{x}(1-\theta)^{1-x}, \text { for } x=0,1 \\
0 & \text { otherwise }
\end{array}\right.
$$

[Madras Univ. B.Sc., 1988]
5. Develop S.P.R. test for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, $\left(\theta_{1}>\theta_{0}\right)$, where $\theta$ is the parameter of a Poisson distribution. Find approximate expressions for $O C$ function and $A S N$ function of the test.
[DeLhi Univ. B.Sc. (Stat. Hons.), 1988]
6. Describe S.P.R.T., its $O C$ and $A S N$ functions.

Construct S.P,R.T. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1},\left(0<\theta_{0}<\theta_{1}\right)$, on the basis of a random sample drawn from the Pareto distribution with density function:

$$
f(x, \theta)=\frac{\theta a^{\theta}}{\frac{x}{}^{\theta}+1}, x \geq a:
$$

Also obtain its O.C. function and A.S.N. function.
[Delhi Univ. B.Șc. (Stat. Hons.), 1989]
7. Explain how the sequential test procedure differs from the Neyman. Pearson test procedure.

Develop the S.P.R.T. for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}\left(>\theta_{0}\right)$, based on a random sample of size $n$ from a population with p.d.f.

$$
f(x, \theta)=\frac{1}{\theta} e^{-x / \theta}, x>0, \theta>0
$$

Also obtain its A.S.N. and O.C. functions.
[Delhi Univ. B.Sc. (Stat. Hons.); 1987]
8. Let $X$ have the p.d.f:

$$
f(x, \theta)=\left\{\begin{array}{c}
\theta e^{-\theta x} ; x \geq 0, \theta>0 \\
0, \text { elsewhere }
\end{array}\right.
$$

For testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$, construct the S.P.R.T. and obtain its ASN and OC functions.
[Indian Civil Services Main), 1989; Delhi Univ. B.Sc. (Stat. Hons.), 1982, 1986]
9. (a) What is a sequential test? How will you develop an optimum test of a specified strength for a simple null hypothesis versus a simple alternative?
(b) Find expressions for the sample size expected for termination of SPRT both under $H_{0}$ and $H_{1}$. Clearly state all the assumptions made.
(c) A random variable follows the normal distribution $N\left[\theta, \sigma^{2}\right]$, where $\sigma^{2}$ is known. Derive the $S P R T$ for testing $H_{0}: \theta=\theta_{0}$ against $H_{1}: \theta=\theta_{1}$. Obtain the approximate expression for the $O C$ function.
[Indian Civil Services (Main), 1990]
10. To test sequentially the hypothesis $H_{0}$ that the distribution is given by $P(X=-1)=P(X=1)=P(X=2)=\frac{1}{3}$ against the alternative $H_{1}$ that it is given by $P(X=-1)=P(X=1)=\frac{1}{4} ; P(X=2)=\frac{1}{2}$, it is decided to continue sampling as long as $-\frac{(n+1)}{2}<S_{n}<\frac{n+2}{2}$, where $S_{n}=X_{1}+X_{2}+\ldots+X_{n}$, the $X_{k}$ 's being the successive observations. Compute the probability under $H_{0}$ and under $H_{1}$ that the procedure will terminate with the fourth observation or earlier.
11. $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of i.i.d. observations from $N\left(\mu, \sigma^{2}\right)$, where $\mu$ is known, $\sigma^{2}$ being unknown. Obtain the SPRT for testing. $H_{0}: \sigma^{2}=\sigma_{0}^{2}$, against $H_{1}: \sigma^{2}=\sigma_{1}^{2}\left(>\sigma_{0}^{2}\right)$. Also obtain its $O C$ function and A.SN. function.

## ADDITIONAL EXERCISE ON CHAPTER XVI

1. (a) "An examiner may pass a dull student or may fail a good student". Explain the above statement with reference to type-I and type-II errors.
2. A single value $x$ is drawn from a normal population with mean $m$ and variance 25 . The null hypothesis $H_{0}: m=50$ is accepted if $x \leq 75$, otherwise $H_{1}: m=60$ is considered true. Evaluate the type I and type II errors.
3. Let $p$ be the proportion of smokers in a certain city. You desire to test the hypothesis $H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{3}{4}$. If jou reject $H_{0}$ when 60 persons or more are found smokers in a sample of 100 persons, compute the significance level and power of the test.
4. Let $X_{1}, X_{2}, \ldots, X_{20}$ be a random sample of size 20 from a Poisson 20 distribution with mean $\theta$. Show that the critical region defined by $\sum_{1} x_{i} \geq 5$, is a uniformly most poweiful critical region for testing $H_{0}: \theta=1 / 10$ against $H_{1}: \theta>1 / 10$.
5. Let $X_{1}, X_{2}, \ldots, X_{n}$ denote a random sample from a normal distribution $N(\theta, 16)$. Find the sample size $n$ and a uniformly most powerful test of $H_{0}: \theta=25$ against $H_{1}: \theta<25$, with power function $K(\theta)$ so that approxinately $K(25)=0.10$ and $K(23)=0.90$.
6. In testing $H_{0}: \sigma=\sigma_{0}$ against $H_{1}: \sigma=\sigma_{1}\left(\neq \sigma_{0}\right)$, for the distribution :

$$
f(x)=\frac{1}{\sigma} \exp \left[-\left(\frac{x-, \theta}{\sigma}\right)\right],(\theta \leq x<\infty, \sigma>0)
$$

snow that the UMP test is of the form

$$
\Sigma x_{i} \geq \text { constant and } \Sigma x_{i} \leq \text { constant. }
$$

7. $X_{1}, X_{2}$ is a random sample from a distribụtion with p.d.f. $f(x, \theta)=\frac{1}{\theta} e^{-x / \theta}, x>0, \theta>0$. The hypothesis $H_{0}: \dot{\theta}=2$ is tested against $H_{1}: \theta>2$ and is rejected if and only if $X_{1}+X_{2} \geq 9.5$. Obtain the power function and the significance level of the test. Also find the probability of type II. ertor when $\theta=4$.
8. On the basis of a single observation $x$ from the following p.d.f.

$$
f(x, 0)=\frac{1}{\theta} e^{-x \theta}(x>0 ; \theta>0)
$$

the null hypothesis, $H_{0}: \theta=1$ against the alternative hypothesis $H_{1}: \theta=4$, is tested by using a set

$$
C=\{x: x>3\}
$$

as the critical region. Prove that the critical region $C$ provides a most.powerful test of its size. What is the power of the test ?
9. Let $X$ be a single observation from the density $f(x ; \theta)=2 \theta x+1-\theta$, $0<x<1,|\theta| \leq 1$; zero otherwise. Find the best critical region of size $\alpha$, for testing $H_{0}: \theta=0$ against $H_{1}: \theta<0$. Express the power function of this test in terms of $\alpha$. Is the test uniformly most powerful ? Explain.
10. $X_{1}, X_{2}, \ldots, X_{n}$ is a random sample of size $n$ from $N(\theta, 100)$. For testing $H_{0}: \theta=75$ against $H_{1}: \theta>75$, the following test procedure is proposed :

$$
\text { Reject } H_{0} \text { if } \bar{x} \geq c ; \text { Accept } H_{0} \text { if } \bar{x}<c .
$$

Determine $n$ and $c$ so that the power function $P(\theta)$ of the test satisfies

$$
P(75)=0.159^{\prime} \text { and } P(77)=0.841 \text {. }
$$

11. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from a distribution having p.d.f.

$$
\begin{aligned}
f(x, \theta) & =\frac{[x(1-x)]^{\theta-1}}{B(\theta, \theta)}, 0<x<1, \theta>0 \\
& =0, \text { elsewhere }
\end{aligned}
$$

Show that the best critical region for testing $H_{0}: \theta=1$ against $H_{1}: \theta=2$ is

$$
C=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): c \leq \prod_{i=1}^{n} x_{i}\left(1-x_{i}\right)\right\} .
$$

12. Let $X$ be a single observation from the distribution with p.d.f.

$$
\begin{aligned}
f(x: \theta) & =\theta . e^{-\theta x} ; 0<x<\infty,(\theta>0) \\
& =0 . \quad \text { elsewhere. }
\end{aligned}
$$

Obtain the best critical region of size $\alpha$ for testing $H_{0}: \theta=1$ against $H_{1}: \theta=2$. Also obtain the power of this test.
[Delhi Univ. M.Sc. (Maths), 1990]
13. Let $\left(x_{1}, x_{2}, \ldots, x_{9}\right)$ be a random sample from $N(\mu, 9)$. To test the hypothesis $H_{0}: \mu=40$ against $H_{1}: \mu \neq 40$, consider the following two critical regions:

$$
\begin{aligned}
& C_{1}=\left\{\bar{x}: \bar{x} \geq a_{1}\right\} \\
& C_{2}=\left\{\bar{x}:|\bar{x}-40| \geq a_{2}\right\}
\end{aligned}
$$

(i) Obtain the values of $a_{1}$ and $a_{2}$ so that the size of each critical region is 0.05 .
(ii) Calculate the power of the two critical regions when $\mu=39$ and $\mu=41$ and comment on the results.
[Delhi Univ. M.A. (Eco.), 1992]
14. (a) For a sample of size 25 from a normal population $N(\mu, 25)$, $\bar{X}=11.5$. Test the hypothesis $H_{0}: \mu=10$ against the alternative $H_{1}: \mu>10$. Calculate the power of the test for $\mu=11$.
[Delhi Univ. MA. (Eco.), 1988]
(b) Let $X \sim N(\mu, 25)$. The null and alterantive hypotheses are :

$$
H_{0}: \mu=10 \text { and } H_{1}: \mu<10
$$

(i) Give the best test of size $\alpha=0.05$ for a sample of size 25 . (No derivation is expected).
(ii) Calculate the power of the test for $\mu=8$.
[Delhi Univ. M.A. (Eco.), 1990]
15. $X$ is normally distributed with $\sigma=5$ :nd it is desired to test $H_{0}: \mu=105$ against $H_{1}: \mu=110$. How large a sample shourd be taken if the probability of accepting $H_{0}$ when $H_{1}$ is true is 0.02 and if a critical region of size 0.05 is used?
(Agra Univ. B.Sc. 1989)
16. Let $p$ be the probability that a given die shows an even number. To test $H_{0}: p=\frac{1}{2}$ against $H_{1}: p=\frac{1}{3}$; the following procedure is adopted. Toss the die twice and accept $H_{0}$ if both times it shows even number. Find the probabilities of type I and type II errors.
(Delihi Unio. M.C.A., 1990)
17. The p.d.f. of $x$ is given by $f(x)=\frac{1}{\theta}, 0<x<\theta$. Let the null hypothesis be $H_{0}: \theta=\frac{4}{3}$ against the alternative hypothesis $H_{\mathrm{A}}: \theta>\frac{4}{3}$. We have a random sample of one observation. The critical region is defined by $C=\{x: x>1\}$.
(i) Find the significance level of the test.
(ii) Find the power of the test for $\theta=7 / 3$ and $\theta=10 / 3$.
[Delhi Univ. M.A. (Eco.), 1991]

TABLE I
LƠGARITHMS

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 |  |  | 5 |  | 7 | 89 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | . 0000 | 004 | 008 | 0120 | 01 | 02 | 0253 | 0294 | 0334 | 0374 | 4 | 8 | 12 | 17 | 2 | 21 |  |  | 3337 |
| 11 | 0414 | 0453 | 0492 | 0531 | 0569 | 0607 | 0645 | 0682 | 0719 | 0755 | 4 | 8 | 11 | 15 | 519 | 19 |  | 26 | 3034 |
| 12 | . 0792 | 0828 | 0864 | 0899 | 0934 | 0969 | 1004 | 1038 | 1072 | 1106 | 3 | 7 | 10 | 14 | 417 | 17 |  |  | 2831 |
| 13 | -1139 | 1173 | 1206 | 1239 | 1271 | 1303 | 1335 | 1367 | 1399 | 1430 | 3 | 6 | 10 | 1s | 316 | 16 |  |  | $2 \% 8$ |
| 14 | .1461 | 1492 | 1523 | 1553 | 1584 | 1614 | 1644 | 1673 | 1703 | 1732 | 3 | 6 | 9 |  |  | 15 |  | 21 | 2427 |
| 15 | -1761 | 1790 | 1818 | 1847 | 1875 | 1903 | 1931 | 1959 | 1987 | 2014 | 3 | 6 | 8 | 11 | 11 | 14 |  |  | 22.25 |
| 16 | -2041 | 2068 | 2095 | 2122 | 2148 | 2175 | 2201 | 2227 | 2253 | 2279 | 3 | 5 | 8 | 11 | 11 | 13 |  | 18 | $21 \quad 24$ |
| 17 | . 2304 | 2330 | 2355 | 2380 | 2405 | 2430 | 2455 | 2480 | 2504 | 2529 | 2 | 5 | 7 | 10 | 01 | 12 |  |  | 2022 |
| 18 | - 2553 | 2577 | 2601 | 2625 | 2648 | 2672 | 2695 | 2618 | 2742 | 2765 | 2 | 5 | 7 |  |  | 12 |  | 16 | 1921 |
| 19 | - 2788 | 2810 | 2833 | 2856 | 2878 | 2900 | 2923 | 2945 | 2967 | 2989 | 2 | 4 |  |  |  | 11 |  |  | 1820 |
| 20 | . 3010 | 3032 | 3054 | 3075 | 3096 | 3118 | 3139 | 3160 | 3181 | 3201 | 2 | 4 | 6 |  |  | 11 |  |  | $17 \quad 19$ |
| 21 | . 3222 | 3243 | 3263 | 3284 | 3304 | 3324 | 3345 | 3365 | 3385 | 3404 | 2 | 4 | 6 |  |  | 10 |  | 14 | 1618 |
| 22 | . 34 | 34 | 34 | 3483 | 3502 | 3522 | 3541 | 3562 | 3579 | 3598 | 2 | 4 | 6 |  |  | 10 |  | 14 | $15 \quad 17$ |
| 23 | . 3617 | 3636 | 3655 | 3674 | 3692 | 3711 | 3729 | 3747 | 3766 | 3784 | 2 | 4 |  |  | 7 | 9 |  | 13 | 1517 |
| 24 | . 3802 | 3820 | 3838 | 3856 | 3874 | 3892 | 3909 | 3927 | 3945 | 3962 | 2 | 4 | 5 |  | 7 | 9 |  |  | 1416 |
| 25 | . 3979 | 3997 | 4014 | 4031 | 4048 | 4065 | 4082 | 4099 | 4116 | 4133 | 2 | 3 | 5 |  | 7 | 9 |  |  | $14 \quad 15$ |
| 26 | . 4150 | 4166 | 4183 | 420 | 42 | 42 | 4249 | 4265 | 4281 | 4298 | 2 | 3 | 5 |  | 7 |  |  |  | 1315 |
| 27 | . 4314 | 4330 | 4346 | 4362 | 4378 | 4393 | 4409 | 4425 | 4440 | - 4456 | 2 | 3 |  |  | 6 | 8 |  | 11 | 1314 |
| 28 | . 4472 | 4487 | 4502 | 4518 | 4533 | 4548 | 4564 | 4579 | 4594 | 4609 | 2 | 3 | 5 |  | 6 | 8 |  |  | 1214 |
| 29 | . 4624 | 4639 | 4654 | 4669 | 4683 | 4698 | 4713 | 4728 | 4742 | 4757 | 1 | 3 | 4 |  | 6 | 7 | 9 |  | $12 \quad 13$ |
| 30 | . 4771 | 47 | 480 | 48 | 48 | 48 | 4857 | 4871 | 4886 | 4900 | 1 | 3 | 4 |  |  | 7 |  | 10 | 1113 |
| 31 | . 4914 | 4928 | 4942 | 4955 | 4969 | 4983 | 4997 | 5011 | 5024 | 5038 | 1 | 3 | 4 |  |  | 7 |  | 10 | 1112 |
| 32 | . 5051 | 5065 | 5079 | 5092 | 5105 | 5119 | 5132 | 5145 | 5159 | 5172 | 1 | 3 | 4 |  | 5 | 7 |  |  | 11, 12 |
| 33 | . 5185 | 5198 | 5211 | 5224 | 5237 | 5250 | 5263 | 5276 | 5289 | 5302 | 1 | 3 | 4 |  | 5 | 6 | 8 | 9 | 1012 |
| 34 | . 535 | 5315 | 5340 | 5353 | 5366 | 5378 | 5391 | 5403 | 5416 | 5428 |  | 3 | 4 |  | 5 | 6 |  | 9 | 1011 |
| 35 | . 5441 | 5453 | 5465 | 5478 | 5490 | 5502 | 5514 | 5527 | 5539 | 5551 | 1 | 2 | 4 |  |  | 6 |  | 910 | 1011 |
| 36 | :5563 | 5575 | 5587 | 5599 | 5611 | 5623 | 5635 | 5647 | 5658 | 5670 | 1 | 2 | 4 |  | 5 | 6 |  | 8 | $10 \quad 11$ |
| 37 | . 5682 | 5694 | 5705 | 5717 | 5729 | 5740 | 5752 | 5763 | 5775 | 5786 | 1 | 2 | 3 |  | 5 | 6 | 7 | '8 | 910 |
| 38 | . 579 | 5809 | 5821 | 5832 | 5843 | 5855 | 5866 | 587 | 5888 | 5899 |  | 2 |  |  |  | 6 |  | 8 | 910 |
| 39 | . 5911 | 5922 | 5933 | 594 | 5955 | 5966 | 5977 | 5988 | 5999 | 6010 | 1 | 2 | 3 |  |  | 5 |  |  | 910 |
| 40 | . 6021 | 6031 | 6042 | 6053 | 6065 | 6075 | 6085 | 6096 | 6107 | 6117 | 1 | 2 | 3 |  |  | S |  | 8 | 910 |
| 41 | . 6128 | 6138 | 6149 | 6160 | 6170 | 6180 | 6191 | 6201 | 6212 | 6222 | 1 | 2 | 3 |  | 4 | 5 | 6 | 7 | 89 |
| 42 | . 6232 | 6243 | 6253 | 6263 | 6274 | 62 | 6294 | 6304 | 6314 | 6325 |  | 2 | 3 |  |  |  |  | 7 | 9 |
| 43 | . 6335 | 6345 | 6355 | 6365 | 6375 | 6385 | 6395 | 6405 | 6415 | 6425 | 1 | 2 | 3 |  | 4 | 5 | 6 | 7 | 89 |
| 44 | . 6435 | 6444 | 6454 | 6465 | 6474 | 6484 | 6493 | 6503 | 6513 | 6522 | 1 | 2 | 3 |  | 4 | 5 | 6 | 7 | 9 |
| 45 | . 6532 | 6542 | 6551 | 6561 | 6571 | 6380 | 6590 | 6599 | 6609 | 6618 | 1 | 2 | 3 |  | 4 | 5 | 6 | 7 | 9 |
| 46 | . 662 | 6637 | 66 | 6656 | 6665 | 6675 | 6684 | 6693 | 6702 | 6712 |  | 2 | 3 |  |  |  |  |  | 8 |
| 47 | . 6721 | 6730 | 6739 | 6749 | 6758 | 6767 | 6776 | 6785 | 6794 | 6803 | 1 |  | 3 |  | 4 | 5 | 5 | 6 | 8 |
| 48 | . 6812 | 6821 | 6830 | 6839 | 6848 | 6857 | 6866 | 6875 | 6884 | 6893 | 1 |  | 3 |  | 4 | 4 | 5 |  | 8 |
| 49 | . 6902 | 6911 | 6920 | 6928 | 6937 | 6946 | 6955 | 6964 | 6972 | 6981 | 1 | 2 | 3 |  | 4 | 4 | 5 | 6 | 78 |
| 50 | . 6990 | 6993 | 7007 | 7016 | 7024 | 7033 | 7042 | 7050 | 7059 | 7067 | 1 |  | 3 |  | 3 | 4 | 5 | 0 | 8 |
| 51 | . 7076 | 7084 | 7093 | 7101 | 7110 | 7118 | 7126 | 7135 | 7143 | 7152 | 1 | 2 | 3 |  | 3 | 4. |  | 6 | 8 |
| 52 | . 7160 | 7168 | 7177 | 7185 | 7193 | 7202 | 7210 | 7218 | 7225 | 7235 | 1 | 2 | 2 |  | 3 | 4 | 5 | 6 | 7 |
| 53 | . 7243 | 7251 | 7259 | 7267 | 7275 | 7284 | 7292 | 7300 | 7308 | 7316 | 1 | 2 | 2 |  | 3 | 4 | 5 | 6 | 67 |
| 54 | . 7324 | 7332 | 7340 | 7348 | 7356 | 7364 | 7372 | 7380 | 7388 | 7396 | 1 | 2 | 2 |  | 3 | 4 | 5 | 6 | 67 |

## TABLE•I <br> LOGARITHMS



TABLE II
ANTLLOGARITHMS


TABLE II ANTILOGARITHMS

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 12 | 3 | 456 | 789 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 50 | 3162 | 3170 | 3177 | 3184. | -3192 | 3199 | 3206 | 3214 | 3221 | 3228 | 11 | 2 | 4 | 6 |
| : 51 | 3236 | 3243 | 3251 | 3258 | 3266 | 3273 | 3281 | 3289 | 3296 | 3304 | 2 | 2 | 34 | 67 |
| . 52 | 3311 | 3319 | 3327 | 3334 | 3342 | '3550 | 3357 | 3365 | 3373 | 3381 | 12 | 2 | $\begin{array}{llll}3 & 4 & 5\end{array}$ | 7 |
| . 53 | 3388 | 3396 | 3404 | 3412 | 3420 | 3428 | 3436 | 3443 | 3451 | 3459 | 12 | 2 | 3 :4 5 | 6 i |
| 44 | 3467 | 3475 | 3483 | 3491 | 3499 | 3508 | 3516 | 3524 | -3532 | ; 3540 | 2 | 3 | $3{ }^{3} 45$ | $\begin{array}{lll}6 & 6 & 7\end{array}$ |
| .55 | 35.48 | 3556 | 3565 | 3573. | 3581 | 3589. | 3597 | 3606 | 3614 | 3622 | 12 | 2 | 345 | 67 |
| 1.56 | 3631 | 3639 | 3648 | 3656 | 3664 | 3673 | 3681. | 3690 | 3698 | 3707 | 12 | 3 |  | 67.8 |
| . 57 | 3715 | 3724 | 3733 | 3741 | 3750 | 3758 | 3767 | 3776 | 3784 | 3793 | 12 | 3 | 3.45 | 78 |
| . 58 | 3860 | 3811 | 3819 | 3828 | 3837 | 3846 | 3855 | 3864 | 3873 | 3882 | $1^{*} 2$ |  | 44 S | 67 |
| . 59 | 3890 | 3899 | 3908 | 3917. | 3926 | 3936 | 3945 | 3954 | 3963 | . 3972 | 12 | 3 | 34 | 6 7'. 8 |
| . 60 | 3981 | 3990 | 3999 | 4009 | 4018 | 4027 | 4036 | ,4046 | 4055 | 4064 | 2 | 3 | $4 \quad 56$ | 78 |
| . 61 | 4074 | 4083 | 4093 | 4102 | 4111 | 4121 | 4130 | 4140 | 4150 | . 4159 | 12 | 3 | 4 5-6 | 89 |
| . 62 | 4169 | 4178 | 4188 | 4198 | 4207 | 4217 | 4227 | 4236 | 4246 | 4256 | 12 |  | 4556 | 8 |
| . 63 | 4266 | 4276 | 4285 | 4295 | 4305 | 4315 | 4325 | 4335 | 4345 | 4355 | 12 | 3 | 456 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| . 62 | 4365 | 4375 | . 4385 | 4395 | 4406 | 4416 | 4426 | 4436 | 4446 | 4457 | 12 | 3 | 56 | $\begin{array}{lll}7 & 8 & 9\end{array}$ |
| . 65 | 4467 | 4477 | 4487 | 4498 | 4508 | 4519 | 4529 | 4539 | 4550 | 4560 | 12 | 3 | 4.56 | $\begin{array}{llll}7 & 8 & 9\end{array}$ |
| . 66 | 4571 | 4581 | 4592 | 4603 | 4613 | 4624 | 4634 | 4645 | 4656 | 4667 | 12 | 3 | 456 | $7 \quad 910$ |
| . 67 | 4677 | 4688 | 4699 | 4710 | 4721 | 4732 | . 4742 | 4753 | 4764 | 4775 | 12 | 3 | $\begin{array}{llll}4 & 5 & 7\end{array}$ | $8 \quad 9 \quad 10$ |
| . 68 | 4786 | . 4797 | 4808 | 4819 | 4831 | 4842 | 4853 | 4864 | 4875 | 4887 | 2 |  | 4667 | 8910 |
| . 69 | 4898 | 49.09 | 4920 | 4932 | 4943 | 4955 | 4966 | 4977 | 4989 | 5000 | 12 |  | 567 | $8 \quad 9 \cdot 10$ |
| 770 | 5012 | 5023 | 5035 | 5047 | 5058 | 5070 | 5085 | 5093 | i5105 | 5117 | 12 |  | $5 \quad 67$ | $8 \quad 9 \quad 11$ |
| . 71 | 5129 | 5140 | 5152 | 5165 | 5176 | 5188 | 5200 | 5212 | 5224 | . 5236 | 12 |  | 5667 | 8.10 .11 |
| .72 | 5248 | 5260 | 5272 | 5284 | 5297 | 5309 | 5321 | 5333 | 5346 | 5358 | 12 |  | 567 | 91011 |
| . 73 | 5370 | 5383 | 5395 | 5408 | 5420 | 5433 | $5445^{\circ}$ | 5458 | 5470 | 5483 | 13 |  | 5668 | 91011 |
| . 74 | 5495 | 5508 | 15521 | 5534 | -5546 | 5559 | 5572 | 5585 | 5598 | 5610 | 13 |  | 568 | 91012 |
| $\because 75$ | 5623 | 5636 | 5649 | 5662 | 5675 | 5889 | 5702 | 5715 | 5728 | 57.41 | 13 |  | 578 | 91012 |
| -76 | 5754 | 5768 | 5781 | 5794 | 5808 | 5821 | 5834 | 5848 | 5861 | 5875 | 1 | 4 | 7 | 91112 |
| -77 | 5888 | 5902 | 5916 | 5929 | 5943 | 5957 | 5970 | 5984 | 5998 | 6012 | 13 |  | 578 | $10 \quad 11 \quad 12$ |
| . 78 | 6026 | 6039 | 6053 | 6967 | 6081 | 6095 | 6109 | 6124 | 6138 | 6152 | 13 |  | 678 | 101113 |
| . 79 | 6166 | 6188 | 6194 | 6209 | 6223 | 6237 | 6252 | 6266 | 6281 | 6295 | 13 |  | 679 | $\begin{array}{llll}10 & 11 & 13\end{array}$ |
| . 80 | 6310 | 6324 | '6339 ${ }^{\text {' }}$ | 5353 | 6368 | 6383 | 6397 | 6412 | 6427 | 6442 | 1, 3 | 4 | 7 | $\begin{array}{lll}10 & 12 & 13\end{array}$ |
| . 81 | 6457 | 6471 | 6486 | 6501 | 6516 | 6531 | 6546 | 6561 | 6577 | 6592 | 23 | 5 | $\begin{array}{llll}6 & 8 & 9\end{array}$ | $\begin{array}{llll}11 & 12 & 14\end{array}$ |
| . 82 | 6607 | 6622 | 6637 | 6653 | 6668 | 6683 | 6699 | 6714 | 6730 | 6745 | 23 | 5 | $\begin{array}{llll}6 & 8 & 9\end{array}$ | $\begin{array}{llll}11 & 12 & 14\end{array}$ |
| . 83 | 6761 | 6776 | 6792 | 6808 | 6823 | 6839 | 6855 | 6871 | 6887 | 6902 | 23 | 5 | 68 | $\begin{array}{llll}11 & 13 & 14\end{array}$ |
| . 84 | 6918 | 6934 | 6950 | 5966 | 6982 | 6998 | 7015 | 7031 | 7047 | 7063 | 23 | 5 | 6810 | $\begin{array}{llll}11 & 13 & 15\end{array}$ |
| . 85 | 7079 | 7096 | . 7112 | 7129 | 7445 | 7161 | 7178 | 7194 | 7211 | 7228 | $23^{\text {c }}$ | 5 | $\begin{array}{llll}7 & 8 & 10\end{array}$ | $\begin{array}{lllllllllllll}12 & 13\end{array}$ |
| :86 | 7344 | 7261 | 7278 | 7295 | 7311 | 7328 | 7345 | 7362 | 7339 | 7396 | 23 | 5 | 78810 | $\begin{array}{llll}12 & 13 & 15\end{array}$ |
| . 87 | 7413 | 7430 | 7447 | 7464 | 74.82 | 7.499 | 7516 | 7534 | 7551 | 7568 | 23 | 5 | $7 \quad 910$ | $\begin{array}{llll}12 & 14 & 16\end{array}$ |
| . 88 | 7586 | 7603 | 7621 | 7638 | 7656 | 7674 | 7691 | 7709 | 7727 | 7745 | 24 | 5 | 7911 | 121416 |
| . 89 | 7762 | 7780 | 7798- | 7816 | 7834 | 7852 | 7870 | 7889 | 7907 | 7925 | 24 | 5 | $7 \quad 911$ | 131416 |
| . 90 | 7943 | 7962 | 7980 | 7998 | 8017 | 8035 | 8054 | 8072 | 8091 | . 8110 | 24 | 6 | 7911 | $\begin{array}{llll}13 & 15 & 17\end{array}$ |
| . 91 | 8128 | 8147 | 8166 | 8185 | 8204 | 8222 | 8241 | 8260 | 8279 | 8299 | 24 | 6 | 8911 | $\begin{array}{llll}13 & 15 & 17\end{array}$ |
| . 922 | 8318 | 8337 | 8355 | 8375 | 8395 | 8414 | 8433 | 8453 | 8472 | ' 8492 | 24 | 6 | 81012 | $14 \cdot 1517$ |
| . 93 | 8511. | 8531 | 8551 | 8570 | 8590 | 8610 | 8630 | 8650 | 8670 | 8690 | 24 | 6 | $8 \quad 1012$ | 141618 |
| .94 | 8710 | 8730 | 8750 | 8770 | 8790 | 3810 | 8831 | 8851 | 8872 | 8892 | 24 | 6 | $8 \quad 1012$ | $\begin{array}{llll}14 & 16 & 18\end{array}$ |
| . 95 | 8913 | 8933 | 8954 | 8974 | 8995 | 9016 | 9036 | 9057 | 9078 | 9099 | 24 | 6 | 81012 | $\begin{array}{llll}15 & 17 & 19\end{array}$ |
| . 96 | 9120 | 9141 | 9162 | 9183 | 9204 | 9226 | 9247: | 9268 | 9290 | 9311 | 24 | 6 | $8 \quad 11113$ | $\begin{array}{llll}15 & 17 & 19\end{array}$ |
| . 97 | 9333 | 9354 | 9376 | 9397 | 9419 | 9441 | 9462 | 9484 | 9506 | 9528 | 24 | 7 | 911113 | $15 \quad 1720$ |
| . 98 | 9550 | 9572 | 9594 | 9616 | 9638 | 9661 | 9683 | 9705 | 9727 | 9750 | 24 | 7 | 91113 | $\begin{array}{lll}16 & 18 & 20\end{array}$ |
| 9.9 | 9772 | 9795 | 9817 | 3840 | 9863 | 9886 | 9908 | 9931 | 9954 | 9977 | 2.5 | 7 | 9 1, 14. | 161820 |

TABLE II
POWERS, ROOTS AND RECIPROCALS

| $n$ | $n^{2}$ | $n^{3}$ | $\sqrt{n}$ | $\sqrt[3]{n}$ | $\sqrt{10 n}$ | $\sqrt[3]{10 n}$ | $\sqrt[3]{100 n}$ | $\frac{1}{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | F | 1. | 3.162 | $2 \cdot 154$ | 4.642 | 1 |
| 2 | 4 | - 8 | 1.414 | 1.260 | 4.772 | 2.714 | 5.848 | . 5000 |
| 3 | 9 | 27. | 1.732 | 1.442 | 5.477 | 3.107. | 6.694 | . 3333 |
| 4 | 16 | 164 | 2 | 1.587 | 6.325 | 3.420 | 7.368 | -2500. |
| 5 | 25 | 125 | 2.236 | 1.710 | 7.671 | 3.684 | 7.937 | . 2000 |
| 6 | 36 | 216 | 2.449 | 1.817 | 7.745 | 3.915 | 8.434 | . 1667 |
| 7 | 49 | 343 | 2.646 | 1.913, | 8.361 | $4 \cdot 121$ | 8.879 | . 1429 |
| 8 | 64 | 512 | 2.828 | 2.000 | 8.944 | 4.309 | 9.283 | . 1250 |
| 9 | 81 | 729 | 3.000 | 2.080 | 9.487 | 4.481 | 9.655 | -1111 |
| 10 | 100 | 1000 | 3.162 | 2.154 | 10.0 | 4.642 | 10.000 | - 1000 |
| 11 | 121 | 1331 | 3.317 | 2.224 | 10.488 | 4.791 | 10.323 | .0909r |
| 12 | 144 | 1728 | 3.464 | 2.289 | 10.954 | 4.932 | 10.627 | . 08333 |
| 13 | 169 | 2197 | 3.606 | 2.351 | 11.402 | 5.066 | 10.914 | . 07692 |
| 14 | 196 | 2744 | 3.742 | 2.410 | 11.832 | 5.192 | 11.187 | . 07143 |
| 15 | 225 | 3375 | 3.873 | 2.466 | 12.247, | 5.313 | 11.447 | . 0666 |
| 16 | 250 | 4096 | 4.000 | 2.520 | 12.649 | 5.429 | 11.696 | . 06250 |
| 17 | 289 | 4913 | 4.123 | 2.571 | 13.038 | 5.540 | 1.1 .935 | . 05882 |
| 18 | 324 | 5832 | 4 4243 | 2.621 | 13.416 | 5.646 | 12.164 | . 05556 |
| 19 | 361 | 6859 | 4.359 | 2.568 | 13.784 | 5.749 | 12.386 | . 05263 |
| 20 | 400 | 8000 | 4.4.72 | 2.714 | 14.142 | 5.848 | 12.599 | . 0500 |
| 21 | 441 | 9261' | 4.583 | 2.759 | 14.491 | 5.944 | 12.806 | . 04762 |
| 22 | 484 | 10648 | 4.590 | 2.802 | 14.832 | 6.037 | 13.606 | . 04545 |
| 23. | 529 | 12167 | 4.796 | 2:844 | 15.166 | 6.127 | 13.200 | . 04167 |
| - 24 | 576 | $\bigcirc 13824$ | 4.899 | 2.884 | 15.492 | 6.214 | -13.389 | . 04167 |
| 25 | 625 | 15625 | 5.000 | 2.924 | 15.811 | 6.300 | -13.572 | . 0400 |
| 26 | 676 | 17576 | 5.099 | 2.962 | 16.125 | 6.383 | 13.751 | . 03846 |
| 27 | 729 | 19683 | 5.196 | 3.000 | 16.432 | 6.463 | 13.925 | . 03704 |
| 28 | 784 | 21952 | 5.292 | 3.037 | 16.733 | 6.542 | 14.095 | . 03571 |
| 29 | 841 | 24389 | 5.385 | 3.072 | 17.029 | 6.619 | 14.260 | . 03448 |
| 30 | 900 | 27000 | 5.477 | $3 \cdot 107$ | 17-321 | 6.694 | 14.422 | . 03333 |
| 31 | 961 | 29791 | 5.568 | $3 \cdot 141$ | 17.607 | 6.768 | 14.581 | $\bigcirc 03226$ |
| 32. | 1024 | 32768 | 5.657 | 3.175 | 17.889 | 6.9840 | 17.736 | . 03125 |
| 33 | 1089 | 35937 | 5.745 | 3.208 | 18.166 | 6.910 | 14.888 | . 03030 |
| 34 | 1156 | 39304 | 5.831 | 3.240 | 18.439 | 6.980 | 15.037 | . 02941 |
| 35 | 1225 | 42875 | 5.916 | 3.271 | 18.708 | 7.047 | 15.183 | . 02857 |
| 36 | 1296 | 46656 | 6.000 | 3.302 | 18.974 | $7 \cdot 114$ | 15.326 | . 02778 |
| 37 | 1369 | 50653 | 6.083 | 3.332 | 19.235 | $7 \cdot 179$ | 15.467 | . 02703 |
| 38 | 1444 | 54872 | 6.164 | 3.362 | 19.494 | 7.243 | 15.605 | . 02632 |
| 39 | 1521 | 59319 | 6.245 | 3.391 | 19.748. | 7.306 | 15.741 | . 025504 |
| 40 | 1600 | . 64000 | 6.325 | 3.420 | 20.00 | 7.368 | 15.874 | . 0250 |
| 41 | 1681 | 68921 | 6.403 | -3.448 | 20.248 | 7.429 | 16.005 | . 02439 |
| 42 | 1764 | 74088 | 6.481 | 3.476 | 20.494 | 7.489 | 16.134 | . 02381 |
| 43 | 1849 | 79507 | 6.557 | 3.503 | 20.736 | 7.548 | 16.261 | .02326 |
| 44 | 1936 | 85184 | 6.633 | 3.530 | 20.976 | 7.606 | 16.386 | . 02273 |
| 45 | 2025 | 91125 | 6.708 | 3.557 | 21.213 | 7.663 | 16.510 | . 02222 |
| 46 | 2116 | 97336 | 6.782 | 3.583 | 21.448 | 7.719 | 16.631 | . 02174 |
| 47 | 2209 | 103823 | 6.856 | 3.609 | 21.679 | 7.775 | . 16.751 | . 02128 |
| 48 | 2304 | 110592 | 6.928 | 3.634 | 21.909 | 7.830 | 16.869 | . 02083 |
| 49 | 2401 | 117649 | 7.000 | 3.659 | 22.136. | 7.884 | $16.985^{\prime}$ | . 02041 |
| 50 | 2500 | 125000 | 7.071 | 3.684 | 22.361 | 7.937 | 17.100 | . 020 |

## TABLE III

POWERS, ROOTS AND RECIPROCÁLS

| $n$ | $n^{2}$ | ${ }^{3}$ | $\sqrt{n}$ | $\sqrt[3]{n}$ | $\sqrt{10 n}$ | $\sqrt[3]{10 n}$ | $\sqrt[3]{1000_{n}}$ | $\frac{1}{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 51 | 2601 | 132651 | $7 \cdot 141$ | 3.708 | 22.583 | 7.990 | 17:213 | . 01961 |
| 52 | 2704 | 140608 | 7.211 | 3.733 | 22.804 | $8.04{ }^{1}$ | 17.325 | . 01923 |
| 53 | 2809 | 148877 | 7.280 | 3.756 | 23.022 | 8.093 | 17.435 | . 01887 |
| 54 | 2916 | 157464 | 7.348 | 3.780 | 23.238 | 8.143 | 17.544 | . 01852 |
| 55 | 3025 | , 166375 | 7.416 | 3.803 | 23.452 | 8.193 | 17.652 | . 01818 |
| 56 | 3136 | 175616 | 7.483 | 3.832 | 23.664 | 8.243 | 17.758 | . 01786 |
| 57 | 3249 | 185193 | 7.550 | 3.849 | 23.875 | 8.291 | 17.863 | . 01754 |
| 58 | 3364 | 195112 | 7.616 | 3.871 | 24.083 | 8.340 | 17.967 | . 01724 |
| 59 | 3481 | 205379 | 7.681 | 3.893 | 24.290 | 8.387 | 18.070 | . 01695 |
| 60 | 3600 | 216000 | 7.746 | 3.915 | 24.495 | 8.334 | 18:171 | . 01667 |
| 61 | 3721 | 226981 | 7.810 | 3.936 | 24.698 | 8.481 | 18.27 .2 | . 01639 |
| 62 | 3844 | 238328 | 7.874 | 3.958 | 24.900 | 8.527 | 18.371 | . 01613 |
| 63 | 3969 | 250047 | 7.937 | 3.979 | 25.100 | 8.573 | 18.469 | . 01587 |
| 64 | 4096 | 262144 | 8.000 | 4.000 | 25.298 | 8.618 | 18.566 | . 01562 |
| 65 | 4225 | 274625 | 8.062 | 4.021 | 25.495 | 8.662 | 18.663 | . 01538 |
| 68 | 4356 | 287496 | 8.124 | 4.041 | 25.690 | 8.707 | 18.758 | . 01515 |
| 67 | 4489 | 300763 | 8.185 | 4.062 | 25.884 | 8.750 | 18.852 | . 01493 |
| 68 | 4624 | 314432 | 8.246 | 4.082 | 26.077 | 8.794 | 18.945 | . 01471 |
| 69 | 4761 | 328509 | 8.307 | 4.102 | 26.268 | 8.837 | 19.038 | . 01449 |
| 70 | 4900 | 343000 | 8.367 | 4.121 | 26.458 | 8.879 | 19.129 | . 01429 |
| 71 | 5041 | 357911 | '8:426 | 4.141 | 26.646 | 8.921 | 19.220 | . 01408 |
| 72 | 5184 | 373248 | 8.485 | $4 \cdot 160$ | 26:833 | 8.963 | 19.310 | . 01389 |
| 73 | 5329 | 389017 | 8.544 , | 4.179 | 27.019 | 9.004 | 19.399 | . 01370 |
| 74 | 5476 | 405224 | 8.602 | 4.198 | 27.203 | 9.045 | 19.487 | . 01351 |
| 75 | 5625 | 421875 | 8.660 | 4.217 | 27.38 | 9.086 | 19.574 | . 01333 |
| 76 | 5776 | 438976 | 8.718 | 4.236 | 27.568 | 9.126 | 19.661 | . 01316 |
| 77 | 5929 | 456533 | 8.775 | 4.254 | 27.740 | 9.166 | 19.747 | . 01299 |
| 78 | 6084 | 474552 | 8.832 | 4.273 | 27.928 | 9.205 | 19.832 | . 01282 |
| 79 | 6241 | 493039 | 8.888 | 4.291 | 28.107 | 9.244 | 19.916 | . 01266 |
| 80 | 6400 | 512000 | 8.944 | 4.309 | 28.284 | 9.283 | 20.000 | . 01250 |
| 81 | 6561 | 531441 | 9.000 | 4.327 | 28.460 | 9.322 | 20.083 | . 01235 |
| 82 | 6724 | 551368 | 9.055 | 4.344 | 28.636 | 9.360 | 20.165 | . 01220 |
| 83 | 6889 | 571787 | 9.110 | 4.362 | 28.810 | 9.398 | 20.247 | . 01205 |
| 84 | 7056 | 592704 | 9.165 | 4.380 | 28.983 | 9.435 | 20.328 | . 01190 |
| 85 | 7225 | 614125 | 9.220 | 4.397 | 29.155 | 9:4.73 | 20.408 | . 01176 |
| 86 | 7396 | 636056 | 9.274 | 4.414 | 29.326 | 9.510 | 20.488 | . 01163 |
| 87 | 7569 | 658503 | 9.327 | 4.431 | 29.496 | 9.546 | 20.507 | . 01149 |
| 88 | 7744 | 681472 | 9.381 | 4.448 | 29.665 | 9.583 | 20.646 | . 01136 |
| 89 | 7921 | 704969 | $7.434^{\circ}$ | 4.465 | 29.833 | 9.619 | 20.224 | . 01124 |
| 90 | 8100 | 729000 | 9.487 | 4.487 | 30.000 | 9.655 | 20.801 | . 01111 |
| 91 | 8281 | 753571 | 9.539 | 4.498 | 30.166 | 9.691 | 20.878 | . 01099 |
| 92 | 8464 | 7.75688 | 9.592 | 4.514 | 30.332 | 9.726 | 20.954 | . 01087 |
| 93 | 8649 | 804357 | 9.644 | 4.531 | 30.496 | 9.761 | 21.029 | . 01075 |
| 94 | 8830 | 830584 | 9.695 | 4.547 | 30.659 | 9.796 | 21.105 | . 01064 : |
| 95 | 9023 | 857375 | 9.747 | 4.563 | 30.822 | 9.830 | 21.179 | . 01053 |
| 9.6 | 9216 | 884736. | 9.798 . | 4.579 | 30.984 | 9.865 | 21.253 | . 01042 |
| 97 | 9409 | 912673 | 9.849 | 4.595 | 31.145 | 9.899 | 21.327 | . 01031 |
| 98 | 9604 | 941192 | 9.899 | 4.610 | 31.305 | 9.933 | 21.400 | . 01020 |
| . 99 | 9801 | 970299 | 9.900 | 4.626 | 31.464 | 9.967 | 21.472 | . $01010{ }^{\prime}$ |
| 100 | 10000 | 1000000 | 10.000 | 4.642 | 31.623 | 10.000 | 21.544 | . 01000 |

## TABLE IV <br> AREAS UNDER NORMAL CURVE

Normal probability curve is given by
$f(x)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}\right\}-\infty<x<\infty$
and standard normal probability curve is given by
where $Z=\frac{X-E(X)}{\sigma_{X}} \sim N(0,1)$
Areas under Nomal Curve

$$
\phi(z)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} z^{2}\right),-\infty<2<\infty
$$

for different values of $z$.

| TÄBLE OF AREAS |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\downarrow \mathrm{Z} \rightarrow$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| - | . 0000 | . 0040 | . 0080 | .0120 | . 0160 | 0199 | 0239. | . 0279 | . 0319 | . 0359 |
| -1 | . 0398 | . 0438 | . 0478 | . 0517 | . 0557 | . 0596 | . 0636 | . 0675 | . 0714 | . 0759 |
| . 2 | . 0793 | . 0832 | . 0871 | . 0916 | . 0948 | . 0987 | . 1026 | . 1064 | . 1103 | . 1141 |
| . 3 | - 1179 | $\cdot 1217$ | . 1255 | . 1293 | . 1331 | . 1368 | . 1406 | . 1443 | . 1480 | . 1517 |
| . 4 | - 1554 | - 1591 | . 1628 | - 1664 | . 1700 | . 1736 | . $1772^{\circ}$ | - 1808 | -1844 | . 1879 |
| . 5 | - 1915 | . 1950 | . 1985 | . 2019 | . 2054 | . 2088 | . 2123 | . 2157 | -2190 | . 2224 |
| . 6 | . 2257 | . 2291 | . 2324 | - 2357 | . 2389 | . 2422 | .2454 | . 2486 | . 2517 | . 2549 |
| . 7 | . 2580 | . 2611 | . 2642 | . 2673 | . 2703 | . 2734 | - 2764 | . 2794 | . 2823 | . 2852 |
| . 8 | . 2881 | .2910 | . 2939 | . 2967 | . 2995 | . 3023 | . 3051 | ${ }^{3} 3078$ | . 3106 | . 3133 |
| . 9 | . 3159 | .3186 | . 3212 | . 3238 | . 3264 | . 3289 | . 3315 | . 3340 | . 3365 | . 3389 |
| 1.0 | . 3413 | . 3438 | . 3461 | . 3485 | . 3508 | . 3531 | . 3554 | . 3577 | . 3599 | ${ }^{3621}$ |
| 1.1 | . 3643 | . 3655 | . 3686 | . 3708 | . 3729 | . 3749 | . 3770 | . 3790 | . 3810 | . 3830 |
| 1.2 | . 3849 | . 3869 | . 3888 | . 3907 | . 3925 | . 3944 | . 3962 | . 3980 | . 3997 | 4015 |
| 1.3 | 4032 | 4049 | . 4066 | -4082 | . 4099 | 4115 | 4131 | 4147 | . 4162 | 4177 |
| $1: 4$ | . 4192 | . 4207 | -4222 | . 4236 | 4251 | 4265 | 4279 | 4292 | .4306 | 4319 |
| 1.5 | 4332 | 4345 | :4357 | . 4370 | 4382 | 4394 | 4406 | 4418 | . 4429 | 4441 |
| 1.6 | 4452 | 4463 | 4474 | . 4484 | . 4495 | -4505 | 4515 | 4525 | . 4535 | 4545 |
| 1.7 | . 4554 | : 4564 | 4573 | . 4582 | 4591 | 4599 | 4608 | 4616 | . 4625 | 4633 |
| $1.8{ }^{\text {- }}$ | 4641 | 4649 | . 4656 | . 4684 | . 4671 | 4678 | 4686 | 4693 | . 4699 | 470¢ |
| 1.9 | . 4713 | . 4719 | : 4726 | . 4732 | . 4738 | 4744 | . 4750 | 4756 | 4761 | 4767 |
| $2 \cdot 0$ | . 4772 | . 47778 | 4783 | . 4788 | . 4793 | 4798 | 4803 | 4808 | . 4812 | 4817 |
| 2.1 | 4821 | 4826 | . 4830 | . 4834 | 4838 | 4842 | 4846 | 4850 | . 4854 | 4857 |
| 2.2 | . 4861 | . 4864 | 4868 | 4871 | . 4875 | 4678 | 4881 | 4884 | . 4887 | 4890' |
| 2.3 | 4893 | 4896 | . 4898 | . 4901 | 4904 | 4906 | 4909 | 4911 | . 4913 | 4916 |
| 2.4 | . 4918 | .4920 | 4922 | . 4925 | . 4927 | 4929 | 4931 | 4932 | 4934 | 4936 |
| 2.5 | 4938 | 4940 | 4941 | . 4943 | . 4945 | 4946 | 4948 | 4959 | . 4951 | 4952 |
| 2.6 | . 4953 | . 4955 | 4956 | . 4957 | . 4959 | . 1960 | 4961 | 4962 | . 4963 | 4964 |
| 2.7 | 4965 | 4966 | . 4967 | . 4968 | . 4969 | $4970{ }^{1}$ | -4971 | 4972 | . 4973 | 4974 |
| 2:8 | . 4974 | . 4975 | 4976 | . 4977 | . 4977 | 4978 | 4979' | 4979 | . 4980 | 4981 |
| 2.9 | 4981 | 4982 | . 4982 | . 4983. | . 4984 | 4984 | 4985 | 4985 | . 4986 | 4986 |
| $3 \cdot 9$ | . 4987 | . 4987 | 4987 | . 4988 | . 4988 | 4989 | 4989: | 4989 | . 4990 | 4990 |
| $3 \cdot 1$ | 4990 | 4991 | . 4991 | .4991 | . 4992 | 4992 | 4992 | 4992 | 4993 | 4993 |
| $3 \cdot 2$ | . 4993 | . 4993 | 4994 | . 4994 | . 4994 | 4994 | 4994 | 4995 | . 4995 | 4995 |
| 3.3 | 4995 | 4995 | . 4995 | . 4996 | . 4996 | 4996 | 4996 | 4996 | . 4996 | 4997 |
| 3.4 | . 4997 | .4997 | . 4997 | . 4997 | . 4997 | 4997 | 4997 | 4997 | . 4997 | 4998 |
| 3.5 | 4998 | 4998 | . 4998 | . 4998 | . 4998 | . 4998 | 4998 | 4998 | . 4998 | 4998 |
| 3.6 | 4998 | 4998 | 4999 | . 4999 | . 4999 | 4999 | 4999 | 49991 | 4999 | 4999 |
| 3.7 | 4999 | 4999 | . 4999 | . 4999 | . 4999 | 4999 | -4999 | 4999 | . 4999 | 4999 |
| 3.9 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 | . 5000 |

TABLE V
ORDINATES OF THE NORMAL PROBABILITY CURVE
The following table gives the ordinates of the standard normal probability curve, i.e., it gives the value of

$$
\phi(z)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2} z^{2}\right),-\infty<z<\infty
$$

for different values of $\frac{1}{}$, where

$$
Z=\frac{X-E(X)}{\sigma_{X}}=\frac{X-\mu}{\sigma} \sim N(0,1)
$$

Obviously $\phi(-z)=\phi(z)$.

| Z | . 00 | . 01 | . 02 | . 03 | . 04 | . 05 | . 06 | . 07 | . 08 | . 09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | . 3989 | - 3989 | . 3989 | . 3988 | . 3986 | . 3984 | . 3982 | . 3980. | . 3977 | . 3973 |
| 0.1 | . 3970 | . 3965 | . 3961 | . 3956 | . 3951 | . 3945 | . 3939 | . $3932{ }^{\prime}$ | . 3925 | . 3918 |
| 0.2 | . 3910 | -3902 | . 3894 | . 3885 | . 3876 | . 3867 | . 3855 | . 3847 | . 3836 | . 3825 |
| 0.3 | . 3814 | . 3802 | . 3790 | . 8778 | . 3765 | . 3752 | . 3739 | . 3725 | $\cdot 3712$ | . 3697 |
| 0.4 | . 3683 | . 3668 | . 3653 | . 3637 | . 3621 | . 3605 | . 3589 | . 3572 | . 3555 | -3538. |
| 0.5 | . 3521 | . 3503 | . 3485 | . 3467 | . 3448 | . 3429 | . 3410 | . 3391 | . 3372 | . 3352 |
| 0.6 | . 3332 | . 3312 | . 3292 | . 3271 | . 3251 | . 3230 | :3209 | . 3187 | . 3166 | . 3144 |
| 0.7 | . 3123 | . 3101 | . 3079 | . 3056 | . 3034 | . 3011 | . 2989 | . 2966 | . 2943 | . 2920 |
| 0.8 | . 2897 | - 2874 | . 2850 | . 2827 | : 2803 | . 2780 | . 2756 | . 2732 | . 2709 | . 2685 |
| 0.9 | . 2661 | . 2637 | . 2613 | - 2589 | . 2565 | . 2541 | . 2516 | . 2492 | . 2468 | . 2444 |
| -1.0 | - 2420 | . 2396 | . 2371 | . 2347 | . 2323 | . 2299 | . 2275 | . 2251 | . 2227 | . 2203 |
| 1.1 | - 2179 | -2155 | -2131 | . 2107 | . 2083 | . 2059 | - 2036 | . 2012 | . 1989 | . 1965 |
| 1.2 | -1942 | - 1919 | . 1895 | . 1872 | - 1849 | - 1826 | . 1804 | - 1781 | . 1758 | . 1736 |
| 1.3 | - 1714 | - 1691 | . 1669 | . 1647 | . 1626 | . 1604 | . 1582 | - 1561 | . 1539 | . 1518 |
| 1.4 | - 1497 | $\cdot 1476$ | . 1456 | . 1435 | . 1415 | . 1394 ' | . 1374 | . 1354 | . 1334 | . 1315 |
| 1.5 | . 1295 | $\cdot 1276$ | . 1257 | . 1238 | - 1219 | $\cdot 1200$ | $\cdot 1182$ | $\cdot 1163$ | -1145 | - 1127 |
| 1.6 | . 1109 | . 1092 | -1074 ${ }^{\circ}$ | . 1057 | . 1040 | . 1023 | . 1006 | . 0989 | . 0973 | . 0957 |
| 1.7 | . 0940 | . 0925 | . 0909 | . 0893 | . 0878 | -0863 | . 0848 | . 0833 | . 0818 | . 0804 |
| 1.8 | . 0790 | . 0775 | . 0761 | . 0748 | . 0734 | . 0721 | . 0707 | . 0694 | . 0681 | . 0669 |
| 1.9 | . 0656 | . 0644 | . 0632 | . 0620 | . 0608 | . 0596 | . 0584 | . 0573 | . 0562 | . 0551 |
| $2 \cdot 0$ | . 0540 | . 0529 | . 0519 | . 0508 | . 0498 | . 0488 | . 0478 | . 0468 | . 0459 | . 0449 |
| $2 \cdot 1$ | . 0440 | . 0431 | . 0422 | . 0413 | . 0404 | . 0396 | 0387 | . 0379 | :0371 | . 0363 |
| 2.2 | . 0355 | . 0347 | . 0339 | . 0332 | . 0325 | . $0317^{\circ}$ | 0310 | . 0303 | . 0297 | . 0290 |
| 2.3 | . 0283 | . 0277 | . 0270 | . 0264 | . 0258 | . 0252 | 0246 | . 0241 | . 0235 | . 0229 |
| 2.4 | . 0224 | . 0219 | . 0213 | . 0208 | . 0203 | . 0198 | 0194 | . 0189 | 0184 | . 0180 |
| $2 \cdot 5$ | . 0175 | 0171 | . 0167 | . 0163 | . 0158 | . 0154 | 0151 | . 0147 | . 0143 | . 0139 |
| 2.6 | . 0136 | . 0132 | . 0129 | . 0126 | . 0122 | 0119 | . 0116 | . 0113 | . 0110 | . 0107 |
| 2.7 | . 0104 | . 0101 | . 0099 | -0096 | . 0093 | . 0091 | 0088 | . 0086 | 0084 | . 0081 |
| 2.8 | . 0079 | . 0077 | . 0075 | . 0073 | . 0071 | . 0069 | . 0067 | . 0065 | . 0063 | . 0061 |
| 2.9 | . 0060 | 0058 | . 00056 | . 0055 | . 0063 | 0051 | 0050 | . 0048 | . 0047 | . 0046 |
| $3 \cdot 0$ | . 0044 | . 0043 | . 0042 | . 0040 | . 0039 | . 0038 | 0037 | . 0036 | . 0035 | . 0034 |
| $3 \cdot 1$ | . 0033 | . 0032 | . 0031 | . 0030 | . 0029 | . 0028 | 0027 | . 0026 | . 0025 | . 0025 |
| 3.2 | . 0024 | . 0023 | . 0022 | . 0022 | . 0021 | . 0020 | . 0020 | . 0019 | 0018 | . 00218 |
| 3.3 | . 0017 | . 0017 | . 0016 | . 00016 | . 0015 | . 0015 | 0014 | . 0014 | . 0013 | . 0013 |
| 3.4 | .0012 | 0012 | . 0012 | .0011 | . 0011 | . 0010 | 0010 | . 0010 | . 0009 | . 0009 |
| $3 \cdot 5$ | . 0009 | . 0008 | . 0008 | . 0008 | . 0008 | . 0007 | . 0007 | . 0007 | . 0007 | . 0006 |
| 3.6 | . 0006 | . 0006 | . 0006 | . 0005 | .0005 | .0005 | .0005 | . 0005 | . 0005 | . 0004 |
| 3.7 | . 00004 | . 0004 | . 0004 | ;0004 | . 0004 | . 0004 | . 0003 | . 0003 | -0003 | . 0003 |
| 3.8 | . 0003 | . 0003 | . 0003 | . 00003 | . 0003 | -.0002 | . 0002 | . 0002 | . 0002 | . 0002 |
| 3.9 | . 0002 | . 0002 | . 0002 | . 0002 | . 0002 | . 0002 | . 0002 | . 0002 | .0001 | :0001 |

## TABLE VI <br> SIĠNIFICANT VALUES $\chi^{2}(\alpha)$ OF CHI-SQUARE

DISTRIBUTION. RIGHTT TAIL AREAS FOR GIVEN PROBABILITY $\alpha$, where

$$
P=P_{r}\left(\chi^{2}>\chi^{2}(\alpha)=\alpha\right.
$$

AND v IS DEGREES OF FREEDOM (d.f.)

| Degree of freedorn (v) | Probability (Level of significance) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0=.99$ | 0.95 | 0.50 | 0.10 | 0.05 | 0.02 | 0.01 |
|  |  |  |  |  |  |  |  |
| 1 | . 000157 | . 00393 | . 455 | 2.706 | 3.841 | 5.214 | 6.635 |
| 2 | . 0201 | - 103 | 1.386 | 4.605 | 5.991 | 7.824 | 9.210 |
| 3 | -115 | . 352 | 2.366 | 6.251 | 7.815 | 9.837 | 11.341 |
| 4 | . 297 | . 711 | 3.357 | 7.779 | 9.488 | 11.668 | 13.277 |
| 5 | . 554 | 1.145 | 4.351 | 9.236 | 11.070 | 13.388 | 15.086 |
| 6 | . 872 | 1.635 | 5.348 | 10.645 | 12.592 | 15.033 | 16.812 |
| 7 | 1.239 | 2.167 | 6.346 | 12.017 | 14.067 | 16.622 | 18.475 |
| 8 | 1. 646 | 2.733 | 7.344 | 13.362 | 15.507 | 18.168 | 20.090 |
| 9 | 2.088 | 3.325 | 8.343 | 14.684 | 16.919 | 19.679 | 21.666 |
| 10 | 2.558 | 3.940 | 9.340 | 15.987 | 18.307 | 21.161 | 23.209 |
| 11 | 3.053 | 4.575 | 10.341 | 17.275 | 19.675 | 22.618 | 24.725 |
| 12 | 3.571 | 5.226 | 11.340 | 18.549 | 21.026 | 24.054 | 26.217 |
| 13 | 4.107 | 5.892 | 12.340 | 19.812 | 22.362 | 25.472 | 27.688 |
| 14 | 4.660 | 6.571 | 13.339 | 21.064 | 23.685 | 26.873 | 29.141 |
| 15 | 4.229 | 7.261 | 14.339 | 22.307 | 24.996 | 28.259 | 30.578 |
| 16 | 5.812 | 7.962 | 15.338 | 23.542 | 26.296 | 29.633 | 32.000 |
| 17 | 6.408 | 8.672 | 16.338 | 24.769 | 27.587. | 30.995 | 33.409 |
| 18 | 7.015 | 9.390 | 17.338 | 25.989 | 28.869 | 32.346 | 34.805 |
| 19 | 7.633 | $10.117^{2}$ | 18.338 | 27.204 | 30.144 | 33.687 | 36.191 |
| 20 | 8.260 | 10.851 | 1.9 .337 | 28.412 | 31.410 | 35.020 ${ }^{\text {' }}$ | 37.566 |
| 21 | 8.897 | 11.591 | 20.337 | 29.615 | 32.671 | 36.348 | 38.932 |
| 22 | 9.542 | 12.338 | 21:337 | 30.813 | 33.924 | 37.659 | 40.289 |
| 23 | 10.196 | 13.091 | 22.337 | 32.007 | 35.172 | 38.968 | 41-638 |
| 24 | 10.856 | 13.848 | 23.337 | 32.196 | 36.415 | 40.270 | 42.980 |
| 25 | 11.524 | 14.611 | 24.337 | 34.382 | 37.65: | 41.566 | 44.314 |
| 26 | 12.198 | 15.379 | 25.336 | 35.363 | 38.885 | 41.856 | 45.642 |
| 27 | 12.879 | 16.151 | 26.336 | 36.741 | 40.113 | 44.140 | 46.963 |
| 28 | 13.565 | 16.928 | 27.336 | 37.916 | 41.337 | 45.419 | 48.278 |
| 29 | 14-256 | 1\%.708 | 28.336 | 39.0087 | 42.557 | 46.693 | 49.588 |
| 30 | 14.953 | 18.493 | 29.336 | 40.256 | 43.773 | 47.962 | 50.892 |

Note. For degrees of freedom $(v)$ greater than 30 , the quantity $\sqrt{2 \chi^{2}}-\sqrt{2 v-1}$ may be used as a normal. variate with unit variance.

## TABLE VII

SIGNIFICANT VALUES $t_{v}(\alpha)$ OF $t$-DISTRIBUTION
(TWO TALL AREAS)
$P\left[|l|>i_{v}(\alpha)\right]=\alpha$

| $\begin{aligned} & d f_{1} \\ & (v) \end{aligned}$ | Probability (Level of Significance) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.50 | 0.10 | 0.05 | 0.02 | 0.01 | 0.001 |
| 1 | 1.00 | 6.31 | 12.71 | 31.82 | 63.66 | 636.62 |
| 2 | 0.82 | 0.92 | 4.30 | 6.97 | 6.93 | 31.60 |
| 3 | 0.77 | 2.35 | 3.18 | 4.54 | 5.84 | 12.94 |
| 4 | 0.74 | 2.13 | 2.78 | 3.75 | 4.60 | 8.61 |
| 5 | 0.73 | 2.02 | 2.57 | 3.37 | 4.03 | 6.86 |
| 6 | 0.72 | 1.94 | 2.45 | 3.14 | 3.71 | 5.96 |
| 7 | 0.71 | 1.90 | 2.37 | 3.00 | 3.50 | . 5.41 |
| 8 | 0.71 | 1.80 | 2.31 | 2.90 | 3.36 | 5.04 |
| 9 | 0.70 | 1.83 | 2.26 | 2.82 | 3.25 | 4.78 |
| 10 | 0.70 | 1.81 | 2.23 | 2.76 | $3 \cdot 17$ | 4.59 |
| 11 | 0.70 | 1.80 | 2.20 | 2.72 | 3.11 | 4.44 |
| 12 | 0.70 | 1.78 | 2.18 | 2.68 | 3.06 | 4.32 |
| 13 | 0.69 | 1.77 | 2.16 | 2.05 | 3.01 | 4.22 |
| 14 | 0.69 | 1.76 | 2.15 | 2.62 | 2.98 | 4.14 |
| 15 | . 0.69 | 1.75 | $2 \cdot 13$ | 2.60 | 2.95 | 4.07 |
| 16 | 0.69 | 1.75 | 2.12 | 2.58 | 2.92 | 4.02 |
| 17 | 0.69 | 1.74 | $2 \cdot 11$ | 2.57 | 2.90 | 3.97 |
| 18 | 0.69 | 1.73 | 2.10 | 2.55 | 2.88 | 3.92 |
| 19 | 0.69 | 1.73 | 2.09 | 2.54 | 2.86 | 3.88 |
| 20 | 0.69 | 1.73 | 2,09 | 2.53 | 2.85 | 3.85 |
| 21 | 0.69 | 1.72 | 2.08 | 2.52 | 2.83 | 3.83 |
| 22 | 0.69 | 1.72 | 2.07 | 2.51 | 2.82 | 3.79 |
| 23 | 0.69 | 1.71 | 2.07 | 2.50 | 2.81 | . 3.77 |
| 24 | 0.69 | 1.71 | 2.06 | 2.49 | 2.80 | 3.75 |
| 25 | 0.68 | 1.71 | 2.06 | 2.49 | 2.79 | 3.73 |
| 26 | 0.68 | 1.71 | 2.06 | 2.48 | 2.78 | 3.71 |
| 27 | 0.68 | 1.70 | 2.05 | 2.47 | 2.77 | 3.69 |
| 28 | 0.68 | 1.70 | 2.05 | 2.47 | 2.76 | 3.67 |
| 29 | 0.68 | 1.70 | 2.05 | 2.46 | 2.76 | 3.66 |
| 30 | 0.68 | 1.70 | 2.04 | 2.46 | 2.75 | 3.65 |
| $\infty$ | 0.67 | 1.65 | 1.96 | 2.33 | 2.58 | 3.29 |

TABLE VIII
SIGNIFICANT VALUES OF THE VARIANCE-RATIO F-DISTRIBUTION (RIGHT. TAIL AREAS) 5 PER CENT POINTS


Index

| A |  | -Recurreñce relation for moments |  |
| :---: | :---: | :---: | :---: |
|  |  |  | $7 \cdot 9$ |
| Absolute moments | $3 \cdot 25$ | Bivariate frequency distribution | $10 \cdot 32$ |
| Additional theorem of |  | Bivariate normal distribution | $10 \cdot 84$ |
| -expectation | $6 \cdot 4$ | -Conditiona distributions | $10 \cdot 90$ |
| -probability | $4 \cdot 30$ | -Marginal distributions | $10 \cdot 88$ |
| Additive property of |  | -M.g.f. | 10.86 |
| -Binomial variates | $7 \cdot 15$ | -moments | 10.91 |
| -Chi-square | $13 \cdot 7$ | Blackwellisation | $15 \cdot 34$ |
| -Gamma variates | $8 \cdot 70$ | Boole's inequality | $4 \cdot 33$ |
| - Normal variates | 8.26 | Borel Cantelli lemma | $6 \cdot 115$ |
| -Poisson variates | $7 \cdot 47$ | Buffon's needle problem | $4 \cdot 83$ |
| Algebra of events | $4 \cdot 21$ |  |  |
| -sets | $4 \cdot 15$ | C |  |
| Alternative hypothesis | $12 \cdot 6$ |  |  |
| Analysis of variance, 14.67, 16.54, A posteriori probability | 16.49 | Cauchy distribution | 8.98 |
| A posteriori probability | $4 \cdot 69$ | Central limit theorem | $8 \cdot 105$ |
| Approximate distributions . |  | -De Moivre's theorem | $8 \cdot 105$ |
| -Binomial for hyper-geometric | $7 \cdot 91$ | -Liaponouffs' theorem | 8-109 |
| - Normal for binomial | $7 \cdot 22$ | - Lindberg-Levy theorem | 8-107 |
| - Normal for Chi-square | $13 \cdot 6$ | Central tendency | $2 \cdot 6$ |
| - Normal for gamma | $8 \cdot 69$ | Characteristic function | $6 \cdot 77$ |
| - Normal for Poisson | $7 \cdot 56$ | -multivariate | 6.84 |
| - Normal for $t$ | $14 \cdot 14$ | -Properties | $6 \cdot 78$ |
| -Poisson for binomial. | $7 \cdot 40$ | -Theorems | $6 \cdot 79$ |
| -Poisson for negative binomial | $7 \cdot 75$ | -uniqueness theorem of | $6 \cdot 88$ |
| A priori probability | $4 \cdot 69$ | Charliers checks | $3 \cdot 24$ |
| Arithmetic mean | $2 \cdot 6$ | Chebychev inequality | $6 \cdot 97$ |
| -Demerits | $2 \cdot 11$ | Chi-square distribution | $13 \cdot 1$ |
| - Merits | $2 \cdot 10$ | -non-central | $13 \cdot 69$ |
| -Properties | $2 \cdot 8$ | Classical definition of probability | $4 \cdot 3$ |
| -Weighted | $2 \cdot 11$ | Class frequency | $11 \cdot 1$ |
| Array | $2 \cdot 1$ | Class limits | $2 \cdot 3$ |
| Association of attributes | $11 \cdot 15$ | Class sets | $4 \cdot 17$ |
| Attributes | 11.1 | -field | $4 \cdot 17$ |
| Average sample number | 16.71 | -ring | $4 \cdot 17$ |
| A.S.N. function | 16.71 | -o-field | $4 \cdot 17$ |
| Axiomatic definition of probability | $4 \cdot 17$ | -0-ring | $4 \cdot 17$ |
|  |  | Co-efficient of dispersion | $3 \cdot 12$ |
| B |  | -skewness | $3 \cdot 32$ |
|  |  | -variation | $3 \cdot 12$ |
| Bartlott's test | $13 \cdot 68$ | Complete sufficient statistic | $15 \cdot 32$ |
| Bayes' theorem | $4 \cdot 69$ | Complete family of distributions | $15 \cdot 31$ |
| Bernoulli distribution | $7 \cdot 1$ | Composite hypothesis | $16 \cdot 2$ |
| Bernoulli trials | $7 \cdot 1$ | Compound distribution | $8 \cdot 116$ |
| Bernoulli law̌ of largs numbers | $6 \cdot 103$ | - Binomiál distribution | $8 \cdot 116$ |
| Best linear unbiased estimator Beta distribution of | 15.14 | -Poisson distribution | $8 \cdot 117$ |
|  |  | Conditional distribution function | $5 \cdot 46$ |
| First kind | $8 \cdot 70$ | Conditional expectation | $6 \cdot 54$ |
| Second kind | $8 \cdot 72$ | -probability | $4 \cdot 35$ |
| Binomial distribution | $7 \cdot 1$ | Conditional variance | $6 \cdot 54$ |
| -Additive property | $7 \cdot 15$ | Confidence interval | $15 \cdot 82$ |
| -Characteristic functión. | $7 \cdot 16$ | - | $15 \cdot 82$ |
| -Cumulants | 7-16 | -For difference of means |  |
| -Factorial moments | 7-1.1 |  | 16.47 |
| -Mean deviation | $7 \cdot 11$ | - For means | 16.42 |
| -Mode | $7 \cdot 12$ | -For proportions ' $p$ ' | $12 \cdot 13$ |
| -Moment Generating Function | $7 \cdot 14$ | -For variances | 16.55 |


| Consistent estimator | 15.2 |
| :---: | :---: |
| -Invariance property | $15 \cdot 3$ |
| -Sufficient conditions | $15 \cdot 3$ |
| Consistent Data | 11.8 |
| Contingency table | 13 |
| Continuous distribution function- | 5.32 |
| -frequency distribution | 2.4 |
| Continuous random variable | $5 \cdot 13$ |
| Convergence in distribution (or law). | $8 \cdot 106$ |
| Convergence in probability | 6.100 |
| Convolütion | 6.126 |
| Córrelation coefficient | $10 \cdot 1$ |
| - -limits | $10 \cdot 2$ |
| -properties | $10 \cdot 3$ |
| Correlation of ranks | $10 \cdot 39$ |

Correlation ratio ..... $10 \cdot 76$
Covariance ..... 6.11
Cramer-Rao's inequality ..... $15 \cdot 22$
$8 \cdot 111$
$16 \cdot 3$
$6 \cdot 72$
$2 \cdot 13$
$9 \cdot 1$
$10 \cdot 49$
DDeciles2.26. $5 \cdot 15$
Degree of freedom ..... $13 \cdot 51$Degenerate random variable
8. 105
De-Moivre-Laplace theorem ..... $11 \cdot 1$
6.7
Discrete distribution function ..... $3 \cdot 1$
,7•1
$8 \cdot 1$$5 \cdot 7$$5 \cdot 42$
$7 \cdot 1$
$8 \cdot 70$
$7 \cdot 1$
$10 \cdot 84$8.98$13 \cdot 1$$8 \cdot 1$
8.89
-Double exponential ..... 8.85
-F-distribution ..... 14.45

- Gamma ..... 8:68
-Generalised power series ..... $7 \cdot 103$
-Geometric ..... 7.83
-Hypergeometric ..... 7.88
-Laplace-Logistic- Log normal
-Multinomial8.898.92$8 \cdot 65$7.95
--Negative binomial-Non-central Chi-square
-Non-Central F ..... $14 \cdot 67$
-Non-Central t ..... 14.43
- Normal ..... $8 \cdot 17$
-Order statistic ..... $8 \cdot 136$
-Pareto ..... $16 \cdot 76$
-Pearsonian system ..... $8 \cdot 120$
-Poisson ..... $7 \cdot 40$
-Power series ..... $7 \cdot 101$
- Rectangular ..... $8 \cdot 1$
-Student's t ..... $14 \cdot 1$
- t distribution ..... $14 \cdot 4$
-Triangular ..... $8 \cdot 10$
- Uniform ..... $8 \cdot 1$
-Webul ..... $8 \cdot 90$
E
Efficient estimators. ..... $15 \cdot 7$
Elementary events ..... $4 \cdot 19$
Empincal probability ..... 4.4
Equally likely events ..... $4 \cdot 3$
Error function (N.D.)- ..... $8 \cdot 30$
Errors of first and second kind ..... $16 \cdot 4$
Estimation ..... $15 \cdot 1$
Estimator (unbiased) ..... $15 \cdot 2$
Event ..... $4 \cdot 19$
Exhaustive events ..... $4 \cdot 2$
Expectation ..... $6 \cdot 1$
$6 \cdot 1$
Exponential distribution ..... $8 \cdot 85$
F
Factorial moments ..... $3 \cdot 24$
Factorization theorem (Neyman) ..... $15 \cdot 18$
Favourable events ..... 4.2
Fisher's Lemma ..... $13 \cdot 17$
-Z-distribution ..... 14.69
-Z.transformation ..... 14:71.
Fourier inversion theorem ..... 6.87
Frequency ..... $2 \cdot 2$
Frequency distribution: ..... $2 \cdot 1$
-polygon ..... $2 \cdot 5$
-table ..... $2 \cdot 2$
F-distribution (Snedecor's) ..... $14 \cdot 45$
-non-central ..... $14 \cdot 67$
Gama Distribution ..... $8 \cdot 68$
-Additive property ..... 8.70
-Cumulant Gen. Function ..... $8 \cdot 68$.
-Moment Gen..Function ..... $8 \cdot 68$
Geometric distribution ..... 7.83
Geometric mean ..... $2 \cdot 22$
Geometrical Probability ..... 4.80
Goodness of fit ..... $13 \cdot 39$
Grouped trequency distribution ..... $2 \cdot 2$


| Normal Distribution | 8.17 |
| :--- | ---: |
| -Characteristics | 8.20 |
| -Cumulant Generating Function | 9.24 |
| -Importance | 8.31 |
| -Mean Deviation | 8.28 |
| -Median | 8.23 |
| -Mode | 8.22 |
| -Moments | 8.24 |
| -Moment Generating Function | 8.23 |
| Normal Curve | 8.29 |
| - equations | 9.2 |
| Null hypothesis | 12.6 |

Ogive $2 \cdot 27$
$\begin{array}{cr}\text { Operating charecteristic(O.C.) curve } & 16.21 \\ \text { O.C. function } & 16.71\end{array}$
$\begin{array}{ll}\text { Order statistics } & 8.136\end{array}$
一Distribution function of $X_{(r)} \quad 8.136$
चJoint p.d.f. of $X_{(r)}, X_{(s)} \quad 8 \cdot 138$
-p.d.f. of $X_{(1)} \quad 8.137$
-p.d.f. of $X_{(n)} \quad 8.137$
-p.d.f. of Range
$8 \cdot 140$

## P

Paired t-test
Pairwise independent events 4.39
Parameter 12.3
Parameter space $\quad 15.1$
Pareto distribution $\quad 16.76$
Partial correlation. $\quad 10.103$
-
$10 \cdot 114$
-regression coefficient
$10 \cdot 105$
Partition values 2.26
-Graphical location $\quad \mathbf{2 . 2 7}$
Pearson $\beta$ and $\bar{\gamma}$ coefficients $\quad 3.24$
Pearson's distribution $8 \cdot 120$
$\begin{array}{ll}\text { Percentiles } & 2.26\end{array}$
Platykurtic 3.35
Poisson distribution $\quad 7.40$
—Additive Property $\quad \mathbf{7 . 4 7}$
-Characteristic function $\quad \mathbf{7 . 4 7}$
$\begin{array}{ll}\text {-Curnulants } & \mathbf{7 . 4 7}\end{array}$
—Mode $\quad 7.44$
-Mioments $\quad 7.47$
-Moment Generating Function $\quad 7.47$
-Recurrence relation for Môments
7.46
$\begin{array}{ll}\text { Poisson Process } & 7.42\end{array}$
Power of test . 16.5
Power series distribution $\quad 7 \cdot 101$
Probability
-Addition law $\quad 4.30$
-Axiomatic 4.17
—Bayes' Theorem 4.69
-Definitions of Terms 4.2
-Empirical 4.4
-Function . 5.6

| -Geometric - History | 4.8. |
| :---: | :---: |
| -Multiplicative Law | 4.3 |
| Probability density function | 5.1 |
| Probability distribution | 5.1 |
| -conditional | $4 \cdot 3$ |
| Probability generating function | $6 \cdot 12$ |
| -mass function | 5.1 |
| Probable error | $10 \cdot 3$ |
| Purposive sampling | $12 \cdot 1$ |
| Q |  |
| Quartile 2.26, | 2-26,5.15 |
| -deviation | 3.1 |
| R |  |
| Random experiments | $4 \cdot 2$ |
| -sampling | 12 |
| Random variables | 5.1 |
| -discrete | 5.6 |
| Range | 3.1 |
| Rank Correlation | 10.3 |
| .Rao-Cramer inequality | 15.2 |
| Rao-Blackwell theorem | $15 \cdot 3$ |
| Rectangular distribution | 8.1 |
| Regression coefficients | $10 \cdot 58$ |
| Regression (linear and nonlinear) | r) $10 \cdot 51$ |
| -curve | $10 \cdot 6$ |
| -plane | $10 \cdot 10 \%$ |
| Relation between $t$ and $F$ | 14.61 |
| $F$ and $\chi^{2}$ | 14.66 |
| Reproductive property (see additive property) |  |
| Residual variance (regression) | 10.105 |
| Root mean square deviation | 3.2 |
| Run | 16.61 |
| Run Test (Wald-Wolfowitz) | 16.61 |
| S |  |
| Sample correlation coefficient | 14.39 |
| Sample partial correlation coefficient 14.39 Sample multiple correlation |  |
| Sample multiple correlation coefficient | $14 \cdot 39$ |
| Sample space | $4 \cdot 18$ |
| Sample standard deviation |  |
| -variance and covariance | 12.29 |
| Sampling | 12.1 |
| -attributes | $12 \cdot 11$ |
| -variables | 12.28 |
| Sampling distribution | 12.3 |
| Scatter diagram | $10 \cdot 1$ |
| Semi-interquartile range | 3.1 |
| Sequential analysis | 16.69 |
| -probability ratio test | 16.69 |
| -A.S.N. function | 16.71 |
| -O.C. Function | 16.71 |

Probability density function 5.
Probability distribution 5.
-conditional 4.3
Probability generating function $\quad 6 \cdot 12$
-mass function 5.1
Probable error $10 \cdot 3$
Purposive sampling 12. ?
Q
2.26,5.13
3.1

Random experiments 4.2
Random variables $5 \cdot 1$
Range 3.1
Rank Correlation 10.31
.Rao-Cramer inequality 15.2
Rao-Blackwell theorem 15.3
Rectangular distribution 8.1
Regression (linear and nonlinear) $10 \cdot 51$

> curve

Relation between $t$ and $F \quad 14.61$
$F$ and $\chi^{2} \quad 14.66$
Reproductive property (see additive property)
Residual variance (regression) $\quad 10 \cdot 106$
Root mean square deviation 3.2
Run 16.61
Run Test (Wald-Wolfowitż) $\quad 16.61$
S
Sample correlation coefficient 14.39
Sample partial correlation coefficient 14.39
Sample multiple correlation coefficient
$14 \cdot 39$
Sample space 4.18
-variance and covariance $\quad 12.29$
Sampling 12.1
—attributes $12 \cdot 11$
Sampling distribution 12.3
Scatter diagram $10 \cdot 1$
Semi-interquartile range 3.1
-probability ratio test $\quad 16.69$
$\begin{array}{ll}\text {-A.S.N. function } & : 16.71\end{array}$

| Set $\begin{aligned} \text { - } \\ \text { - } \\ \text {-disiomint } \\ \text {-empty } \\ \text {-equal }\end{aligned}$ | $4 \cdot 14$ | non-central | 14.43 |
| :---: | :---: | :---: | :---: |
|  | $4 \cdot 15$ | Transformation of |  |
|  | $4 \cdot 15$ | -one-dimensional r.v. | 5.70 |
|  | $4 \cdot 14$ | -two-dimensional r.v. | 5.73 |
|  | $4 \cdot 14$ | Triangular distribution | $8 \cdot 10$ |
| Sign test |  | Truncated distributions | 8.151 |
| Simple sampling | 16.65 | - Binomial Examples | 8.54 |
| Simple hypothesis | 12.2 | -Cauchy | 8.55 |
| Skewness | $3 \cdot 32$ | - Gamma | $8 \cdot 156$ |
| Spearman's Rank Correlation Coefficient | $10 \cdot 39$ | -Normal Examples -Poisson | $8 \cdot 153$ $8 \cdot 154$, $8 \cdot 155$ |
| -Tied ranks | $10 \cdot 40$ | Type of Sampling 8- | 8.154, $8 \cdot 155$ |
| Standard deviation | $3 \cdot 2$ |  |  |
| -error | 12.4 | U |  |
| Statisfec | $12 \cdot 3$ |  |  |
| Statistics, meaning of | $1 \cdot 1$ | U-Test | $16 \cdot 66$ |
| Statistical probability | $4 \cdot 4$ | UMPT | 16.7 |
| Stochastic Indepenidence | $4 \cdot 39$ | Unbiasedness of estimator | $15 \cdot 2$ |
| Stratified sampling | $12 \cdot 3$ | Uniform distribution (Discrete) | $8 \cdot 1$ |
| Student's t-distribution | 14.2 | -continuous |  |
| Sufficient statistics | 15.18 | Uniqueness theorem of moment |  |
| -Complete | 15.31 | generating functions | 6.72 |
| -ractorisation uneorem |  | V |  |
| T |  |  |  |
|  |  | Variance | $8 \cdot 3$ |
| Tehebycheff inequality |  | Variance of residual | $10 \cdot 110$ |
| Testing of hypothesis 16.2. |  | w |  |
| -composite hypouresis | $16 \cdot 1$ |  |  |
| -critical region | 16.3 | Wald-Wolfowtz Test | 16.61 |
| -distribution free methods | 16.59 | Wald's SPRT | 16.69 |
| --level of significance | 16.5 | Weak law of large numbers' | 6:101 |
| -most powerful test (MPT) | 16.6 | Weighted.meap | $2 \cdot 11$ |
| -null hypothesis | $12 \cdot 6$ |  |  |
| -Neyman-Pearson Lemma | 16.7 | Y |  |
| -non-parametric tosts | 16.59 |  |  |
| -sequential tost (see sequential analysis) | 16.69 | Yates' continuity correction Yule's coefficiency of association | $\begin{array}{ll}  & 13 \cdot 57 \\ \text { on } \quad 11 \cdot 17 \end{array}$ |
| -wo kinds of errors | 16.4 | -colligation | $11 \cdot 17$ |
| -uniformly most powerful test (UMPT) | $16 \cdot 7$ | Yule's notation (multiple and ,partial correlation) | ? $0 \cdot 104$ |
| Test for randomness |  | $z$ |  |
| -of significance | 16.6 |  |  |
| Tipett random numbers | $12 \cdot 2$ |  |  |
| t:distribution (Student's) | 14.1 | Zero-onel law | 6:117 |
| Fisher | 14.3. |  |  |


[^0]:    Contents
    Statistical Quality Control - Analysis of Time Senes (Mathematical Treatment) - Index Number - Demand Analysis, Price and Income Elasticity - Analysis ol Variance
    Design of Experiments, Completely Randomised Design - Randomised Block Design, Latin Square Design - Factorial Designs and Confounding.
    Design of Sample Surveys (Mathernatical Treatment) - Sample Random Sampling, Stratified Sampling, Systematic Sampling, Multl-stage Sampling - Educational and Psychological Statistics - Vital Statictical Methods.

[^1]:    Example 4.43. What is the probability that at least two out of $n$ people have the same birthday? Assume 365 days in a year and that all days are equally likely.

[^2]:    $* \because$ for $-1<t<0,|t|=-t$ and for $0<t<1,|t|=+t$

[^3]:    *Chi-square distribution is discussed in Chapter 13

[^4]:    * For detailed discussion see Chapter 9.

