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. PREFACE
O THE TENTH EDITION

Thé book has been revised keeping in mind the comments and
suggestions received from the readers. An attempt is made to eliminate
the misprints/errors in the last edition. Further suggestions and criticism
for the improvement of the book will be most welcome and thankully
acknowledged. N\

August 2000 5.C. GUPTA
V.K. KAPOOR

TO THE NINTH EDITION

The book originally written twenty-four years ago has, during the
intervening period, been revised and reprinted several times. The
authors have, however, been thinking, for the last few years that the
book needed not only a thorough revision but rather a complete
rewriting. They now take great pleasure in presenting to the readers the
ninth completely revised and enlarged edition of the book. The subject-
matter in the whole book has been rewritten in the light of numerous
criticisms and suggestions received from the users of the previous
editions in-India and abroad.

Some salient features of the new edition are:

e The entire text, especially Chapter 5 (Random Variables), Chapter
6 (Mathematical Expectation), Chapters 7 and 8 (Theoretical Discrete
and Continuous Distributions), Chapter 10 (Correlation and
Regression), Chapter 15 (Theory of Estimation), has been restructured,
rewritten and updated to cater to the revised syllabi of Indian
universities, Indian Civil Services and various other competitive
examinations.

e During the course of rewriting, it has been specially borne in
mind to retain all the basic features of the previous editions especially
the simplicity of presentation, lucidity of style and analytical approach
which have been appreciated by teachers and students all over India
and abroad.

¢ A number of typical problems have been added as solved
examples in each chapter. These will enable the reader to have a better
and thoughtful understanding of the basic concepts of the theory and
its various applications.

¢ Several new topics have been added at appropriate places to
make the treatment more comprehensive and complete. Some of the
obvious ADDITIONS are: :

§ 8-1.5  Triangular Distribution p. 810 to 8-12

§ 8:8.3 Logistic Distribution p. 8-92 to 8-95

§ 810  Remarks 2, Convergence in Distribution of Law p. 8-106

§ 8-10.3. Remark 3, Relation between Central Limit Theorem and

Weak Law of Large Numbers p. 8-110
§ 8:10.4 Cramer’s Theorem p . 8-111-8.112, 8-114-8-115 —
Example 8.46



§ 814 to { Order Statistics — Theory, Illustrations and
§ 8-14-6 lExercise Set p. 8:136 to 8-151
§ 815  'Truncated Distributions—with Illustrations
p. 8:151 to 8156 \
§ 10-6-1 Derivation of Rank Correlation Formula for Tied Ranks
p. 10-40-10-41 ‘
§ 10:7-1 Lines of Regression—Derivation (Aliter)
p. 10-50-10-51. Example 10-21 p. 10-55
§ 10-10-2 Remark to § 10-10-2 — Marginal Distributions of
Bivariate Normal Distribution p. 10-88-10-90
Theorem 10-5, p. 10-86. and Theorem 10-6, p. 10-87 on
Bivariate Normal Distribution.
Solved Examples 10-31, 10-32, pages 10-96-10-97 on
BVN Distribution.
Theorem 13.5 Alternative Proof of Distribution of (X, s2)
using m.g.f. p.13-19 to 13-21
13.11  x3-Test for pooling of Probabilities (P Test) p. 13-69
15-4-1 Invariance property of Consistent Estimators—Thegrem
15-1, pp 15:3
15-4.2 Sufficient Conditions for Consistency—Theorem 15-2,
) p. 153
15.5.5 MVUE : Theorem 154, p. 15-12-15.13
15.7 Remark 1. Minimum Variance Bound (MVB), Estimator,
p.15-24
15.7-1 Conditions for the equality sign in Cramer-Rao (CR)
inequality, p. 15-25 to 15-27
15.-8  Complete family of Distributions (with illustrations),
p. 1531 to 15-34
Theorem 15-10 (Blackwellisation), p. 15-36.
Theorems 15-16 and 15-17 on MLE, p. 15-55.
§ 16-5-1 Unbiased Test and Unbiased Critical Region.
Theorem 16-2-pages 16-9-16-10
§ 16-5-2 Optimum Regions and Sufficient Statistics,
p.16-10-16-11
Remark to Example 16-6, p. 16-17-16-18 and Remarks
1, 2 to Example 16-7, p. 16:20 to 16-22; Graphical
Representation of Critical Regions.

* Exercise sets at the end of each chapter are substantially
reorganised. Many new problems are included in the exercise sets.
Repetition of questions of the same type (more than what is necessary)
has been avoided. Further in the set of exercises, the problems have
been carefully arranged and properly graded. More difficult problems
are put in the miscellaneous exercise at the end of each chapter.

¢ Solved examples and unsolved problems in the exercise sets
have been drawn from the latest examination papers of various Indian
Universities, Indian Civil Services, etc.

“n o un 00 o U



(vii)

e An attempt has been made to rectify thé errors in the previous
editions.

e The present edition Incorporates modern viewpoints. In fact
with the addition of new topics, rewriting and revision of many
others and restructuring of exercise sets, altogether a new book,
covering the revised syllabi of almost all the Indian universities,
is being presented to the reader. It is earnestly hoped that, in the

new form, the book will prove of much greater utility to the students
as well as teachers of the subject.

We express our deep sense of gratitude to our Publishers M/s
Sultan Chand & Sons and printers DRO Phototypesetter for their untiring
efforts, unfailing courtesy, and co-operation in bringing out the book,
in such-an elegant form. We are- also thankful to our several colleagues,
friends and students for their suggestions and encouragement during
the preparing of this revised edition:

Suggestions and criticism for further improvement of the book as
well as intimation of errors and misprints will be most gratefully received
and duly acknowledged.

S C. GUPTA & V.K. KAPOOR

TO THE FIRST EDITION

Although there are a iarge number of books available covering
various aspects in the field of Mathematical Statistics, there is no
comprehensive book dealing with the various topics on Mathématical
Statistics for the students. The present book is a modest though
detsrmined bid to meet the requirements of the students of Mathematical
Statistics at Degree, Hohours- and Post-graduate levels. The book will
also be found' of use by the students preparing for various competitive
examinations. While writing this book our goal has been to present a
clear, interesting, systematic and thoroughly teachable treatment of
Mathematical Statistics ahd to provide a textbook which should not
only serve as an introduction to the study of Mathematical Statistics
but also carry the student on to such a level that he can read with
profit the numercus special monographs which are available on the
subject. In any branch of Mathematics, it is certainly the teacher who
holds the key to successful learning, Our aim in writing this book has
been simply to assisf the teacher in conveying to the students more
effectively a thorough understanding of Mathematical Statjstics.

The book contains sixteen chapters (equally divided between two
volumes). The first chapter is devoted to a concise and logical
development of the subject. The second and third chapters deal with
the frequency distributions, and measures of average. and dispersion.
Mathematical treatment has been given to .the proofs of various articles
included in these chapters in a very logical and simple manner. The
theory of probability which has been developed by the application of
the set theory has been discussed quite in detail. A large number of
theorems have been deduced using the simple tools of set theory. The
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simple applications of probability are also given. The chapters on
mathematical expectation and theoretical distributions (discrete as well
as continuous) have been written keeping the latest ideas in mind. A
new treatment has been given to the chapters on correlation, regression
and bivariate normal distribution using the concepts of mathematical
expectation. The thirteenth and fourteenth chapters deal mainly with
the various sampling distributions and the various tests of significance
which can be derived from them. In chapter 15, we have discussed
concisely statistical inference (estimation and testing of hypothesis).
Abundant material is given in the chapter on finite differences and
numerical integration. The whole of the relevant theory is arranged in
the form of serialised articles which are concise and to the. point
without being insufficient. The more difficult sections will, in general,
be found towards the end of each chapter. We have tried our best to
present the subject so as to be within the easy grasp of students with
varying degrees of intellectual attainment.

Due care has been taken of the examination r.eeds of the students
and, wherever possible, indication of the year, when the articles and
problems were set in the examination as been given. While writing this
text, we have gone through the syllabi and examination papers of
almest all Indian universities where the subject is taught so as to
make it as comprehensive as possible. Each chapter contains a large
number of carefully graded worked problems mostly drawn from
university papers with a view to acquainting the student with the typical
questions pertaining to each topic. Furthermore, to assist the student
to gain proficiency in the subject, a large number of properly graded
problems mainly drawn from examination papers of various. universities
are given at the end of each chapter. The questions and problems
given at the end of each chapter usually require for their solution a
thoughtful use of concepts. During the preparation of the text we have
gone through a vast body of literature available on the subject, a list
of which is given at the end of the book. It is expected that the
bibliography given at the end of the book will considerably help those
who want to make a detailed study of the subject

The lucidity of style and simplicity of expression have been our
twin objects to remove the awe which is usually associated with most
mathematical and statistical textbooks.

While every effort has been made to avoid printing and other
mistakes, we crave for the indulgence of the readers fof the errors that
might have inadvertently crept in. We shall consider our efforts amply
rewarded if those for whom the book is intended are benefited by. it.
Suggestions for the improvement of the book will be highly appreciated
and will be duly incorporated.

SEPTEMBER 10, 1970 S.C. GUPTA & V.K. KAPOOR
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CHAPTER ONE
Introduction — Meaning and Scope

1-1. Origin and Development of Statistics. Statistics, in a sense, is as old
as the human society itself. .Its origin can be traced to the old days when it was
regarded as the ‘sciencc of State-craft’ and was the by-product of the administrative
activity of the State. The word ‘Statistics’ secms 10 have been derived from the
Latin word ‘status’ or the ltalian word ‘statista’ or the German word ‘statistik’ each
of which means a ‘political state’. In ancient times, the government used to collect
-the information regarding the population and ‘property or wealth’ of the country -
the farmer enabling the government to have an idea of the manpower of the country
(10 safeguard itself against external aggression, if any), and the latter providing it
a basis for introducing ncws taxes and levies.

In India, an efficient system of collecling official and administrative statistics
cxisted even more than 2,000 years ago, in particular, during the reign of Chandra
Gupta Maurya ( 324 -300 B.C.). From Kautilya’s Arthshastra it is known that
even before 300 B.C. a very good system of collecting ‘Vital Statistics’ and
registration of births and deaths was in vogue. During Akbar’s reign ( 1556 - 1605
A.D.), Raja Todarmal, the then. land and revenue minister, maintaiced good
records of land and agricultural statistics. In Aina-e-Akbari written by Abul Fazl
(in 1596 - 97), one of the nine gems of Akbar, we find detailed accounts of the
administrative and statistical surveys conducted during Akbar’s reign.

In Germany, the systematic collection of official statistics originated towards
the end of the 18th-century when, in ofder (o have an idea of the relative strength
of different German States, information regarding population and output — in-
dustrial and agricultural — was collccted. In England, statistics were the outcome
of Napoleonic Wars. The Wars necessitated the systematic collection of numerical
data to enable the government to assess the revenues and expenditure with greater
precision and then to levy new taxes in order to meet the cost of war.

Seventecnth century saw the.origin of the ‘Vital Statistics.” Captain John
Grant of London (1620 - 1674 ) , known as the ‘father’ of Vital Statistics, was the
firstman (o study the statistics of births and deaths. Computation of moruality tables
and the calculation of cxpectation of life at different ages by a number of persons,
viz., Casper Newman, Sir Williant Petty (1623 - 1687 ), James Dodsor, Dr. Price,
to mention only a few, led to the idea of ‘life insurance’ and the first life insurance
institution was founded in London in 1698.

The theorctical deveiopment of the so-called modem statistics came during
the mid-seventecnth century with the introduction of ‘Theory of Probability’ and
“Theory of Games and Chance’, the chief contributors being mathematicians and
gamblers of France, Germany and England. The French mathematician Pascal
(1623 - 1662 ), after lengthy correspondence with another French mathematician
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P. Fermat (1601 - 1665 ) solved the famous ‘Problem of Points’ posed by the
gambler Chevalier dc - Mere. His study of the problem laid the foundation of the
theory of probability which is the backbone of the modern theory of statistics.
Pascal also investigated the properties of the co-efficients of binomial expansions
and also invented mechanical computation machine. Other notable contributors in
this field are : James Bernouli ( 1654 - 1705 ), who wrote the first treatise on the
“Theory of Probability’; De-Moivre (1667- - 1754 ) who also worked on prob-
abilities and annuities arid published his important work "The Doctrine of Chances"
in 1718, Laplacc (1749 - 1827 ) who published in 1782 his monumental work on
the theory of probabllny, and Gauss (1777 - 1855 ), perhaps the most original: of
all writers on statistical subjects, who gave the principle-of least squares and the
normal law of errors. Later on, most of the prominent mathematicians of 18th, 19th
and 20th centuries, viz., Euler, Lagrange, Bayes, A. Markoff, Khintchin, Kol
mogoroff, to mention only a few, added to the contributions in. the field of
probability.

Modem veterans in the developmem of the subject are Englishmen. Franclb
Galton (1822-1921 ? with his workson ‘regressian’, pioneered the use of statistical
methods in the field of Biometry. Karl Pearson (1857-1936), the founder of the
greatest statistical laboratory in England (1911), is the pioneer in, correlational
analysis. His discovery of the ‘chi square test’, the first and the most important of
modern tests of significance, won for Statistics a place as a science, In 1908 the
discovery of Student’s ‘¢’ distribution by W.S. Gosset who wrote under the
pseudonym of ‘Student’ ushered in an era of exact sample tests (small samples).»

Sir Ronald 'A. Fisher (1890 - 1962), known as the ‘Father of Statistics’, placed
Statistics on a very sound footing by applying it to various diversified fields, such
as genetics; biometry, education, agriculture, etc. Apart from enlarging the existing
theory, he isthe pioneer in introducing the concepts.of ‘Poirtt Estimation’ (efficien-
cy, sufficiency, principle of maximum likelihood,.etc.), ‘Fiducial Inference’ and

‘Exact Sampling Distributions.” He also pioneered the study of ‘Analysis, of
Variance’ and ‘ Desrgn of Expenmems His contributions won for Statistics avery
responsible position among sciences.

1-2. Definition of Statistics. Statistics has been defined differently by
different authors from time to time. The reasons for a variety of definitions are
primarily two. First, in modern times the field of utility of Statistics has widened
considerably. In ancient times Statistics was confined only to the affairs of State
but now it embraces almost every sphere of human activity. Hence a number of
old definitions whichrwere confined to a very narrow field of enquiry were replaced
by new definitions which are much more comprehensive and exhaustive. Secondly,
Statistics has been defined in two ways. Some writers define it as ‘statistical data’,
i.e.,numerical statement of fdcts, while others defineitas ‘statistical methods' ,i.e.,
complete body of the principles and techniques used in.collecting and analysmg
such data. Some of the important definitions are given below.
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Statistics as ‘Statistical Data’ !

Webster defines Statistics as "classified facts representing the conditions of
the people in a State ... especially those facts which can be stated in numbers or in
any other tabular or classified arrangement.” This definition, since it confines
Statistics only to the data pertaining to State; is inadequate as the domain of
.Statistics is much wider.

Bowley defines Statistics as ” numerical statements of facts in any department
of enquiry placed in-relation to each other.” .

A more exhaustive definition is given by Prof. Horace Secrist as follows :

" By Statistics we mean aggregates of facts affected to a marked extent by
multiplicity of causes numerically expressed, enumerated or estimated according
1o reasonable standards of accuracy, collected in a systematic manner for a
pre-determined purpose and placed in relation tc each other.”

Statistics as Statistical.Methods
Bowley himself defines Statistics in. the following three different ways :

(i) Statistics may be called the scichce of counting.

(ii) Statistiés may rightly be called the science of averages.

(iii) Statistics is the science of the measurement of social organism, regarded
as a whole in all its manifestations.

But none of the above definitions is adequalc The first because-$tatisticssis
not merely confined to the collection of data as other aspects like presentation,
analysis and interpretation, etc., are also covered by it. The second, because
averages arc only a part of the statistical tools used in the analysis of the data, others'
being dispersion, skewness, kurtosis, correlation, regression, etc. The third, be="
cause it restricts the application of Statistics o sociology alone while in modemn
days Statistics is used in almost all sciences — social as well as physical.

According to Boddington, " Statistics is the. science of estimates and prob-
abilities." This also is an inadequate definition since probabilities and esumates:
constitute only a part of the statistical methods.

Some other definitions aré :

" The science of Statistics is the method of judging collective, natural or social
phenomenon from the resuits obtained- from the analysis or enumeration or
collection of estimates." - King.

" Statistics is the science which deals with collection, classification and
tabulation of numerical facts as the basis for explanation, description and com-
parison of phenomenon.” = Lovitt.

Perhaps the best definition-seems to be one given by- Croxton and Cowden,
according to whom Statistics may be defined as ” the science which deals with.the
collection, analysis and interpretation of numerical data.”
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1-3. Importance and Scope of Statistics. In modern umes, Statistics is
viewed not as a merc device for collecting numerical data but as a méans of
developing sound techniques for their handling and analysis and drawing valid
inferences from them. As such it is not confined to the affairs of the State but is
intruding constantly into various diversified spheres of life — social, economic and
political. Itis now finding wide applications in almost all sciences — social as well
as physical - such as biology, psychology, education, economics, business manage-
ment, etc. 1t is hardly possible to enumerate even a single department of human
activity where statistics does not creep in. It has rather become indispensable in
all phases of human endeavour.

Statistics aud Planning. Statistics is indispensable to planning. In the
modern age which is termed as ‘the age of planning’, almost all over the world,
goernments, particularly of the budding economies, are resorting to planning for
the economic development. In order that planning is successful, it must be based
soundly on the corrcct analysis of complex statistical data.

Statistics and Economics. Statistical data and technique of statistical analysns
have proved immensely usefutin solving a variety of economic problems, such as
wages, prices, analysis of time series and demand analysis. It has also facilitated
the development of economic théory. Wide applications of mathematics al}d
statistics in the study of economics have led to the development of new disciplines
called Economie Statistics and Econometrics.

Statistics and Business. Statistics is an indispensable tool of production
control also. Business executives are relying more and more on statistical techni-
ques for studying the needs and the desires of the consumers and for many other
purposes. The success of a businessman more or less depends upon the accuracy
and precision of his statistical forecasting. Wrong expectations, which may be the
result of faulty and inaccurate analysis of, various causes affecting a particular
phenomenori, might lead to his disaster. Suppose a businessman wants to manufac-
ture readymade garments. Before starting with the production process he must
have an overall ideaas to ‘how many.garments are to be manufactured’, ‘how much
raw material and labour is needed for that’, and ‘what is the quality, shape, colour,
size, etc., of the garments to be manufactured’. Thus the formulation of a produc-
tion plan in advance is a must which cannot be done without having quantitative
facts about the details mentioned above. As such most of the large industrial and
commercial enterprises are employing trained and efficient statisticians.

Statistics and Industry. In industry, Statistics is very widely used in ‘Quality
Control’. in production engineering, to find whether the product is conforming to
specifications or not, statistical tools, viz., inspection plans, control charts, etc., are
of extreme importance. In inspection plans we have to resort to some kind of
sampling — a very important aspect of Statistics.
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Statistics and Mathematics. Statstics and mathematics are very intimately
related. Recent advancements in statistical techniques arc the outcome of wide.
applications of advancecd mathematics. Main contributors to statistics, namely,.
Bernouli, Pascal, Laplace, De-Moivre, Gauss, R. A. Fisher, 1o mention only a few,
were primarily talented and skilled mathematicians. Statistics may be regarded as
that branch of mathematics which provided us with systematic methods of analys-
ing a large n number of related numerical facts. According to Connor, " Statistics is
a branch of Applied Mathematics which specialises in data." Increasing role of
mathematics in statistical analysis has resulted in a new branch of Statistics called
Mathematical Statistics.

Statistics and Biology, Astronomy and Medical Science. The association
between statistical methods and biological theories was first studied by Francis
Galton in his work in ‘Regression’. According to Prof. Karl Pearson, the whole
‘theory of heredity’ rests on statistical basis. He says, ” The whole problem of
evolution is a problem of vital statistics, a problem of longevity, of fertility, of
health, of disease and it is impossible for the Registrar General to discuss the
national mortality without an enumeration of the population, a classification of
deaths and knowledge of statistical theory.”

In astronomy, the theory of Gaussian ‘Normal Law of Errors’ for the study.
of the movement of stars and planets is developed by using the ‘Principle of Least
Squares’.

In medical science also, the statistical tools for the collection, presentation
and analysis of observed facts relating to the causes and incidence of discases and
the results obtained from the use of various drugs and medicines, are of great
importance. Moreover, LheLefﬁcacy of a manufacutured drug or injection or
medicine is tested by using the ‘tests of significance’ - (i-test).

Statistics and Psychology and Education. In education and psychology, too
Statistics has found wide applications, e.g., to determine the reliability and validity
of atest, ‘Factor Analysis’, etc.,so much so that anew subject called ‘Psychometry’
has come into existence.

Statistics and War. In war, the theory of ‘Decision Functions’ can be of great
assistance to military and technical personnel to plan ‘maximum destruction with
minimum effort’.

Thus, we see that the science of Statistics is: associated with almost all the
sciences — social as well as physical. Bowley has rightly said, " A knowledge of
Statistics is like a knowledge of foreign language or of algebra, it may prove of use
at any time under any circumstance.”

1-4. Limitations of Statistics. Statistics, with its wide 4pphcauons inalmost
every sphere of human activity; is not without limitations. The following are some
of its important limitations :
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(i) Statistics is not suited-to the study of qualitative phenomenon. Statistics,
being a sciencé dealing with a set of numerical dala, is applicablc to the study of
only those subjects of enquiry which are capable of quantitative measurement. As
such, qualitative phenomena like honesty, poverty, culture, etc., which cannot be
expressed numerically, are not capable of direct statistical analysis. However,
statistical techniques may be applied indirectly by first reducing the qualitative
expressions to precise quantitative terms. For example, the intelligence.of-a group
of candidates can be studied on the basis of their scores in a certain test.

(ii) Statistics does not study individuals. Statistics deals with an aggregate of
objects and does not give any specific recognition to the individual items of a series.
Individual items, taken separately, do'not constitute statistical data and are mean-
ingless for any statistical enquiry. For example, the indiiv}dual figures of agricul-
tural production, industrial output or national incomc of any country for a particular
year are meaningless unless, to facilitate comparison, similar figures of other
countries or of the same country for different years are given. Hence, statistical
analysis is stritod to only those problems where group characteristics are to be

_studied.

(iii) Statistical laws are not exact. Unlike the laws of physical and natural
sciences, statistical laws are only approximations and not exact. On the basis of
statistical analysis we can talk only in terms of probability and charice and not in
terms of certainty. Statistical conclusicns are not universally true — they aré true
only on an average. For example, let us consider the statement :" It has been found
that 20 % of-a certain surgical operations by a particular doctor are successful.”

~ The statement does not imply that if the doctor is to operate on 5 persons on any
day and four of the operations have proved fatal, the fifth must be a success. It may
happen that fifth man also dies of the operation or it may also happen that of the
five operations on any day, 2 or 3 or even moré may be successful. By the statement
we mean that as number of operations becomes larger and larger we should expect,
on the average, 20 % operations to be successful.

(iv) Statistics is liable to be misused. Perhaps the most important limitation
of Statistics is that it must be used by experts. As the saying goes, " Statistical
methods are the most dangerous tools in the hands of the inexperts. Statistics is
one of those sciences whose adepts must exercise the self-restraint of an artist.”
The use of statistical tools by inexperienced and untrained persons might lead to
very fallacious conclusions. One of the greatest shortcomings of Statistics is that
they do not bear on their face the label of their quality and as such can be moulded
and manipulated in any manner to support one’s way of argument and reasoning.
As King says, ” Statistics are like clay of which one can make a god or devil as one
pleases.” The requirement of experience and skill for judicious use of statistical
methods restricts their use to experts only and limits the chances of the mass
popularity of this useful and important science.
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1-5. Distrust of Statistics. W¢ often hear the following intercsting comments
on Stalistics :

(i) ‘An ounce of truth will produce tons of Statistics’,

(ii) *Statistics can prove anything’,

(iii) ‘Figures do not lic. Liars figure’,

(iv) ‘If figures say so it can’t be otherwise’,

(v) ‘There are three type of liés - lies, demand lies, and Statistics — wicked in
the order of their naming, and so on.

Some of the reasons for the existence of such divergent views regarding the
nature and function of Statistics are as follows :

(i) Figures are innocent, easily believable and more convincing. The facis
supported by figures are psychologically more appealing.

(i) Figures put forward for arguments may be inaccurate or incomplete and
thus might;lead to wrong infercnces.

(iii) Figures, though accurate, might be moulded and manipulated by sclfish
persons to conceal the truth and present a distorted picture of facts to the public to
meet their selfish motives. When the skilled talkers, writers or politicians through
their forceful writings and speeches or the business and commercial enterprises
through advertisements in the press mislead the public or belie their expectations
by quoting wrong statistical statements or manipulating statistsical data for per-
sonal motives, the public loses its faith and belief in the science of Statistics and
starts condemning it. We cannot blame the layman for his distrust of Statistics, as
he, unlike statistician, is not in a position to distinguish between vatid and invalid
conclusions from statisticat statéments and analysis.

It may be pointed out that Statistics neither proves anything nor disproves
anything. It is only a tool which if rightly used may prove extremely useful and if
misused, might be disastrous. According to Bowley, “Statistics only furnishes a
tool, necessary though imperfect, which is dangerous in the hands of those who do
not know its use and its deficiencies.” It is not the subject of Statistics that is to be
blamed but those people who twist the numerical data and misuse them either due
to ignorance or deliberately for personal selfish motives. As King points out,
"Science of Statistics is the most useful servant but only of great value 1o those who
understand its proper use.”

We discuss below a few interesting examples of misrepresentation of statistical
data.

(i) A statistical report : "The number of accidents taking place in the middlc
of the road is much less than the number of accidents taking place on its side. Hence
itis safer to walk in the middle of the road." This conclusion is obviously wrong
since we are not given the proportion of the number of accidents to the number of
persons walking in the two cases. ‘
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(ii) "The number of-students taking up Mathcmatics Honours in a University
has increased 5 times during the last 3 ycars. Thus, Mathematics -is gaining
"popularity among the students of the university.” Again, the conclusion is faulty
since we are not given any such details about the other subjects and hence
comparative study is not possible.

(iit) "99% of the people who drink alcohol die before attaining the age of 100
years. Hence drinking ;is harmful for longevity of life.” This statement, too, is
incorrect since nothing is mentioned about the number of persons who do not drink
alcohol and die before attaining the age of 100 years.

Thus, statistical arguments based on incomplete data often lead to fallacious

. conclusions. ,



FREQUENCY DISTRIBUTIONS AND
MEASURES OF CENTRAL TENDENCY

2-1. Frequency Distributions. When observations, discrete or continuous,
are available on a single characteristic of a large number qf individuals, often it
becomes necessary o condense the data as far as possible without losing any
information of interest. Let us consider the marks in Statistics obtained by 250
candidates selected at random from among those appearing in a certain examina-

TABLE 1: MARKS IN STATISTICS OF 250 CANDIDATES

32 47 41 51 41 30 39 18 48 53
54 32 31 46 15 37 32 56 42 48
38 26 50 40 38 42 35 22 62 51
44 21 45 31 37 41 44 18 37 47
68 41 30 52 52 60 42 38 38 34

31 51 45 41 50 53 50 32 45 48
40 43 40 34 34 4 38 58 49 28
40 45 19 24 34 47 37 33 37 36

This representation of the data does not furnish any useful information and is
rather confusing to mind. A better way may be to express the figures in an
ascending or descending order of magnitude, commonly termed as array. But this
does not reduce the bulk of the data. A much better representation is givén on the
next page.

Abar (| )called tally mark is put against the number when it occurs. Having
occurred four times, the fifth occurrence is represented by putting a cross tally (/)

on the first four tallies. This technique facilitates the counting of the tally marks
at the end.
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The representation of the data as above is known as frequency distribution.
Marks are called the variable ( x ) and the ‘number of students’ against the marks
is known as the frequency (f) of the variable. The word ‘frequency’ is derived
from ‘how frequently’ a variable occurs. For example, in the above case the
frequency of 31 is 10 as there are ten students getting 31 marks. This repre-
sentation, though better than an array’ , does not condense the data much and it is
quite cumbersome to go through this huge mass of data.

TABLE 2

Marks No. of Students  Total Marks  No. of Students  Total
Tally Marks Frequency Tally Marks Frequency

15 =2 40 MM =11
17 il =3 41 o =10
18 I =2 42 oo =13
19 Il =2 43 "o =8
21 ] =2 44 W ou =12
22 I =2 45 "l =7
23 1] =3 46 "o =7
24 1} =4 47 un =8
25 =1 48 ] =12
26 1l =3 49 m =3
27 | =1 50 -0 =10
28 [} =3 51 1l =4
29 Il =2 52 [} =5
30 ] =5 53 1} =4
31 " =10 54 1] =3
32~ um u =10 55 il =2
33 " m =8 56 Il =2
34 " i =11 57 1] =2
35 u =5 58 Il =2
36 u =5 60 1} =3
37 o =12 61 | =1
3 oW =17 62 | =1
39 mi =6 68 | =1

If the identity of the individuals about whom a particular information is taken

is not relevant, nor the order in which the observations arise, then the first real step
of condensation is to divide the observed range of variable into a suitable number
of class-intervals and to record the number of observations in each class. For

example, in the above case, the data may be expressed as shown in Table 3.
TABLE 3 : FREQUENCY TABLE

Such a table showing the distribu-

tion of the-frequencies, in the dlffe:ent , Marks No. of students.
classes is called a frequency table and” (x) (f)
the manner in which the class frequen- 15—19 9
cies are distributed over the class inter- 20—24 11
vals is called the grouped frequency %:.ﬁ B
distribution of the variable, 35—39 45
Remark. The classes of the type 2‘5’:‘}3 g‘;
15—19, 20—24, 25—29 etc., in which 50 —54 26
both the upper and lower limits are 55 —59 8
included are called ‘inclusive classes'. 8§ —c 3
For example the class 20—24, includes Total 750
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all the values from:20 to 24, both inclusive ‘and the classification is termed as
inclusive type classification.

In spite of greatimportance of classification in statistical analysis, no hard and
fast rules can be laid down for it. The following points may be kept in mind for
classification':

(i) Thgclasses shauld be clearly defined and should notlead to any ambiguity.

(ii) The classes should be exhaustive, i.e., each of the given valies should be
included in one of the classes.

(iii) The classes should be mutually exclusive and non-overlapping.

(iv) The classes should be of equal width. The principle, however, cannot be
rigidly followed. If the classes are of varying width, the different class frequencies
will not be comparable. Comparable figures can be obtained by dividing the value
of the frequencies by the corresponding widths of the class intervals. The ratios
thus obtained are called ‘frequency densities’.

(v) Indeterminate classes, e.g., the open-end classes, less than ‘a’ or greater
than ‘b’ should be avoided as far as possible since they create difficulty in analysis
and interpretation.

(vi) The number of classes should neither be too large nor too small. It should
preferably lie between S and 15. However, the number of classes may be more*
than 15 depending upon the total frequency and the details required, but it is
desirable that it is not less than 5 since in.that case the classification may not reveal
the essential characteristics of the population. The following formula due to
~ Struges may be used to determine an approximate number k of classes :

k=1+332 logio N,
where N is the total frequency.

“T'he Magnitude of the Class Interval

Having fixed the number of classes, divide the range ( the difference between
the greatest and the smallest observation) by it and the nearest integer to this value
gives the magnitude of the class interval. Broad class intervals (ie., less number
of classes) will yield only rough estimates while for high degree of accuracy small
class intervals ( i.e., large number of classes) are desirable.

Class Limits

The class limits should be chosen in such a way that the mid-value of the class
interval and actual average of the observations in that class interval are as nearto
each other as possible. lfmnslsnotthecascthmmeclassnﬁcanongwwadlstmcd
picture of the characteristics of the data. If possible, class limits stiould bé located
at the points which are multiple of 0, 2, 5, 10.,... etc., so that the midpoints of the

classes are the common figures, viz., 0, 2, 5, 10..., etc., the figures capable of easy
and simple analysis.
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2-1-1. Continuous Frequency Distribution. If we deal with a continuous
variable, it is not possible to arrange the data in the class intervals of above type.
Let us consider the distribution of age in years, If ¢lass intervals are 15—19,
20—24 then the persons with ages between 19 and 20 years are not taken into
consideration. In such a case we form the class intervals as shown below.

Age in years
Below §
5 or more but less than 10
10 or more but less than 15
15 or more but less than 20
20 or more but less than 25
and so on.
Here all the persons with any fraction of age are included in one group or the
other. For practical purpose we re-write the abové classes as

0—5
5—10
10— 15
15—20
20—25

This form of frequency distribution is known as continuousj-equency distribu-
tion.

It should be clearly understood that in the above classes, the upper limits of
each class are excluded from the respective classes. Such classes in which the upper
limits are excluded from the respective classes and are included in the immediate
next class are known as ‘exclusive classes’ and the classification is termed as
‘exclusive type classification’.

2:2. Graphic Representation of a Frequency Distribution. It is often useful
to represent a frequency distribution by means of a diagram which makes the
unwieldy data intelligible and conveys to the eye the general run of the observa-
tions. Diagrammatic representation also facilitates the comparison of two or more
frequency distributions. We consider below some important types of graphic
representation,

221 Hstogram. In drawing the histogram of a given continuous frequency
distribution we first mark off along the x—axis all the class intervals on a suitable
scale. On each class interval erect rectangles with heights proportional to the
frequency of the corresponding class interval so that the area of the rectangle is
proportional to the frequency of the class. If, however, the classes are of unequal
width then the height of the rectangle wili be proportional to the muo of thc

frequencies to the width of the classes. The diagram of continuous rectangles so
obtained is called histrogram.
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Remarks. 1. Todraw the histogram for an ungrouped fréquency distribution
of a variable we shall have to assume that the frequency corresponding to the variate
value x is spread.over the interval x - 4/2 to x+ h/2, where A is the jump from
one value to the nexi.

2. If the grouped frequency distribution is not continuous, first it is to be
converted into continuous distribution arid then the histrogam is drawn.

3, Although the height of each rectangle is proportional to the frequency of
the corresponding class, the height of a fraction of the rectangle is not proportional
to the frequency of the corresponding fraction of the class, so that histogram cannot
be directly used to read frequency over a fraction of a class interval.

4. The histogram of the distribution of marks of 250 students in Table 3 (page
2-2) is obtained as follows.

Since the grouped frequency distribution is not continuous, we first convert it
into a continuous distribution as follows: (sT0GRAM FOR FREQ. DISTRIBU TION

Marks No. of Students 56 [ —
14.5-195 9 «8}
19‘5-24? 1 (1; [ —k
24.5-29- 1 L
29.5-34.5 44 340. —
34.5-39.5 45 S 39}
39.5.44-5 54 z >l
445495 37 S 2l
49.5-54.5 2 o4l
545-59-5 8 @ 16|
59.5-64-5 5 w j
0w w w wwww b wn ..
22IJISISARS e
MARKS

Remark. The upper and lower class limits of the new exclusive type classes
are known as class boundaries.

If d' is the gap between the upper limit of any class and the lower limit of the
succeeding class, the class boundaries for any class are then given by:

Upper class boundary = Upper class limit + g

Lower class boundary = Lower class limit — g

2-2.2'. Frequency Polygon. For an ungrouped distribution, the frequency
polygon is obtained by, plotting points with abscissa as the variate.values and the
Ofdlnafe as the corresponding frequencies and joining the plotted points by means
Ot: Straight lines. For a grouped frequency distribution, the abscissa-of points are
mid-values of the class intervals. For equal class intervals the frequency polygon
can be obtained by joining the middle Points of the upper sides of the adjacent
rectangles of the histogram by mzans of straight lines. If the class intervals aré of
small width the polygon can be approximated by a smooth curve. The frequency
Curve can be obtained by drawing a smooth freehand curve through the vertices of
the frequency polygon.
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Rectangle
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2-3. Averages or Measures of Central Tendency or Measures of Location.
According to Professor Bowley, averages are "statistical constants which enable
us to comprehend in a single effort the significance of the whole.” They give us
an idea about the concentration of the values in the central part of the distribution.
Plainly speaking, an average of a statistical series is the value of the variable which
is representative of the entire distribution. The following are the ﬁve measures of
central tendency that are in common use:

(i) Arithmetic Mean or simply Mean , (ii) Median,

(iii) Mode, (iv) Geometric Mean, and (v) Harmonic Mean.

2-4, Requisites for'an Ideal Measure of-Central Tendency. According to
Professor Yule, the following are the characteristics to be satisfied by an ideal
measure of central tendency :

(i) It should be rigidly defined.
(ii) It should be readily comprehensible and easy to calculate.
(iii) It shoul? be based on all the observations.

(iv) It should be suitable for further mathematical treatment. By this we miean
that if we are given the averages and sizes of a number of series, we should be.able
to calculate the average of the composite series obtained on combining the given
series.

(v) It should be affected as little as possible by fluctuations of sampling.

In addition to the above criteria, we may add the following (which is not due
to Prof.Yule) :

(vi) It should not be affected much by extreme values.

2.5. Arithmetic Mean. Arithmetic mean of a set of observastions is their sum
divided by the number of observations, e.g., the arithmetic mean x of n observa-
tions x; , Xz, ..., Xxis given by

S

xX= l( N+ X2+ ...+ X, )= 'l X x;

n n o= .
In case of frequency distribution x; | f;, i=1,2,...,n, wheref; is the fréquency of
the variable x; ;

’

hxa+fo ot faxa ;.'.f,-x.- 1 2 n
x= 8= LRt x Xe = izl = - . X, = .
e wa— LT W [E5-n] e

In case of grouped or continuous frequency distribution, x is taken as the mid-value
of the corresponding class.

Remark. The symbol I is the leiter capital sigma of the Greek alphabet and
is used in mathematics to denote the sum of values.
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Example 2-1. (a) Find the arithmetic mean of the following frequency dis-

tribution:
x: 1 2 3 4 5 6 7
: 5 9 12 17 14 10 6
(b) Calculate the arithmetic mean of the marks from the following table :
Marks 0-10 10-20 20-30 30-40 40-50 50-60
No. of students : 12 18 27 20 17 6
Solution.. (a) '
x f fx
1 5 5
2 9 18
3 12 36
4 17 68
5 14 70 -
6 10 60
7 6 42
73 299
3= L =29
=y Ifx= 73 = 4.09
(b)
Marks No. of students Mid - paint fx
(2] (x)

0-10 12 5 60
10-20 18 15 270
20-30 27 25 675
30-40 20 35 700
40-50 17 45 765
50-60 6 55 330

. . -1
Arithmetic meanor x= N Ifx= 100 x 2,800= 28

It may be noted that if the values of x or (and) f are large, the calculation of
mean by formula (2-1) is quite ume—consummg and tedibus. The arithmetic is
reduced to a great extent by taking the devnauons of the given values from any
arbitrary point ‘A’, as explamcd below.

Let di= x;— A, then fidi= f; (xi— A) = fixi- Af; /

Summing both sides overi from I'to n, we get -

E fidi= % fixie A):f..zfxi A.N.

i=1 i=1 l—l “i=1
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1 " r ™
= N Zf.'d.'=— Zﬁx;-.‘\:E—A.
N2 N _|
where x is the arithmetic mean of the distribution.
’ n
T= A+ % T fidi (22

This formula is much more convenient to apply than formula (2:1).

Any number can serve the purpose of arbitrary point ‘A’ but, usually, the
value of x corresponding to the middle part of the distribution will be much more
convenient.

In case of grouped- or continuous frequency distribution, the arithmetic is
reduced to a still greater extent by taking
X — A

h ’
where A is an arbitrary point and 4 is the common magnitude of class interval. In
this case, we have

d;=

h di= Xi— A R
and proceeding exactly similarly as above, we get
n
i=Aa+L I 4, .(23)
N
Example 2-2. Calculate the mean for the following frequency distribution.
Class-interval : 0-8 816 16-24 24-32 3240 4048

Frequency : 8 7 16 24 15 7
Solution.
Class~interval mid-value Frequency d=(x-A)/h fd
(x) (f)
0-8 4 8 -3 -4
8-16 12 7 -2 -14
16-24 20 16 -1, -16
24-32 28 24 0 0
32-40 36 15 1 15
40-48 44 7 2 14

77 =25

"Herewetake A=28and h=8.
7= A+ BELd_ 5g, BX(= D) _ 5 20_ 5540
N 71 m
2.5-1. Properties of Arithmetic Mean
Property 1. Algebraic swm of the deviations of a set of values from
their arithmetic mean is zero. If x\fi, i= 1,2, ..,n is the frequency distribu-
tion, then
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n
T fi (xi= X)= 0, x being the mean of distribution.
i=1

Proof. X fi(xi-X)=Z% fixi-xZ fi=Z% fixi-Xx.N
i i ‘
: fox

:

Also ;: N = ? ﬁxigN;-

n
Hence 2 fi(xi=X)=N.X-X.N=0
(=1
Property 2. The sum of the squares of the deviations of a set of values is
minimum when taken about mean.

Proof. For the frequency distribution x; | fi, i=-1,2,..,n, let

n
Z= X fi(v-A),
i=1
be the sum of the squares of the deviations of given values from any arbitrary point
‘A’. We have to prove that Z is minimuii when A = X,
Applying the principle. of maxima and minima from differential calculus, Z
will be minimum for variations in A if

9z A
6A-0 and 0A_,>0
VA .
Now I‘-=—25_‘ filx;i=A)=0 = X fi(x;-A)=0
i i
=  Tfixi-AZfi=0 or A=%=§

-

Again LZ__ 2% [(-1)= 2% fi= 2N>0
JA i i

Hence Z is minimum at the point A = xX. This establishes the résult.
Property 3. (Mean of the composite series). If xi, (i= 1,2,..,k) are
the means of k-component series of sizes n;, (i=1,2, ..., k) respectively, then the
mean X of the composite series obtained gn combining the component series ts
given by the formula:
MX + NaXo+ oot MeXy
M+ Bt L+,

x=

= 2”;:‘,' / )'.‘n; ..,(2'-‘)
‘ i
Proof. Let xy;,x:2, ..., be 1y members of the first series ; X3, A2, ...

X2, be g2 members of the second series, Xy , Xi2, ..., Xin, bC nx members of the
kth sries. Then, by def.,
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- 1 ]
x)=- ;'—l (xu + X124 ...+ X1 )

- 1
2= ;Z'(le’r X024 ...+ X2my)

- 1
Xp - -n-;(xu+ X2+ oot Ximy )

The mean X of composite series of size my + ny + ... + n, is given-by
Cen+xi2+ o+ X)) + (o + X2+ .+ X))+ L+ (X X2+ .+ Xiny)

xX=
m+m+...+n

- n;f; +hz;z+ *nk;k
Ny + M2+ ..M ’ (From (%))

Thus, x=3nmXx; | (Zn;)
i i

Example 2-3. The average salary of male employees in a firm was Rs.520
and that of females was Rs.420. The mean salary of all the employees was Rs.500.
Find the percentage of male and femdle employees.

Solution. Let 7, and n, denote respectively the number of male and female
employees in the concern and x; and X, denote respectively their average salary
(in rupees). Let x denote the avarage salary of all the workers in the firm.

We are given that :

X =520, x,=420 and Xx=500

Also we know
s M X+ nx

n+ n
500 (n1 + nz) = 520 m + 420)12 ’
= (520 - 500) n, = (500 - 420) n,
= 20 ny = 80 ny
= n 4

Y

n2 -1
Hence the percentage of male employees in the firmm
4
alowks 100 = 80
and percentage of female employees in the firm
1
= m x 100 = 20
2-5-2. Merits and Demerits of Arithmetic. Mean
Merits. (i) Itis rigidly defined .
(if) It is easy to understand and easy to calculate.
(1if) It is based upon all the observations.
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(iv) It is amenable to algebraic treatment. The mean of the composite series
in terms of the means and sizes of the component series is given by
k k
x=Lnx/(En)
i=1 i

(v) Of all the averages, arithmetic mean is affected least by fluctuations of
sampling. This property is sometimes described by saying that arithmetic mean is-
a stable average.

Thus, we see that arithmetic mean satisfies all the properties laid down by Prof.
Yule for an ideal average.

Demerits. (i) It cannot be determined by inspection nor it can be located
graphically.

(ii) Arithmetic mean cannot be used if we are dealing with qualitative charac-
teristics which cannot be measured quantitively; such as, intelligence, honesty,
beauty, etc. In such cases median (discussed later) is the only average to be used.

(iii) Arithmetic mean cannot be obtained if a single observation is missing or
lost or is illegible unless we drop it out and compute the arithmetic mean of the
remaining values. .

(iv) Arithmetic mean is affected very much by extreme values. In case of
extreme items, arithmetic mean gives a distorted picture of the distribution and no
longer remains representative of the distribution.

(v) Arithmetic mean may lead to wrong conclusions if the details of the data
from which it is computed are not given. Let us consider the following marks
obtained by two students A and B in three tests, viz., terminal test, half-yearly
examination and annual examination respectively.

Marks in : — I Test Il Test I Test Average marks
A 50% 60% 70% 60%
B 70% 60% 50% 60%

Thus average marks obtained by each of the two students at the end of the year
are 60%. If we are given the average marks alone we conclude that the level of
intelligence of both the students at the end of the year is same. This is a fallacious
conclusion since we find from the data that student A has improved consistently
while student B has deteriorated consistently.

(vi) Arithmétic mean cannot be calculated if the extreme class is open, e.g.,
below 10 or above 90, Morever, even if a single observation is missing mean cannot
be calculated.

(vii) In extremely asymmertrical (skewed) distribution, usually arithmetic
mean is not a suitable measure of location.

2:5-3. Weighted Mean. In calculating arithmetic' mean we suppose that all
the items in the distribution have equal importance. But in practice this may not
be so. If some items in a distribution are more important than others, then this
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point must be borne in mind, in order that average computed is represcntative of
the distribution. In such cases, proper weightage is to be given to various items
— the weights attached to cach item being proportional to the importance of the
item in the distribution. For example, if we want to have an idea of the change
in cost of living of a certain group of pcople, then the simple mean of the prices
of the commodities consumed by them will not do, since all the commoditics are
not equally important, e.g., wheat, ricc and pulscs are more important than
cigarcltes, tea, confectionery, etc.

Let w; be the weight attached to the item x;, i = 1, 2, ..., 1. Then we define :

Weighted arithmetic mean or weighted mean= X w; x;/ X w; ... (2:5)
i i

It may be observed that the formula for weighted mean is the same as tlic
lormula for simple mean with f;, (i = 1, 2, ..., n), the frequencies replaced by
w;, (i=1,2, ..., n), the weights.

Weighted mcan gives the result cqual to the simple mcan if the weights
assigned to each of the variate values are cqual. It results in higher value than the
simple mean if smaller weights are given to smaller items and larger weights to
larger items. If the weights attached to larger items are smaller and thosc attached
to smaller items arc larger, then the weighted mcan results in smaller value than
the simple mean.

Example 2-4. Find the simple and weighted arithmetic mean of the first n
natural numbers, the weights being the corresponding niimbers.

Solution. The first natural numbers arc 1, 2

, 3, ..., X w wX
We know that | ] 12
142434+, +a=2020 2 2 22
2 3 3 32
24224324 a2 nn+1)R2n+1)
= 5 ‘
Simple AM. is n n n?

— ¥YX 1+2+3+..4+n n+l
X = =
n n 2

Weighted A.M. is

a SwX 12422+ ... +n?
*TYw T 1 +24 ... +n

_nm+D@Cn+1) 2
- 6 “n(n+ 1)
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2.6. Median. Median of a d/smbuuon is the value of the variable which
divides it into two equal parts. lt,ls the value which exceeds and is exceeded by
the same number of observations, ce it is the value such that the number of
observations above it is equal to the number of observations below it. The median
is thus a positional average.

In case of ungrouped data, if the number of observations is odd then median
is the middle value after the vales ha‘ﬂa been arranged in ascending or descending
order of magnitude. In case of even number of observations, there are two middle
terms and median is obtained by ukmg the arithmetic mean of the middle terms.
For example, the median of the values 25, 20, 15, 35, 18, i.e., 15, 18, 20, 25, 135 is
20 and the median of 8, 20, 50, 25, 15, 30, i.., of 8, 15, 20, 25, 30, 50 is
%(20+ 25)= 225.

Remark. In case of even number of observations, in fact any value lying
between the two middle values can be taken as median but conventionally we take
it to be the mean of the middle terms.

In case of discrete frequency distribution median is obtained by considering
the cumulative frequencies. The steps for calculating median are given below:

(i) Find N/2, whereN= X f;.

)
(ii) See the (less than) cumulative frequency (c.f.) just greater than N/2 .
(iii) The corresponding value of x is median.
Example 2-5. Obain the median for the following frequency distribution:

x: 1 2 3 4 5 6 7 8 9
f: 8 10 11 16 20 .25 IS 9 6
Solution.

X f c.f

1 8 8

2 10 18

3 11 29

4 16 45

5 20 65

6 25 90

7 15 105

8 9 114

9 6 120

120

Hence N=120 = N/2=60

Cumulative frequency (c.f.) just greater than N/2, is 65 and the value of x
corresponding to 65 is 5. Therefore, median is 5.

In the case of continuous frequency distribution, the class corresponding to the
cf. just greater than N/2 is called the median class and the value of median is
obtained by the following formula :
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Median = [+ jﬁ,[%— c] (26)

where [ is the lower limit of the median class,
f is the frequency of the median class,
h is the magnitude of the median class,
‘c’ isthe cf. of the class preceding the median class,
andN=Xf.
Derivation of the Median Formula (2-6). Let us consider the following
continuous frequency distribution, (x; <x2< ... <Xae1):

Classinterval : xy — X2, X2— X3, cooeues Xe— Xkl s seroeces Xa—Xn+1
Frequency : h 2 fi e j A

The cumulaltive frequency dlstnbuuon is given by :

Classinterval : xy — x2, X2 — X3, wouue. X —Xksl s eveeees Xo— Xa+1
Frequency : F F, ... F, . F,

where Fi= fi+ fi+ ...... + f;. Theclass x; — xi 41 1sthemed1anclass1fandonly
if Fro.i1< N/2< F,.
Now, if we assume that the variate values are uniformly distributed over the

median-class which implies that the ogive A
is a straight line in the median-class, then b
we get from the Fig. 1, R
RS- AC )
@né= s = C ?
. RT-TS _ AQ-CQ B 5 ¢l Le
he. BS _ BC r k
. RT-BP _AQ-BP £ >.g
BS PQ k-1
N/2-Fioy _ Fi=Fio
BS ~  PQ J )
_h 0O P T Q
T h — h ———=4

where f; is the frequency and 4 the magnitude of the median class.
h(N
BS = _(_ - Fk 1 ] A\

fi
Hence
Median= OT= OP+ PT= OP +BS
=1+ %[5_ Fy 1]
which is the required formula.

Remark. The median formula (2:6) can be used only for continuous classes
withoutany gaps, i.e., for ‘exclusive type’ classification. If we are given a frequency
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distribution in which classes are of ‘inclusive type’ with gaps, then it must be
converted into a continuous ‘exclusive type’ frequency distribution without any
gaps before applying (2:6). This will affect the value of [ in (2:6). As an
illustration se¢ Example 2-7.

Example 2-6. Find the median wage of the following distribution :

Wages (inRs.) : 20—30 30—40 40—50 50—60 60—70

No. of labourers : 3 5 20 10 5
[Gorakhpur Univ. B. Sc. 1989]

Solution.

Wages (in Rs.) No. of labourers cf.
20—30 3 - 3
30—40 S 8
40—S50 20 28
50—60 10 38
60—70 5 43

Here N/2 = 43/2 = 21-5 . Cumulative frequency just greater than 21-5 is 28
and the corresponding class is 40-50. Thus median class is 40-50. . Hence using
(2:6), we get

Median = 40+ ;—8(21-5— 8)= 40+ 675 = 4675

Thus median wage is Rs. 46-75.

Example 2-7. In afactory employing 3,000 persons, 5 per cent earn less than
Rs. 3 per hour, 580 earn from Rs. 3-01 to Rs. 4-50 per hour, 30 percent earn from
Rs.4-51toRs. 6-00 per hour, 500 earn fromRs.6-01 to Rs. 7-50 per hour, 20 percent
earn from Rs. 7-51 to Rs. 9-00 per hour, and the rest earn Rs. 9-01 or more per
hour. What is the median wage? [Utkal Univ. B.Sc.1992]

Solution. The given information can be expressed in tabular form as follows.

CALCULATIONS FOR MEDIAN-WAGE

Earnings Percentage No. of Less than Class
(inRs.) of workers workers (f) c.f. boundaries
less than 3 5% % x3000=150 150 Below 3.005
3.01—4.50 - 580 730 3.005—4-505
4:51—6.00 0% 2 x3000=900 1630  4.505—6005
6-01—7.50 — 500 2130 6-005—17-505
7.51—9.00 20% 2% 3000 =600 230, 7.505—9.005

9-01 and above 3000 — 2730 =270 3000=N  9-005 and above
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N/2=1500. 1ne cf. justgreater than 1500 is 1630 . The corresponding class
4.51-6-00, whose class boundaries are 4-505-6-005, is the median class. Using the
median formula, we get :

Median = 1+§ N_ cJ_ 4505 + —(1500 730)

= 4.505 + 1283 519
Hence median wage is Rs. 5-79.
Example 2-8. An incomplete frequency distribution is given as follows

Variable Frequency Variable Frequency
1020 12 50—60 ?
2030 30 60—70 25
30—40 ? 7080 18
40—50 05 Total 229
Given that the median value is 46, determine the missing frequencies using the
median formula. [Delhi Univ. B. Sc., Oct. 1992)

Solution. Let the frequency of the class 30—40be f; and that of 50—60
Thén fi+ 2=229-(12+30+65+25+18)=179.
Since median is given to be 46, the class 40—50 is the median class.
Hence using median formula (2-6), we get
46404 L45= (g«uao ) 10
46-40:%f1x 10 or 6=%ﬁ

H1=725-39=33.5 = 34
[Since frequency is never fractional]
fr=79-34=45 [Since fi +f2=791
2.6-1. Merits and Demerits of Median
Merits. (i) Itis rigidly defined.
(ii) It is easily understood and is easy to calculate. In some cases it can be
located merely by inspection.
(iii) Ttis not at all affected by éxtreme values.
(iv) It can be calculated for distributions with open-end classes.
Demerits. (i) In case of even number of observations median cannot be
determined exactly. We merely estimate it by taking the mean of two middle terms.
(ii) Itis not based onall the observations. For example, the median of 10, 25,
50,60 and 65 is 50. We can replace the observations 10 and 25 by any two values
which are smaller than 50 and the observations 60 and 65 by any two values greater
than S0 without affecting the value of median. This property is sometimes described
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by saying that median is insensitive.

(iii) It is not amenable to algebraic treatment.

(iv) Ascompared with mean, it is affected much by fluctuations of sampling.

Uses. (i) Median is the only average to be used while dealing with qualitative
data which cannot be measured quantitatively but still can be arranged in ascending
or descending order of magnitude, e.g., to find the average intelligence or average
honesty among a group of people.

(ii) It is to be-used for determining the typical value in problems concerning
wages, distribution of wealth, etc.

2-7. Mode. Let us cosider the following statements :

(i) The average height of an Indian (male) is 5~6".
(ii) The average size of the shoes sold in a shop is 7.
(iii) An average student in a hostel spends Rs.150 p.m.

In all the above cases, the average referred to is mode. Mode is the value which
occurs most frequently in a set of observastions and around which the other items
of the set cluster densely. In other words, mode is the value of the variable which
is predominant in the series. Thus in the case of discrete frequéncy distribution
mode is the value of x corresponding to maximum frequency. For example, in the
following frequency distribution :

x =+ 1 2 3 4 5 6 7 8

f : 4 9 16 25 22 15 7 3
the value of x corresponding to the maximum frequency, viz., 25 is4. Hence mode.
is 4.

But in any one (or-more) of the following cases :

(i) if the maximum frequency is repeated,

(ii) if the maximum frequency occurs in the very beginning or at the end of
the distribution, and '

(iii) if there are irregularities in the distribution,
the value of mode is determined by the method of grouping, which is illustrated
below by an example.

Example 2:9. Find the mode of the following frequency distribution :

Size¢x):1 2 3 4 5 6 7 8 9 10 11 12
Frequency(f): 3 8 15 23 35 40 32 28 20 45 14 6

Solution. Here we see that the distribution is not regular since the frequencies
are increasing steadily up to 40 and then decrease but the frequency 45 after 20
does not seem to be consistent with the distribution. Here we cannot say that since
maximum frequency is 45, mode is 10. Here we shall locate mode by the method
of grouping as explained below :

The frequencies in column (i) are the original frequencies. Column (ii) is
obtained by combining the frequencies two by two. If we leave the first frequency
and combine the remaining frequencies two by two we get column (iii). Combining
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Size . Frequency -
(x) @ () (D) (iv) v) (vi)
n 3
11
g 1§} }23}26}46}73
4 23 } 38 } ” }
5 35 A 98
6 40}75 }72 }107 }100
7 32 -
8 2 b o } a8 } 80 }
93
10 45 } 65 } 59 } L
11 14 65
12 6 } 20

the frequencies two by two after leaving the first two frequencies results in a
repetition of column (ii). Hence, we proceed to combine the frequencies three by
three, thus getting column (iv). The combination of frequencies three by three after
leaving the first frequency results in column (v) and after leaving the first two
frequencies results in column (vi).

The maximum frequency in each column is given in black type. To find mode

we form the following table :
ANALYSIS TABLE
K Value or combination of
Column Number Maximuri Frequency |- values of x giving max.
) 2) frequency in(2)
(3)

") 45 10
(ii) 75 5,6
(iii) 72 6,7
(iv) 98 4,5,6,
v) 107 56,7
( Vi) 100 6’ 79 8

On examining the values in column (3) above, we find that the value 6 is
repeated the maximum number of times and hence the value of mode is 6 and not
10 which is an irregular item.

In case of continuous frequency distribution, mode is given by the formula :

Mode = 1+

hfi-f)  _

.5 )

Gi-f- -1

“H-h-F

«(2-7)
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where [ is the lower limit, A the magnitude and fi the frequency of the modal class,
fo and f» are the frequencies of the classes preceding and succeeding the modal

class respectively.
Derivation of the Mode Formula (2-7). Let us consider the continuous

frequency distribution :
ClasS ©: X1=— X2, X2— X3, veveee s XE=—Xkt1y oo ove y Xn—Xn+1
Frequency : h . A .
If fi is the maximum of all the frequencies, then the modal class is
(n—-nu).

Let us further consider a portion of the histogram, namely, the rectangles
erected on the modal class and the two adjacent classes. The mode is the value of
« for which the frequency curve has a maxima. Let the modal point be Q.

(4] B8
I. \\
L NS,
" +|C Iy
A
/) :
R ol
[}
[]
TR L L L
* 1
0 , P[ @' |r
Xy Tk Ty X2
e 2 ]
From the figure, we have
LD NC
tan®= 0= UN
LM MN
and ===
@n¢= = NB
IM LD _AL_AL+LD _AD

ie.,

or LM__ fi- fis
h—LM fg-fh»l :
modallass. Thus solving for LM , we get

where ‘W’ is the magnitude of the
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e Mh=fi) _ h(h=fi)
(fi=finr)+(fi-fic)) 2fi—fi-1— finr
Hence Mode=0Q=0P+PQ=0P+LM
h(fi~ fe-1)

2fe= fi-1= fen

Example 2:10. Find the mode for the following distribution :
Class - interval : 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80
Frequency : 5 8 7 12 28 20 10 10

Solution, Here maximum frequency is 28. Thus the class 40-50 is the modal
class. Using (2-7), the value of mode is given by

; 10(28-12)  _ ;
Mode = 40 + (3xB-12-20) = 40+ 6-666 = 46-67 (approx.)

Example 2-11. The Median and Mode of the following wage distribution are

known to be Rs. 33-50 and Rs. 34 respectively. Find the values of f3 ,fu andfs.

=1+

Wages : 0-10 10-20 20-30 3040 40-50
(inRs.)
Frequency : 4 16 f fu fs
Wages : 50-60 60-70 Total
Frequency : 6 4 230
[Gujarat Univ. B.Sc., 1991]
Solution, ,
CALCULATIONS FOR MODE AND MEDIAN
Wages " Frequency Less than
(inRs.) o cf.
0—10 4 4

10—20 16 20

20—30 s 20+f3

30—40 fi 20+ H+1

40—50 fs 20+fs+fa+fs

50—60 6 26+fa+fo+fs

60—70 4 ) 30+fs+fatfs

Total 230=30+fs+fi+fs

From the above table, we get
Lf =30+f3+fu+fs=230
= fi+fi+fs=230-30=200 (8
Since median is 33-5, which lies in the class 3040, 3040 is the median class.
Using the median formula, we get

h(N
Md= |+ ?lz— CJ
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- 335= 30+_[ns-(20+f,)]
335- 30 _ 95- f,
10 ~  fi
- 035fi=95-f; = fi= 95- 035, (i)

Mode being 34, the modal class is also 30—40. Using mode formula we get :
3= 30+ QNS

2fi-fh-fs fs—fs
34— 30  fu+ 035 fo-
10 — 2fi- (200—12) [Using (i) and (ii) ]
L, 135£-95
= 04 = 3 fo— 200 .
= 12fi- 80= 1.35f,~ 95
95-8 _ 15
= A= 135 120- 015 100 . (iii)

Substituting in (ii) we get :
fr=95-035%x100= 60

Substituting the valuesof f; and fi in (i) weget:
fs=200-f;~fa= 200-60- 100 = 40

Hence fi=60,fi= 100 and fs= 40.

Remarks. 1. In case of irregularities in the distribution, or th: maximum
frequency being repeated or the maximum frequency occurring in the very begin-
ning or at the end of the distribution, the modal class is determined by the method
of grouping and the mode is obtained by using (2-7).

Sometimes mode is estimated from the mean and the median. For a symmetri-
cal distribution, mean, median and mode coincide. If the distribution is moderately
asymmetrical, the mean, median and mode obey the following empirical relation-
ship ( due to Karl Pearson) :

Mean - Median = § (Mean - Mode)
= Mode = 3 Median — 2 Mean .{(2-8)

2. If the method of grouping gives the modal class which does not correspond
to the maximum frequencys, i.e., the frequency of modal class is not the maximum
frequency, then in some situations we may get, 2 fi = fi-1 ~ fi+1 = 0. In such cases,
the value of mode can be obtained by the formula : )

_ h(fi— fi-1)
Mode= I+ 1o T+ lhi—find]
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27-1. Merits and Demerits of Mode

Merits. (i) Mode is readily comprehensible and easy to calculate. Like
median, mode can be located in some cases merely by inspection.

(ii) Mode is not at all affected by extreme values.

(iii) Mode can be conveniently located even if the frequency distribution has
class-intervals of unequal magnitude provided the modal class and the classes
preceding and succeeding it are of the same magnitude. Open-end classes also do
not pose any problem in the location of mode.

Demerits. (i) Mode is ill-defined. It is not always possible to find a clearly
defined mode. In som.. cases, we may come across distributions with two modes,
Such distributions are called bi-modal. If a distribution has more than two modes,
itis said to be multimodal.

(ii) It is not based upon all the observations.

(iii) Itis not capable of further mathematical treatment.

(iv) As compared with mean, mode is affected to a greater extent by fluctua-
tions of sampling.

Uses. Mode is the average to be used to find the ideal size, e.g., in business
forecasting, in the manufacture of ready-made garments, shoes, etc.

2-8. Geometric Mean. Geometric mean of a set of n observations is the
nth root of their product. Thus the geometric mean G,”of n observations
X,i=1,2,..,nis

G=(x1.X2.....%) ..(29)

The computation is facilitated by the use of logarithms. Taking logarithm of
both sides, we get

1/»

n
“logG= %(logxﬁ logxa+...+ logx,) = % X logx;
i=1
1
G = Antilo, [— T lo x.-]
g n -1 g ...(2'90)

In case of frequency distribution x; |-fi, (i=1,2,..., n ) geometric mean, G is
given by :

P | n
G= [xlf‘.x;".\....x."]N, where N= X f;
i=1

.42-10)
Taking logarithms of both sides, we get

logG= Xll- (fi logxi+ falogxa+ ...+ filog xi)

1
N,

i log x;
lf i .{(2:10a)

"M
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Thus we see that logarithm of G is the arithmetic mean of the logarithms of
the given values. From (2:10a), we get

G: Anulog[% =z flogx,] ~(2:10b)
=

In the case of grouped or continuous frequency distribution, x is taken to be
the value corresponding to the mid-point of the class-intervals.
2-8-1. Merits and Demerits of Geometric Mean

Merits. (i) It is rigidly defined.

(i) Tt is based upon all the.observations.

(iii) It is suitable for further mathematical treatment. If m and n; are the
sizes, Gy and G the g¢ometric means of two series respectively, the geometric
mean G, of the combined series is given by
ny log Gy +.n2log G

m+ nm .(2:11)

Proof. Let x;; (i=1,2,...,m) and x5; (j=1,2,..,n,) be n; and n,

items of two series respectively: ‘Then by def.,

logG =

10
= logGi=— X logxy
Moy
n2
‘Gy= (X .Xn...xm)"™ = logGi= — I logxy
2
Jj=1
The geometric mean G of the combined series is given by
G= (X11 . X12 ... X1mt  X21 . X22 o0 X)) /0007 -

Gi= (X .x12 ... X1m1) Hm

m n
Z log x;i+ Z log xy
i=1 jel

logG =

n+ n

=

G log G,
n1+nz["' log G, + n; log G,

The result can be easily generalised to more than two series.

(iv) It is not affected much by fluctuations of sampling.

(v) It gives comparatively more weight to small items. .

Demerits. (i) Because of its abstract mathematical character, geometric mean
is not easy to understand and to calculate for a non-mathematics. person.

(ii) If any one of the observations is zero geometric mean becomes Zero and
if any one of the observations is negatlve geometric mean becomes imaginary
regardless of the magnitude of the other items.

Uses. Ceometric mean is used —

(i) To find the rate of populatidh growth and the rate of interest.

(ii) In the construction of index numbers.



2:24 Fundamentals Of Mathematical Statistics

Example 2:12. Show that in finding the arithmetic mean of a set of readings
on thermomelter it does not matter whether we measure temperature in Centigrade
or Fahrenheit, but that in finding the geometric mean it does matter which scale
we use. [Patna Univ. B.Sc., 199])

Solution. LetC, , C,, ..., C, be the n readings on the Centigrade thermometer,
Then their arithmetic mean C is given by :

E=%(c.+ Cat ... +Cy)

If F and C be the readings in Fahrenheit and Centigrade respectively then we
have the relation :

F- 32 C 9
80~ 100 = F-32+5C.
Thus the Fahrenheit equivalents of C; , Cs, ..., C, are
9 9 9
32+ '§C" 32+ ng, ey 324 gC,.,

respectively.
Hence the arithmetic mean of the readings in Fahrenheit is

=1 9 9 9
F {[32+ 5C1)+[32+5C2)+...+[32+ gC-.]}

X |= x|

{32n+ % (Ci+ Cat ...+ Cn)}

9
=32+§(

. 9_
=32+ 5c.

Ci+ Ca+ ... +. Cn]
n

which is the Fahrenheit equivalent of C .

Hence in finding the arithmetic mean of a set of n readings on a thermometer,
it is immaterial whether we mcasure temperature in Centigrade or Fahrenheit.

Geometric mean G, of n readings in Centigrade is
G=(C.Cs...CH)"
Geometric mean G|, (say), of Fahrenheit equivalents of C,, C,, ..., C, is
9 9 9 n
G = {(32+ gc.](szar 'ng] (32+ zc. ]}’
which is not equa) to Fahrenheit cquivalent of G, viz.,

{% (C,.Cs ... CYV" + 32}

Hence.in finding the geometric mean of the n readiugs on.a thermometer, the
scale,(Centrigrade or Fahrenheit) is important.
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29. Harmonic Mean. Harmonic mean of a_pumber of observations is the
reciprocal of the arithmetic mean of the reciprocals of the given values. Thus,
parmonic mean H, of nobservations x;, i= 1,2,...,n is

1
He— (2'12)
- 2 (1/x;)
nia
In case of frequency distributionx; | f;, (i= 1,2,..,n),
n
He— L1  IN=% (2124)
L X (f/m) =1

N

291. Merits and Demerits of Harmonic Mean
Merits. Harmonic mean is rigidly defined, based upon all the observations
and is suitable for further mathematical treatment. Like geometric mean, it is not
affected much by fluctuations of sampling. It gives greater importance to small
jtems and is useful only when small items have to be given a greater weightage.
Demerits. Harmonic mean is not easily understood and is difficult to compute.
Example 2-13. A cyclist pedals from his houseto his college at a speed of 10
m.p.h. and back from the college to his house at 15 m.p.h. Find the average speed.
Solution. Let the distance from the house to the college be x miles. In going

from house to college, the distance (x miles) is covered in -i% haufs, Vhile in

t=1

coming from college to house, the distance is covered in l—"s hours. Thus a total’

distance of 2x miles is covered in [ﬁ) + -."3) hours.

Tota) distance travelled 2x
Hence average speed = - =
Total time taken (X, _X_]
10 15
2

= m =12 m.p.h.

10 15

Remark. 1. Inthis case.the average speed is given by the harmonic méan of
10 and 15 and not by the airthmetic mean.

Rather, we have the following general result :

If equal distances are covered (travelled) per unit of time with speeds equal to
Vi, Vs, .., V., say, then the average speed is given by the harfiionic mean of -
Vi,Vy ., V,, e, '

n n

T 1 Ty o (1
'('ﬁ* Vz* e ¥ V.] 2 (V]

Proof is left as an exercise to the reader.

Average speed =


prakash
Rectangle
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. ) Distance " Distance
Hint. Speed = Sime = Time = ——-Spce 3
Total distance travelled
Total time taken
2. Weighted Harmonic Mean. Instead of fixed (constant) distance being
travelled with varying speed, let us now supposc that different distances, say,
S, Sy, ..., Sa, arc travelled with diffcrent speeds, say, Vi, V3, ..., V, respectively. In
that case, the average speed is given by the weighted harmonic mean of the speeds,
the weights being the comresponding distances travelled, i.e.,
Si+8:+...45, IS
S 1 32 Sn A
'Vl+-‘-,—2-+...+v:] 2(“7)
" Example 2-14. You can take a trip which entails travelling 900 km. by train
at an average speed of 60 km. per lour, 3000 km. by boat at an average of 25 km.
p.I, 400 km. by plane at 350 km. per hour and finally LS km. by taxi at 25 km.
per hour. What is your average speed for the entire distance ?

Solution. Since diffcrent distances arc covered with varying speeds , the
required average speed for the entire distance is given by the weighted harmonic
mecan of the speeds (in km.p.h.), the weights being the corresponding distances
covercd (in kms.).

Average Speed =

Avcragc speed =

COMPUTATION OF WEIGHTED H. M.
Speed Distance Average spced
(km. [ hr.) (inkm.) wiXx . W
CX- w T (W/X)
60 900_ 15-00 _ 4315
25 3000 . 120-00 13703
350 400 1-43 - 1.
25 '3 060 31-489 km.p.h.
Total IW=4315 X (W/X)=13703

2-10. Selection of an Average. From the preceding discussion it is evident
that no single average is suitable for all practical purposes. Each one of the average
has its own merits and demerits and thus its own particular ficld of importance and
utilitv. We cannot use the averages indiscriminately. A judicious selection-of the
average depending on the nature of the data and the purpose of the enquiry is
esscntial for sound statistical analysis. Since arithmetic mean satisfies all the
propertics of an ideal average as laid down by Prof. Yule, is familiar to a layman
and further has wide applications in statistical theory at large, it may be regarded
as the best of all the averages. '

2-11. Partition Values. These arc the values which divide the scries into 2
numbcr of equal parts. "
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The three points which divide the series into four equal parts are called
quartiles. The first, second and third points are known as the first, second and third
quartiles respectively. The first quartile, Qy, is the value which exceed 25% of the
observations and is exceeded by 75% of the observations. The second quartile,
Q,, coincides with median. The third quartile, Qs , is the point which has 75%
observations before it and 25% observations after it.

The nine points which divide the series into ten equal parts are called deciles
whereas percentiles are the ninety-nine points which divide the series into hundred
equal parts. For example, D, the seventh decile, has 70% observations before it
and Pa, the forty-seventh percentile, is the point which exceed 47% of the
observations. The methods of computing the partition values are the same as those
of locating the median in the case of both discrete and continuous distributions.

Example 2-15. Eight coins were tossed together and the number of heads
resulting was noted. The operation was repeated 256 times and the frequencies (f)
that were obtained for different values of x, the number of heads, are shown in the
following table. Calculate median, quartiles, 4th decile and 27th precentile.

x: 0 1 2 3 4 S 6 7 8
f: 19 26 59 72 52 29 7 1
Solution. ‘

x: 0 1 2 3 4 5 6 7 8
f: 1 9 26 59 72 52 29 7 1

cf : 1 10 36 95 167 219 248 255 256

Median : Here N/2 = 256/2 = 128 . Cumulative frequency (cf?) just greater
than 128 is 167. Thus, median = 4.

0 : Here N/4 = 64. c f. just greater than 64 is 95. Hence, 01 =3.

Qs : Here 3N/4 = 192 and ¢ f. just greater than 192 15219. Thus Qs =S5.

D : ‘:—’(‘)’ = 4x256= 1024 and cf. just greater than 102 4 is 167. Hence
D‘ =4,

2IN , . .

Py 100 = 27 x2-56= 69-12 and c.f. just greater than 69-12 is 95. Hence
Pp=3.

2-11-1.  Graphical Location of the Partition Values. The partition values,
viz., quartiles, deciles and percentiles, can be conveniently located with the help of
a curve called the ‘cumulative frequency curve’ or ‘Ogive’. The procedure is
illustrated below.

First form the cumulative frequency table. Take the class intervals (or the
variate values) along the x~axis and plot the corresponding cumulative frequencies
along the y-axis against the upper limit of the class interval (or against the variate
value in the case of discrete frequency distribution). The curve obtained on joining
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the points so obtained by means of free hand drawing is called the cumulative
frequency curve or ogive. The graphical lucation of partition values from this
curve is explained below by means of an example.

Example 2-16. Draw the cumulative frequency curve for the following
distribution showing the number of marks of 59 students in Statistics.

Marks-group : 0—10 10—20 20—30 30—40 40—S50 50—60 60—70

No.of Students : 4 8 11 15 12 6 3
Solution.
Marks-group | No. of Students Less than More than

cf. cf.

0—10 4 4 59
10—20 8 12 55
20—30 11 23 47
30—40 15 38 36
40—50 12 50 21
50—60 6 56 9
60—70 3 59 3

Taking the marks—-group along %-axis and cf. along y-axis, we plot the
cumulative frequencies, viz., 4, 12, 23, ..., 59 against the upper limits of the
corresponding classes, viz., 10, 20; ..., 70 respectively. The smooth curve obtained
on joining these points is called ogive or more particularly ‘less than' ogive.

70} ¢ ’
*MORE THAN’  LESS THAN

60 OGIVE OGIVE

S0
40

30

NO. OF STUDENTS

20
10

0 10 20 30343;) 50 60 70
. W 45N
2250 MARKS —»

1f we plot the ‘more than’ cumulative fréquencies, viz., 59, 55,..., 3 against the
lower limits of the corresponding classes, viz., 0, 10, ..., 60 and join the points'by
-a smooth curve, we get cumulative frequency curve which is also known as ogive
or more particularly “more than" ogive. -
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To locate graphically the value of median, mark a point corresponding to ;
N/2 along y-axis. At this point draw a line parallel to x-axis meeting the ogive at
the point.‘A’ (say). From ‘A’ draw a line prependicular to x-axis meeting itin ‘M’
(say). Then abscissa of ‘M’ gives the value of median.

To locate the values of Q, (or Qs), we mark the points along y-axis correspond-
ing to N/4 (or 3N/4) and proceed exactly similarly.

In the above example, we get from ogive

Median= 34-33, ;= 22.50, and Qs=45-21.

Remarks. 1. The median can also be located as follows :

From the point of intersection of ‘less than’ ogive and ‘more than’ ogive, draw
perpendicular to OX. The abscissa of the point so obtained gives median.

2. Other partition values, viz., deciles and percentiles, can be similarly located
from ‘ogive’.

EXERCISE

1. (a) What are grouped and ungrouped frequency distributions? What are
their uses? What are the considerations that one has to bear in mind While forming
the frequency distribution?

(b) Explain the method of constructing Histogram and Frequency Polygon.
Which, out of these two, is better representative of frequencies of (i) a particular
group, and (i) whole group.

2. What are the principles governing the choice of :

(i) Number of class intervals,
(ii) The length of the class interval,
(iii) The mid-poirit of the class interval.
3. Write short notes on :
(i) Frequency distribution,
(ii) Histogram, frequency. polygon and frequency curve,
(iii) Ogive.

4. (a) What are the properties of a good average? Examme these properties
with reference to the Arithmetic Mean, the Geometric Mean and the Harmonic
Mean, and give an example of situations in which each of them can be the
appropriate measure for the average.

(b) Compare mean, median- and mode as measures of location of a distribu-
tion,

fc) The mean is the most common measure of central tendency of the data. It
satisfies almost all the requirements of a good average. The median is also an
average, but it does not statisfy all the requirements of a good average. However,
it carries certain merits and hence is useful in particular fields. Critically examine
both the averages.

(d) Describe the different measures of central tendency of a frequency distribu-
tion, mentioning their merits and demerits.
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5. Define (i) arithmetic mean, (i) geometric mean and (iii) harmonic mean of
grouped and ungrouped data. Compare and contrast the merits and demerits of
them. Show that the geometric mean is capable of further mathematical treatment,

6. (a) When is an average a meaningful statistics? What are the requisites of
a statisfactory average? In this light compare the relative merits and demerits of
three well-known averages.

(b) What are the chief measures of central tendency? Discuss their merits.

7. Show that (i) Sum of deviations about arithmetic mean is zero.

(ii) Sum of absolute deviations abodt median is least.
(iii) Sum of the squares of deviations about arithmetic mean is least.

8. The following numbers give the weights of 55 students of a class. Prepare
a suitable frequency table.

42 74 40 60 8 115 41 61 75 8 63

S3 110 76 8 S0 67 65 18 T1 56 95

68 69 14 8 79 19 54 73 59 81 100

6 4 77 9% 84 16 42 6 69 70 8

72 S50 79 52 103 9 51 86 78 94 T

(i) Draw the histogram and frequency polygon of the above data.
(ii) For the above weights, prepare a cumulative frequency table and draw
the less than ogive.

9. (a) What are the points to be bome in mind in the formation of frequency
table?

Choosing appropriate class-intervals, form a frequency table for the following data:
102 05 52 61 31 67 89 72 89
54 36 92 61 73 20 13 64 80
43 47 124 86 131 32 95 76 40
50 81 11 11,5 31 68 70 82 20
31 65 112 120 51 109 112 85 23
34 52 107 49 62 :

(b) What are the considerations one has_to bear in mind while forming a
frequency distribution?

A sampe consists of 34 observations recorded correct to the nearest integer,
ranging in value from 2q1 t0 337. Ifitis decided to use seven classes of width 20
integers and to begin the first clads at 199-5, find the class limits and class marks
of the seven classes.

(c) The class marks in a frequency table (of whole numbers) are given to be
5,10, IS, 20, 25, 30, 35,40, 45 and 50. Find out the following :

(i) the true classes.
(ii) the true class limits.
(iii) the true upper class limits.
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10. (a) The following table shows the distribution of the number of students

per teacher in 750 colleges :-
Students : 1 4 7 10 13 16 19 22 25 28
Frequency: 7 46 165 195 189 89 28 19 9 3
Draw the histogram for the data and superimpose on it the frequency polygon.
(b) Draw the histogram and frequency curve for the following data.
Monthly wages
inRs. 10-13 13-15 15-17 17-19 19-21 21-23 23-25
No. of workers 6 53 85 56 21 16 8
(c) Draw a histogram for the following data :
Age(inyears): 2-5 5-11 11-12 12-14 14-15 15-16
No. of boys : 6 6 2 5 1 3

11. (a) Three people A, B, C were given the job of finding the average of
5000 numbers. Each one did his own simplification. A’s method : Divide the sets
into sets of 1000 each, calculate the average in each set and then calculate the
average of these averages. B’s method : Divide the set into 2,000 and 3,000
numbers, take average in each set and then take the average of the averages. C’s
method :500 numbers were unities. He averaged all other numbers and then added
one. Are these methods correct?

Ans. Correct, nét correct, not correct. '

(b) The total sale (in "000 rupees) of a particular item in a shop, on 10
consecutive days, is reported by a clerk as, 35-00, 29-60, 38-00, 30-00,40-00,41-00,
42.00,45-00, 3-60, 3-80. Calculate the average. Later it was found that there was
anumber 10-00 in the machine and the reports of 4th to 8th days were 10-00 more
than the true values and in the last 2 days he put a decimal in the wrong place thus
for example 3-60 was really 36-0. Calculate the true mean value.

Ans. 30-8,32:46.

12. (a) Given below is the distribution of 140 candidates obtaining marks X
or higher in a certain examination (all marks are given in whole numbers) :

X: 10 20 30 40 S0 60 70 8 9 100

cf.: 140 133 118 100 75 45 25 9 2 0
Calcullallitgtthe mean, median and mode of the distribution.

Frequency Class Mid cf.
Class o houndaries value | (less than)
10—19 140-133= 7 9.5—19-5 14-5 7
20—29 133-118=15 19-5—29:5 24.5 22
30—39 118-100=18 | 29-5—395 345 40
40—49 100-75=25 39.5—49.5 44.5 65
50—59 75-45=30 | 49-5—59-5 54.5 95
60—69 45-25=20 | 59-5—695 64-5 115
70—79 25-~9=16 | 69-5—79-5 74 131
80—89 9~-2=7 | 79-5—895 84.5 138
90—99 2-0= 2 | 89-5—995 94-5 140
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10X (—53) _

Mean=54-5 + 40 - 50-714
ian=49.5 + 10(140 _ ) _ ;.
Median =495 + 30[ 2 65]-51 167
(b) The four parts of a distribution are as follows :
Part Frequency Mean
1 S0 61
2 100 70
3 120 80
"4 30 83
Find the mean of the distribution. (Madurai Univ. B.Sc., 1988)

13. (a) Define a ‘weighted mean’. If several sets of observations are combined
into a single set, show that the mean of the combined set is the weighted mean of
several sets.

(b) The weighted geometric mean of three numbers 229, 275 and 125 is 203
The weights for the first and second numbers are 2 and 4 respectively. Find the
weight of third.  Ans. 3.

14. Define the weighted arithmetic mean of a set of numbers. Show that it is
unaffecied if all weights are multiplied by some common factor.

The following table shows some data collected for the regions of a country:

Region Number of inhabitants Percentaée of | Average annual
(million) literates income per
person (Rs.)
A 10 52 850
B 5 68 620
Cc 18 39 730
Obtain the overall figures for the three regions taken together. Prove the
formulae you use. {Calcutta Univ. B.A.(Hons.), 1991]

15. Draw the Ogives and hence estimate the median.
Class 09 10-19 20-29 30-39 4049 50-59 60-69 70-79
Frequency 8 32 142 216 240 206 143 13
16. The following daia relate to the ages of a group of workers in a factory.

Ages No. of workers ~ Ages No. of workers
20—25 35 40—45 90
25—30 45 45—50 74
3035 70 50—55 51
35—40 105 55—60 30

Draw the percentage cumulative curve and find from the graph the number of
workers between the ages 28—48.
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17. (a) The mean of marks obtained in an examination by a group of 100
students was found to be 49-96. The mean of the marks obtained in the same
examination by another group of 200 students was 52-32. Find the mean of the
marks obtained by both the groups of students taken together.

(b) A distribution corisists of three components with frequencies 300, 200 and
600 having their means 16, 8 and 4 respectively. Find the mean of the combined
distribution.

(c) The mean marks got by 300 students in the subject of Statistics are 45.
The mean of the top 100 of them was found to be 70 and the mean of the last 100
was known to be 20, What is the mean of the remaining 100 students?

(d) The mean weight of 150 students in a certain class is 60 kilograms. The
mean weight of boys in the class is 70 kilograms and that of the girls is 55 kilograms.

Find the number of boys and number of girls in the class.

Ans. (a)51-53, (b)8, (c)4S, (d)Boys= 50, Girls = 100.

18. From the following data, calculate the percentage of workers getting
wages

(a) more than Rs. 44, (b) between Rs. 22 and Rs. 58, (c) Find 0, and Q.
Wages (Rs.) 0-10 10-20 20-30 3040 40-50 50-60 60-70 70-80
No. of workers 20 45 8 160 70 55 35 30

Hint. Assuming that frequencies are uniformly distributed over the entire
interval,

(a) Number of persons with wages more than Rs. 44 is

[50104“ x70]+ 55+35+30=162
Hence the percentage of workers getting over Rs. 44 is
- % x 100 = 32:4%
(b) Percentage of workers getting wages between Rs. 22 .nd Rs. 58 is
[[ 301‘022x85)+ 160+70+[581050x55]]x 100 + 500 = 634%

19. For the two frequency distributions give below the mean calculated from

the first was 254 and that from the second was 32-5. Find the values of x and y.

Class Distribution I Distribution I
Frequency Frequency
10—20 20 4
2030 15 8
30—40 10 4
40—50 x 2
50—60 y ' y

Ans. x=3,y=2
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20. A number of particular articles has been classified according to thejr
weights. After drying for two weeks the same articles have again been weighted
and similarly classified. It is known that the median weight in the first weighing
was 20-83 oz. while in the second weighing it was 17-35 oz. Some frequencies g
and b in the first weighing and x and y in the second are missing. It is known that
a=4xand b=}y. Find out the values of the missing frequencies.

Class Frequencies Class Frequencies
1st weighing lnd weighing 1st weighing  Ilnd weighing
0—5 a x 15—20 52 50
5—10 b y 20—25 75 30
10—15 11 40 2530 22 28

Hint. We have x=3a, y=2b,
N, = Total frequency in 1st weighing = 160 + a + b.
N, = Total frequency in 2nd weighing = 148 + x + y = 148 + 3a + 2b.

Using Median formula, we shall get
q3=204+3 | M _ ]
.2083—20+75[2 63+a+b)
= 15(20-83—20)=16£+2“—+b-(63+a+b)
- 1245=17-9%2
2
= a+b=2(17-1245=910=9 w(¥)

Since a and b, being frequencies are integral valued, a + b is also integral
valued. Now the median of 2nd weighing gives :

17-35= 15+%[_l4_8+_;a_+ﬁ_(40+x+y)]
= 10x2-35=74+3a;2b-40—3a—2b
= ‘ ¥=34-23-5=10-5
= 3a+2b=21 )
‘Multiplying (*) by 3, we get
3a+3b=2 )

Subtracting (*+) from (***), we get b=6. Substituting in (+), we get
a=9-6=3.
a=3,b=6; x=3a=9, y=2b=12,
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21. From the following ‘table showing the wage distribution in a certain

factory, determine :

(a) the mean wage,

(b) the median wage,

(c) the modal wage,

(d) the wage limits for the middle 50% of the wage earners,

(e) the percentages of workers who earned between Rs.75 and Rs.125.

() the percentage who eamed more than Rs.150 per week, and

(g) the percentage who earned less than Rs.100 per week.,

Weekly wages | No. of employees Weekly wages | No. of employees
(Rs.) (Rs.)
20-40 8 120-140 35
40-60 12 140-160 18
60-80 20 160-180 7
80-100 30 180-200 5
100-120 40

Ans. (a)X = 1085, (b)Med.=10875, (c) Mo= 1183, (d)81-25,129-3
) 48, /7] 12, ©® 40.

22.(a) Explain how the ogives are drawn for any frequency distribution. Point
out the method of finding out the values of median, mode, quartiles, deciles and
percentiles graphically. Also, write down the formula for the computation of each
of them for any frequency distribution.

(b) The following table gives the frequency distribution of marks in a class of
65 students.

Marks No. of Students Marks No. of students
04 10 14-18 5
4-8 12 18-20 3

8-12 18 20-25 4

12-14 7 25 and over 6

Total 65

Calculate : (i) Upper and lower quartiles.

(ii) No. of students who secured marks more than 17.

(iii) No. of students who secured marks between 10 and 15.

(¢) The following table shows the age distribution of heads of families in a
certain country during the year 1957. Find the median, the third quartile and the
second decile of the distribution. Check your results by the graphical method.

Age of head of family

years

Number

(million) 23 41 53

106 97 68

Ans. Md=452yrs.; Qs=57-5yrs.; D2=32-5 yrs.

Under25 25-29 30-34 3544 45-54 55-64 65-74 above 74

44 18
Total 45
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23. The following data represent travel expenses (other than transportation)
for 7 trips made during November by a salesman for a small firm :

Trip Days Expense Expense per day
(Rs.) (Rs.)
1 0- 13-50 27
2 2:0 12:00 6
3 35 17-50 5
4 1.0 9-00 9
5 9.0 27-00 3
6 05 9.00 18
7 85 17-00 2
Total 250 105-00 70

“An auditor criticised these expenses as excessive, asserting that the average
expense per day is Rs. 10 (Rs. 70 divided by 7). The salesman replied that the
average is only Rs. 4-20 (Rs. 105 divided by 25) and that in any event the median
isthe appropriate measure and is only Rs. 3. The auditor rejoined that the arithmetic
.mean is the appropriate measure, but that the median is Rs. 6.

You are required to :

(a) Explain the proper interpretation of each of the four averages mentioned.

(b) Which average seems appropriate to you ?

24. (a) Define Geometric and Harmonic means and explain their uses in
statistical analysis.

You take a trip which entails travelling 900 miles by train at an average speed
of 60 m.p.h., 300 miles by boat at an average of 25 m.p.h., 400 miles by plane at
350 m.p.h. and finally 15 miles by taxi at 25 m.p.h. What is your speed for the
entire distance?

(b) A train runs 25 miles at a speed of 30 m.p.h., another 50 miles at a speed
of 40 m.p.h., then due to repairs of the track travels for 6 minutes at a speed of 10
m.p.h. and finally covers the remaining distance of 24 miles at a speed of 24 m.p.h.
What is the average speed in m.p.h.?

(c) A man motors from A to B. A large part of the distance is uphill and he
gets a mileage of only 10 per gallon of gasoline. On the return trip he makes 15
miles per gallon. Find the harmonic mean of his mileage. Verify the fact that this
is the-proper average to be used by assuming that the distance from A to B is 60
miles.

(d) Calculate the average speed of a car running at the rate of 15 km.p.h. during
the first 30 kms., at 20 km.p.h. during the second 30 kms. and at 25 kmp.h. during
the third 30 kms.

25. The following table shows the distribution of 100 families according to
their expenditure per week. Number of families corresponding to expenditure
groups Rs. (10—20) and Rs.(30—40) are missing from the table. The median and
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mode are given to be Rs.25 and 24 Calculate the missing frequencies and then
arithmetic mean of the data : ’

Expenditure  : 0—10 10—20 20—30  30—40  40—50
No. of families : 14 ? 27 ? 15
Hint.
Expenditure | No. of Families Cumulative frequencies
0—10 14 14
10—20 | h 14+f
20—30 27 41+ £
30—40 f2 A1+fi+fy
40—50 15 56+fi+fa
25=20+ 27 x 10
_ 27-hH .
and 24=20+ Ix2T-fifi x 10
Simplying these equations, we get
h-f=1
and 3 -2/=21.
Ams. 25,24

26. (a) The numbers 3-2, 5-8, 79 and 4-5 have frequencies x, (x + 2), (x - 3)
and (x + 6) respectively. If their arithmetic mean is 4-876, find the value of x.

(b) If M, . is the geometric mean of N x’s amd M,, is the geometric niean of
Ny’s, then the geometric mean M, of the 2N values is given by

M2i=M,.M,,. (Nagpur Univ. B.Sc., 1990)

(c) The weighted geometric mean of the three numbers 229, 275 and 125 is
203. The weights for the first and the second numbers are 2 and 4 respectively.
Find the weight of the third. Ans. 3.

27. The geometric mean of 10 observations on a certain variable was calcu-
lated as 16-2. It was later discovered that one of the observations was wrongly
recorded as 12-9; 1n fact it was 21-9. Apply appropriate correction and calculate
the correct geometric mean.

Hint. Correct value of the geometic mean,G’ is given by

. [(62/°x219 1"
G'= 129 =17-68
28. A variate takes the values a, ar, ar?, ..., ar"~* each with frequency unity.

If A, G and H are respectively the arithmetic mean, geometric mean and harmonic
mean, show that *
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ad-r n=102 _an(l -nrm?
n (- O TG T

Prove that G2 = AH. Prove also that A > G > H unless r = |, when all the
three means coincide.
n+l n+2

- 12 - - |
20.Ifx,=— X x;,x9=— 2 x;and x3=— X;
I et R e ™ ,g'z i T 2%

i=3
then show that
- - .
(@) x3= x, +;(«\‘n+ 1—x1),and (b) x3= X2+;(xn+2-'\’2)

30. A distribution xy, x5, ..., x,, with frequencies f}, f ..., f, transformed
into the distribution X, Xy, ..., X,, with the same corresponding frequencies by
the relation X, = ax, + b, where a and b are constants. Show that the mean,
inedian and mode of the new distribution are given in terms of those of the first
distribution by the same transformation. [Kanpur Univ. B.Sc., 1992]

Use the method indicated above to find the mean of the following
distribution: x (duration of telephone conversation in seconds)

49.5, 149-5, 249-5, 349-5, 449-5, 549-5, 649-5,749-5, 849-5, 9495
f (respective frequency)

6 28 8 180 247 260 132 48 1 5

31. If x,, is the weighted mean of x;’s with weights w;, prove that

n n n n
( T w) ( T owi(xi~ x,)? ) Z X wiwj(x;—x;)?, where T w;#0.
i=1 i=1 i=1j>i i=1
_ (Allahabad Univ. B.Sc., 1992)-

. 1
Hint. lg, Z w; Wj (x; = X;)? =3,

-3 5 g {(-2)- G- 2N

32, In a frequency table, the upper boundary of each class interval has a
constant ratio to the lower boundary. Show that the geometric.mean G may be
expressed by the formula :

n n
g, E,i wi wj (x; = x;)?

’

log G = x,,+ Zf, i~

where x, is thc logarithm of the mid-value of the first interval and ¢ is the
logarithm of the ratio between upper and lower boundaries.

[Delhi Univ. B.Sc. (Stat. Hons.), 1990, 1986]
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33. Find the minimum value of :
() fR)=(x-6+(x+3)+(x -8 +(x+4)] +(x-3)
(u)g(x)-lx 6|+|x+3|+|x-8|+|x+4|+|x-3].
[Delhi Univ. B.Sc.(Stat. Hons.), 1991]
Hint. The sum of squares of deviations is minimum when taken from
arithmetic mean and the sum of absolute deviations is minimum when taken from
median.
34. If A, G and H be the arithmetic mean, geometric mean and harmonic
mean respectively of two positive numbers a and b, then prove that :
()A=2GzH.
When does the equality sign hold?
(ii) G*= AH.
35 Calculate simple and weighted arithmetic averages from the following
data and comment on them :

Designation Monthly salary (in Rs.) Strength of the cadre
Class I Officers 1,500 10
Class II Officers 800 20
Subordinate staff 500 70

Clerical staff 250 100

Lower staff 100 150

Ans. X = Rs. 630, X, = Rs. 302-86. Latter is more representative.

36. Treating the number of letters in each word in the follow.ag passage &s
the variable x, prepare the frequency distribution table and .obtain its mean,
median, mode.

“The reliability of data must always be examined before any attempt is made
to base conclusions upon them. This is true of all data, but particularly so of
numerical data, which do not carry their quality written large on them. It is a waste
of time to apply the refined theoretical methods of Statistics to data which are
suspect from the beginning.”

Ans. Mean = 4-565, Median =4, Mode = 3.

OBJECTIVE TYPE QUESTIONS
I. Match the correct parts to make a valid statement :

(a) Aritbmetic Mean ) 1+[H/ G+ )] xi -
(b) Geometric Mean i) (1. %20 ooe . X0)""

(c) Harmonic Mean (i) ZFX/Zf ..

(d) Median (iv) 1+ N2l

f
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(L 1 T

(¢) Mode ) [Il (.i’| +X2 o +X,, )]
. __M_ ;
= R

IT. Which measure of location will be suitable to compare:
(©) heights of students in two classes;

(i) size of agricultural holdings;

(iif) average sales for various years;

(iv) intelligence of students;
(v) per capita income in several countries;

(vi) sale of shirts with collar size; 16”, IS%”, 157, 14”7, 137, 15",

(vii) marks obtained 10, 8, 12,4, 7, 11, and X (X < 5).
Ans. (i) Mean, (ii) Mode, (iii) Mean, (iv) Median, (v) Mean, (vi) Mode,
(vii) Median.
III. Which of the following are true for all sets of data?
() Arithmetic Mean < median < mode,
(if) Arithmetic mean 2 median 2 mode,
(iif) Arithmetic mean = median = mode
(iv) Nonc of these.
IV. Which of the following are true in respcct of any distribution?
(i) The percentile points are in the ascending order.
(if) The percentile points are equispaced.
(i) The median is the mid-point of the range and the distribution.
(iv) A unique median value cxists for cach and cvery distribution.
V. Find out the missing figures :
() Mean = ? (3 Median — Mode).
(b) Mean - Mode = ? (Mean - Mcdian).
(¢) Mcdian = Mode + ? (Mcan — Mode).
(d) Mode = Mean - ? (Mcan ~ Mcdian).
Ans. (a) 172, (b) 3, (¢) 2/3, (d) 3.
V1. Fill in blanks :
(/) Harmonic mcan of a number of obscrvations is ......
(if) The geometric mean of 2,4, 16, and 32 is ......
(iif) The strength of 7 colleges in a city are 385; 1,748; 1,343; 1,935; 786;
2.874 and 2,108. Then the median strength is ......

(iv) The geometric mean of a set of values lies between arithmetic mean
and... N

(v) The mcan and median of 100 items are 50 and 52 respectively. The
value of the largest item is 100. It was later found that it is actually 110.
Therefore, the true mean is ... and the true medianis ......
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(vi) The algebraic sum of the deviations of 20 observations measured from
30is 2. Therefore, mean of these observations is .....
(vii) The relationship between A.M., G.M. and HM. is .....
(viii) The mean of 20 observations is 15. On checking it-was found that two
observations were wrongly copied as 3 and 6. If wrong observatioris are teplaced’

py cofrect values 8 and 4, then the correct mean is .....
(ix) Median = ..... Quartile.
(x) Median is the average suited for ..... classes.
xi) A distribution with two modes is called ..... and with more than two
modes is called .....
(xii) ..... is not affected by extreme observations.

Ans. (i) 8 ; (iii)) 1,748 ; (iv) HM.; (v) 50-1,52; (vi 301 ;
(vii) AM. 2 G.M. 2 HM. ; (viii) 1515 ; (ix) Second ; (x) Openend ; (xi) Bimodal,
multimodal ; (xii) Median or mode. LI .

VII. For the questions given below, give correct answers.

(i) The algebraic sum of the deviations of a setof n values from their
arithmetic mean is
(a)n, (b)0, (c)1, (d) none of these.
(ii) The most stable measure of central tendency is
(a) the mean, (b) the median, (c)-the mode, (d) none of these.
(iii) 10 is the mean of a set of 7 observations and S is the mean of a sct of 3
observations. The mean of a combined set is given by -
(a) 15, (b) 10, (c) 8-5, (d) 7-5, (e) none of these.
(iv) The mean of the distribution, in which the valie of x are 1,2, ..., n, the
frequency of each being unity is:
(@n(n+1)/2, (b)n/2, (c) (n+1)/2, (d) none of these.
(v) The arithmetic mean of the numbers 1, 2, 3, ..., n is
(@ nin+ 1)6(2n +1) (b n (n;- 1)? © n (;tz-r 1)
(i) The most stable measure of central tendency
(vi) The point of intersection of the ‘less than’ and the ‘greater than’ ogive
corresponds to .
(a) the mean, (b) the median, (c) the geometric niean, (d) none of these.
(Wi) When x; and y; are two variabi.s (i = 1, 2, ..., n) with G.M.’s G; and G

, (d) none of these.

. X\ .
tespectively then the geometric mean of (;5 ] is
i

G . G ~
@ G () antilog [ GL), (c) n (1ogGy - logG)
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) logG, - logG;
(d) Antilog (—Li—Zn
Ans. (i) (b); (D) (a); (iii) () ; () (c) 5 (v) () 5 (vi) () ; (vii) (a).
VIIIL. State which of the following statements are True and which-are False,
In case of false statements give the correct statemient..
{1) The harmonic mean of » numbers is the reciprocal of thé Arithmetic
mean of the reciprocals of the numbers.
(ii) Forthe wholesale manufacturers interested in the type which is usually
in demand, median is the most suitable average.
(iif) The algebraic sum of the deviations of a senes of individual observat-
ions from.their mean is always zero.
(iv) Geometric mean is the appropriate average when emphasis in on the
rate of chiange rather-than the amount of change.
(v) Harmonic mean becomes zero when one of the items is zero.
(vi) Mean lies between median and mode.
(vii) Cumulative frequency is not-decreasing.
(viii) Geometric mean is the arithmetic mean of harmonic mean and arith-
metic mean.
(ix) Mean, median mode have the same unit.
(x) One quintal of wheat was purchased at 0-8 kg. per rupee and another
quintal at 1-2 kg. per rupee. The average rate per rupee is 1kg.
(xi) One limitation of the median is that it cannot be calculated from a fre—
quency distribution with open-end classes.
(xii) The arithmetic mean of a frequency distribution is always located in the
class which has the greatest number of frequencies.
(xiii) In a moderatély asymmetrical distribution, the mean, médian and mode
are the same. )
(xiv) It is really immaterial in which class an item falling at the boundary
between two classés is listed.
(xv) The median is not affected by extreme items.
(xvi) The median is the point about which the sum of squared deviations is
miniznam,
(xvii) In construction of the frequency distribution, the selection of the class
interval is arbitrary.
(xviii) Usual attendance of B.Sc. class is 35 per day. So for 100 working days
total attendance is 3,500.
(xix) A cartravels 100 miles at a speed of 40 m.p.h. and another 400 miles at

a speed of 30 m.p.h. So the avcrage speed for the whole journey is either 35 m.p.b.
or 33 n.p.h.
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(xx) In talculating the mean for grouped data, the assumption is made that
tbe mean of the items in each class is equal to the mid-value of the class.
(xxi) The geometric mean of a group of numbers is less than the arithmetic
mean in all cases, except in the special case in which the numbers aze all the same.
(xxii) The geometric mean equals the antilog of the arithmetic mean of the
Jogs of the values.
(xxiii) The median may be considered more typical than the mean because the
median is not affected by the size of the extremes.
(xxiv) The Harmonic Mean of a series of fractions is the same as the reciprocal
of the arithmetic mean of the series.
(xxv) Ina frequency distribution the true value of mode cannot be calculated
exactly. ‘ )
IX. In each of the following cases, explain whether the description applies to
mean, median or both.
(i) it can be calculated from a frequency distribution with open-end ciasses.
(ii) the values of all items are taken into consideration in the calculation.
(iii) the values of extreme items do not intluence the average.

(iv) Ina distribution with a single peak and moderate skewness to the right
itis closer to the concentration of the distribution.

Ans. (i) median, (ii) mean, (iii) median, (iv) median,
X. Be brief in your answer :

(a) The production inan industrial unit was 10,000 units‘dunng 1981 and
in 1980 the production was 25,000 units. Hence the production bhas declined by
150 percent. Comment..

(b) A man travels by a car for 4 days. He travelled for 10 hours each day.
He drove on the first day at the rate of.45 km per bour, second day at 40 km. per
bour, third day at the rate of 38 km. per bour and the fourth day at the rate of
37 km. per hour.

Which average, harmonic mean or arithmetic mean or median will givc us his
average speed? Why?

(c) It is seen from records that a country does not export more than 5 % of
its tota] production. Hence export trade is not vital to the economy of that country.
Is the conclusion right?

(d) A survey revealed that the children of engineers, doctors and lawyers
bave high intelligence quotients. It further revealed that the grandfathers of these
children were also highly intelligent. Hence the inference is that intelligence is
Yerejlitary. Do you agrec?
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XI. Do you agree with the following interpretations made on the basis of the
facts given. Explain briefly your answer.

(a) The number of deaths in military in the recent war was 10 out of 1,000
while the number of deaths in Hyderabad in the same period was 18 per 1,000.
Hence it is safe to join military service than to live in the city of Hyderabad.

(b) The examination result in a college X was 70% in the year 1991. In the
same vearand at the same examination only 500 out of 750 students were successful
in college Y. Hence the teaching standard in college X was better.

(c) The avcrage daily production in a small-scale factory in January 1991
was 4,000 candles and 3,800 candles in February 1981. So the workers were more
cfficient in January.

(d) The increase in the price of a commodity was 25%. Then the price dec-

rcased by 209 and again increased by 10%. So the resultant increase in the price
was25-20+10=15 %

(e) The rate of tomato in the first week of January was 2 kg. for a rupee and
in the 2nd week was 4 kg. for a rupee. Hence the average price of tomato is
1(2+ 4) =3 kg. for a rupee.

XIL (a) The mean'mark of 100 students was given to be 40. It was found
later that a mark 53 was read as 83. What is the corrected mean mark?

(b; The mean salary paid to 1,000 employees of an establishment was
found to be Rs. 108:40. Later on, after disbursement of salary it was discovered
that the salary of two employees was wrongly entered as Rs. 297 and RS. 165. Their
correct salaries were Rs. 197 and Rs. 185. Find the correct arithmetic mean.

(c) Twelve persons gambled on a certain night. ‘Seven of them lost at an
average rate of Rs. 10-50 while the remaining five gained at an average of
Rs. 13-00. Is the information given above correct? If not, why?



CHAPTER THREE
Measures of Dispersion,
Skewness and Kurtosis

3-1. Dispersion. Averages or the measures of centyal tendency give us an
idea of the concentration of the abservations abour the central part of the dis-
tribution. If we know the average alone we cannot form a complete ided about
the distribution as will be cear from the following example.

Consider the series () 7, 8, 10, 11, (ii) 3, 6, 9, 12, 15, (ii) 1, 5, 9, 13, 17.
In all these cases we sce that n, the number of obscr\auons is 5 and the mcan
is 9. If we are given that the mean of 5 observations is 9, we cannot form an
idea as to whether it is the average of first series or second seties or third scries
or of any other serics of 5 observations whose sum is 45. Thus we see that the
measurces of central tendency are inadequite to give us a complete idea of the
distribution. Thev must be supported and supplemented by some other measures.
One such measure is Dispersion.

Litcral meaning of dispersion is ‘scatteredness’. We study dispersion to
pave an idca about the homoscnciw or hcterogencity of the distribution. In the
above case we say that serics (i) is more homogcncom (less dispersed) than the
serics (if) or (m) or we sav that series (iii) is more heterogeneous (more scattered)
than the scries (i) or (ii).

3-2. Characteristics for an Ideal Measure of Dispersion. The désiderata
for an idcal measure of dispersion are the same as those for an ideal teasure
of central tendency, viz.,

(i) It should he rigidly defined.
(ii) It should be easy to calculate and easy to understand.
(iii) 1t should be based on all the observations.
(iv) It should be amenable to further mathematical treaiment.
(v) It should be affected as little as possible by fluctuations of sampling.

3-3. Measures of Dispersion. The following are the measures of dis-

persion:
(i) Range,
(i) Quartile deviation or Semi-intérquartile range,

(iii) Mean deviation, and

(iv) Standard deviation.

3-4. Range. The range is the difference between two extreme obscrtations,
of the distribution. If A and B are the greatest and smallest obscrvations respec-
tively in a distribution, then .its range is A ~ B.

Range is the simplest but a crude measure of dispersion. Since it is based
on two extreme observations which themselves are subject to chance {luctuations,
it is not at all a reliablc mcasure of dispersion.

35. Quartile Deviation. Quartile deviation or semi-inicrquartile range
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Q s given by
Q=1(Q:-0Q1) w(31)
where @) and Q5 are the first and third quartiles of the distribution respectively,

Quartile deviation is definitely a better measure than the range as it makes
use of 50% of the data. But since it ignores the other 50% of the data, it cannog
be regarded as a reliable measure.

3:6. Mean Deviation. If x, |fi,i=1,2, .., nisthe frequency distribution,
then mean deviation from the average A, (usually mecan, median or mode), is
given by

Mean deviation = % S filxi-Al, £fi=N -(32)

where | x;-A| represents the modulus or the absolute value of the deviation
(vi = A), when the —ive sign is ignored.

Since mean deviation is bascd on all the abscrvations. it is a better measure
of dispersion than range or quartile deviation. But the step of ignoring the signs
of the deviations (v, - A) creates artificiality and rendcrs it uscless for further
mathematical treatment.

It may be pointed out here that mean deviation is least when taken from
median. (The proof is given for continuous variable in Chapter §)

3-7. Standard Deviation and Root Mean Square Deviation. Standard
deviation, usuvally denoted by the Greek letier small sigma (o), is the
positive square root of the arithmetic mean of the squares of the deviations
of the given values from théit arithmetic niean. For the frequency distribution

xilfi,i=1,2,..,n,
o=y 1% it . (33)

where X is the arithmetic mean of the distribution and £ f, = N.
t

The step of squaring the deviations (xi~Xx) overcomes the drawback of
ignoring the signs in mean deviation. Standard deviation is also suitable for
further mathematical treatment (§ 3-7-3). Moreover of all thc measures, standard
deviation is affected least by fluctuations of sampling.

Thus we sce that standard deviation satisfies almost all the propertics laid
down for anidcal measure of dispersion cxcept for the general nature of extracting
the square root which is not readilv comprehensible for a non-mathematical
person. It mayv also be pointed out that standard deviation gives greater weight
to extreme values and as such has not found favour with ecofiomists or
businessmen who are more interested in the resulis of the modal class. Taking
into consideration the pros and cons and also the wide applications of standard
deviation in statistical theory, we may rcgard standard deviation as the best and
the most powerful measure of dispersion!

The square of standard deviation is called the variance and is given by
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ot=Lls fil;-%)? .(3-3a)
N

Root mean square deviation, denoted by ‘s’ is given by

s =\/% 2 /i (rs- AY (34)

where A is any arbitrary number. s* is called meansquare.deviation.
3-7-1. Relation between o and s. By definition, we have

s2=% ?j}(x,-—A)2=$ 2 i G- ¥ +5 - AY
’Nl‘ ShHl iR+ (F-AP+2(F-4) (i -7) |

xS fili-D + (F-AF 5 T+ 2(F-A D=,

¢ 13 13

(¥ - A), being constant is taken outsidc, the summation sign. But X f; (x; - ) = 0,
t

being the algebraic sum of the deviations of the given values from their mcan. Thus
s=0’+(x-Af¥=0"+d", whered=X-A’

Obviouslv s Will be least when d = 0, i.e., X = A. Hence mean square dévia-

tion and consequently root mean square deviation is Icast when the deviations

arc taken from A =X, i.e., standard deviation is the least value of root mean
square dcviation.

The same result could be obtained alternatively as follows:
Mean square deviation is given by

21 o p a2
sT=y ?]}(), A)
It has been shown in § 2-5-1 Property 2 that Lff,-(x;«A)2 is minimum when
13

A =X. Thus mean square deviation is minimum when A =X and its minimum
value is

Nymin=L S fixi-F) =0
(s )mm-ﬁ %f,(x, X)) =0

Hence variance is the minimum value of mean square deviation or standard
deviation is the mininum value of root mean square deviation.

3:7-2. Different Formulae For Calculating Variance. By definition,
we have

o= 2fiti- 7Y

. ee e 2 . . -
More precisely we write it as oy, i.e., variance of x. Thus
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2 1 =2 -
Ox =N Z‘Z filvi-x) B E))

If X is not a whole number but conics out to be in fractions, the calculation
of o, by using (3-5) is very cumbersome and time consuming. In order to
overcome this difficulty, we shall develop different forms of the formula (3-5)
which reduce the arithmetic to a great extent and are very useful for com-
putational work. In the following sequence the summation is extended over i
from 1 to n.

2 1 2_1
Ox -Ngf(\, N?f(), -u 2xix)

-1 s fixi $ 7 lEI}-ZI.l Zfixi
N N 7% N7
1 = ==_1 ...2_“‘: .

N ?f,\, +x -2 N ?I}.\, 2 .(3:6)

= Ox -1 S fix? - l 2 fi A,] ...(3-6a)

N

If the values of x and f are largc the calculation of fx, f.'\": is quite tedious.
In that case we take the deviations from anv arbitrarv point. ‘A’". Generally the
point in the middle of the distribution is much convenient though the formula
is true in general. We have

21 YL T N0 U5 PPN -T)*
&y "N‘ %ﬁ-(-\l -‘) —NEI;(.\' A+A -‘)

2 fildi+A -%)?, where di=ux; -A.

"
Zl-‘

ZI'— Zl'-'

Zf[d +(A-X)1+2A-%)di})
SfidfP+(A-X)V+2A-T). -—2[,
]

We know that if d;=xi-A then x=A +— Zf,d,

-Fm—

>

1
N “£ ﬁ d;
Hence

,
2 Ve (_Ler Y ol YeraV(Lsry
o,,-sz,d,\»( N§f,d,]+z( N%]}d,](Ny;d,]

,
1 2 1 -

= — tai -\ i d; ...3‘7
5 Th [N§fd] @7

= ol =04 [On comparison with (3-6a)}
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Hence variance and consequently standard deviation is independent of change

of origin.
If we take di= (xi -~ A)/h so that (xj - A) = Id;, then

Lsfi-X)P=LSfii-A+A-%)

N" N

1 , . _T)
-5 ‘Zﬂ(/ld,i'A x)
=0’ L Sfid?+(A-X)+2(A-%).h.x Zfid

i n \ i

S fidi
N

Using Xx=A+h
Lsra2 (Lsrg)”
—\-gﬂd’ [._\: ?Ldl]

which shows that variance is not independent of change of scale.
A

Aliter. If &; = ‘—h- then

vi=A+hd; and Y=A +h.%, Sfidi=A+hd

, we get

of = =h*o, -..(3-8)

Obviously xi—%=h(di-d)
ek Sfii-FV =it L Sfidi-d)V = of

Hence variance is tndependent of change of origin but not of scale.
Example 3-1. Calculate the mean and standard deviation for the following
table giving the age distribution of 542 members.
Ageinyears : 20—30 30—40 40—30 50—60 60—70 70—80 80—90-

No. of membars : 3 61 132 153 140 51 2
Solution. Herce we take d = —h—A = 'IJS
Age group | Mid-value Frequncy [ de r=55 fd fd:
() ()] . 10
20 — 30 25 3 -3 -9 27
30— 40 | 35 61 =2 -122 244
40 — 50 45 132 B | -132 132
50 — 60 55 153 0 0 - 0
60 — 70 65 140 1 140 140
70 — 80 75 51 2 102 204
ﬁ) — 90 85 2 3 6 18
N=3f=3542 Ifd = -15| 3fd = 765

% +£x5f4-7_15> 55 - 028 = 5472 vears.

Al
o' = ‘f\, Sd* - [' zfd) ]-100’;‘:::-(0'28)2]
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=100 x 1-333 = 133-3
o (standard deviation) = 11-55 vears
Example 3-2. Prove that for any discrete distribution standard deviation
is not less than mean deviation from mean.
[Delhi Univ. B.Sc. (Stat. Hons.), 1989)
Solution. Let x;|f,i=1,2,3,..,n be any discrete distribution. Then we
have to prove that
S.D. 4 Mean deviation from mean
= (S.D.)* 4 (Mean deviation from mean)’
= (S.D.)2 =z (M. D. from mezm)2
1 —2 1" _ 2
- Nii:lﬁ(XI—X) z[Ni§1ﬁ|x,—x|]
If we put | x; - X| = z;, then we have to prove that
1 ! 2 1 !
N .Zlf,'z,‘ 2 [—1\-/ Zlﬁz,‘J

i= i=

\ 2

) n 1 2

ie., ﬁi-ilf;z;z—(ﬁiflﬁz;} 20
1 2 -2

Le., ﬁflﬁ(z,-—z) 20

ie., ol 2 0,

which is always true. Hence the result.

Example 3-3. Find the mean deviation from the mean and standard deviatior
of AP. a,a+d,a+2d,..,a+2nd and verify that the latter is greater than the
former. [Delhi Univ. B.Sc. (Stat. Hons.), 1990}

Solution. We know that the mean of a series in A.P. is the mean of its
first and last term. Hence the mean of the given series is

l(a+a+2nd).=a+nd

=

()]

X Tx-x| w=-x)
a nd n2d2
a+d (n-1)d (n-1)>%d?
a+2d (n-2)d (n—2)2d2
a+(n-2)d 2d 22 42
a+(n-1)d d 12 .42
a+nd 0 0
a+(n+1)d d 1°.d?
a+(n+2)d zd *.d?
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a+(@2n-2)d (n-2)d (n-2)%d?*
a+(2n-2)d (n-1)d (n-2)%d?
a+2nd nd n'd?

. 1 T
Mean deviation from mean = >——— Zlx-X|
1 .
=2n+12.d(1+2+3+...+n)
_n(n+1)d
T (@2n+1)
2 _1 =21 2012, 92, 22 2
0-2"+12(.\ X) 2n+12.d (1°+2°+3“+...+n)
1 24> n(n+1)(2n+1)__n(n+1)d2
T2n+1 7 6 T3

Hence standard deviation

= \’-——n(n3+ 1) xd

Verification.
S.D.> M.D. from mean
if (S.D.)*> (M.D. from mean)?
2 . 2
ie, if nln+1)d” : d” (%:1_11)4
or if @2n+1P > 3n(n+1)
or if n+n+l>0
or-if (n+H’+250

which is always ture.
Example 3-4. Show that in a discrete series if deviations are small

compared with mean M so that (x/M)* and higher powers of (x/M) are
neglected, we have

2
. 1 o
)G=M|1-=.—|,
wouu|s-1.2)
(i) M*-G?=0°, and (i) H= M 1-;—2 :
where M is the arithemetic mean, G, the grometric mean, H, the harmonic mean
and o is the standard deviation of the distribution.

Solution. Let X;|fi,i=1,2,..,n be the given frequency distribution.
Then we are given that x;=X;- M, ie,Xi=x;+ M where M is thc mean of
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the distribution. We have
Lfixi=Zfi(Xi-M)=0, (1)
] 3

being the algebraic sum of the deviations of the given values from their
mean. Also

z j}x;2=§fi(Xi-M)2=02 -2)

(i) By definition, we have
G=()(‘fl Xk X 5 )Y where N=2S f;

log G =+  filog X~ Zf,log(.x,+M)

% {ﬁlos [““]}
=}%§{f,~ ]ogM+IOg[»1*£]”

=IogM+% zfi Iog(1+-—-J

Y 1 X P
IogM+— 2[[——;—”-[— (M + ...

»

the expansion of log (,1 + x[— ] in ascending powers of (x;/M) being valid since

| xi/ M| < 1. Neglecting (x,/M)3 and.higher powcrs of (x;/ M), we get

l
logG = I0M+ Z,A. 2..
g g fi ETTE fix

= -9 {On usi d2
log M ol {On using (1) and (2)]

___]og(Me-a‘/zM’)

=  G=M M aM|1-"
M

neglecting higher powers.

2
Hence G=M|1- % Z e
\ Ml- -
(ii) Squaring both sides in (3), we get
2" 2
cf=M:[ 19 .Mz[l-f’_z]w-ol,
2'M ) M*}
neglecling (o/M)".
M?-Gl=¢" ...(4)

(m) By definition, barmonic mean H is given by
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zwmh%zmman

1 fi
“MN >+ (/M) - MN zf‘(l""']

[
[}
z|—

-1

Since %"— <1, the expansion of ( 1 +—] in ascending powers of
(i/M) is valid. Neglecting (xi/M)* and higher powers of (x;/M), we get
1 1 Xi x,'"'
ﬁ'ﬁﬁ?ﬁ“M+MJ
Jl(lg. 1 L 1lg. 2
’M[N iy vty T
-1 1+ o’ [On using (1) and (2
-1
2 2
H=M[ 1+ =M[ 1-25,
M
higher powers being neglected.-
2\
Hence H= M[ 1- % l (5)

Example 3-5. For a group of 200 candidates, the mean and standard
deviation of scores were found to be 40 and 15 respectively. Later on it was
discovered that the scores 43 and 35 were misread as 34 and 53 respectively.

Find the corrected mean and standard deviation corresponding to the corrected
figures.

Solution. Let x be the given variable. We are given n = 200, X =40 and ¢ =15

n

Now F=l Sx = 3 xi=nX=200x40=8000

=] ¢

2

Also '=—1-2
n

')

2)‘;‘ =n (o + JT ) =200 (225 + 1600) = 365000
Corrected 2 xi=8000 - 34 - 53 +43 +35=7991

and Corrected 2 x7 = 363000 - (34)° - (53)° + (43)° + (35)° = 364109
L

7991 s
Hence, Corrected mean = —— 200 - 39-955
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362401009 - (39-955)2 = 1820-54 - 1596-4u .= 224-14

Corrected standard deviation = 14-97

Corrected 6% =

37-3. Theorem. (Variance of the combined series). If ny,n» are the
sizes; X, , X the means, and o, , G, the standard deviations of two series, then
the standard deviation o of the combined series of size n\ + ny is given by

2 1 [ 2. 42 2. 42
o= n (o +di’y+nm (0" +d ] (39
R ( y+.nz (02" + dy°) (39)
whered)=x; -x, dy=X3-X .
-~ mXi+mx . . .
and x = T S the mean of the combined series.
1+m

Proof. Let x1;; i=1,2,..,m and x2;; j=1,2, .., n, be the two series
then

n n

- 1 -
Yi=— Z xi; ol== I (xi-X1)
m;. *) d liat .
- an s (%)
n=— X x3j ol=— 3% (,\‘;,‘—}2)2
n j=1 2jal
The mean X of the combined series is given by
- 1 "' ne nmx +nax
X= Zx1i+ 2 x5 =SR2 {From (%))
ny+n inl .’-l ny+n2
The variance o’ of the combincd series is given by
2 1 - 2, ¢ -2 -
o= Z(i-x) + Z (xj-x) ..(3:10)
nitnzl iy j=1

Now
ny 5 n )
T i-x)= Z(@i-x1+x1-x)
1=1 i=1
”n . n
=32 (vi=-x1)° +m (X -;)24-2 (x;-x) 2 (Xl,‘-:\rl.).(3‘100)
i=1 i=1
m
But I (x;;-X1) =0, being the algebraic sum of the deviations the values
=1
of tirst series from their mean. Hence from (3:10a), on using (**), we get
m
Sxi-x)Y=mor+m(x)-v)=m 012 +md’ ...(3-10b)
i=1
whered) =X, -x.
Similarly, we get
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n n .
S (2j-¥)P= = (xj-n+n-%)
j=1 j=1
n
= 3 (xj-X)’ +m2(X2-X) =m0 + mdy (3-10c)
=1
where dy=x2-X.

Substituting from (3-10b) and (3-10c) in (3-10), we get the required
formula

- 1 2 2 2 2
- o - d

y n1+n2["l(ol +d\") + ny (02" + 2)]

This formula: can be simplified still further. We have

- ; ; nl;l"'nZ;Z n?(rl—;2)

dl='\l“
n+n ny + n
- - - mXxi+mxa m{x:-Xx
ny+m ny+n
Hence
2= =2 2= =12
2 1 2 2 | mn(x1-x2)° nam”(x2-x1)
o' == noyr+mor‘+ = -
ni+n: (m +n)* (m+m)°
2 2 nn - =
= noiy +n02 + (xy-Xx2) «(311)
ny + na ny +n3

Remark. The formula (3-9) can be easily generalised to the case of more
than two series. If n;,x;ando;,i=1,2, ..., k are the sizes, mcans and standard
deviations respectively of k-coniponent series then the standard deviation o of

k
the combined scries of size X n; is given by
i=1
2 1

= 2 2 A (42 2 2 2
O S tmt..+m ["' (01" +d\*) + n2 (02" + d2) + ... + i (o +d,‘)l
«(3-12)

where di=Xi-X:i=1,2, ...k
nIXL+ N2 X2+ L+ e Xk

m+ny+...+n;

Example 3-6. The first of the nvo samples has 100 items with mean 15
and standard deviation 3. If the whole group has 250 items with mean 15-6
and standard deviation V13-44, find the standard deviation of the second group.

Solution. Here we arc given

m=100, x;=15 and 0, =3
n=n;+n=250, x=156, and o =Vi3-44

and X=

We want o=.
Obviously n2=250 = 100 = 150. We have



312 Fundamentals of Mathematical Statistics

Te mxitmx o 156 = 100 x 15 -:- 150 x x;,
ny+ny 250
= 150X, =250 x 156 ~ 1500 = 2400
— 2400
*=Ts5p =16

Hence di=x1-x=15-156=-06
and d=x-x=16-156 =04
The variance o of the combined group is given by the formula :
(m + n2)02.= n (o + d.l) +n (022 + dzz)
= 250 x 13-44 = 100 (9 + 0-36) + 150 (02> + 0-16)
150 027 = 250 x 13-44 - 100 x 9-36 - 150 x 0-16
= 3360 - 936 - 24 = 2400

22400
R o) = 150 = 16
Hence 0>=V16 =4

38. Co-efficient of Dispersion. Whenever we want to compare the
variabilitv of the iwo scries which differ widely in their averages or which are
measured in different units, we do not merely calculate the measures of dispersion
but we calculate the co-efficients of dispersion which are pure numbers inde.
pendent of the units of measurement. The co-efficients of dispersion (C.D.)
based on different measures of dispersion are as follows :

1. C.D. bascd upon range = ﬁ , where A and B are the greatest and
the smallest items in the series.
2. Based upon quartile deviation :

_(Q@:-01)/2 Q:-0Q)
CD-=G:s002 " 0:% 0

3. Based upon mean deviation :

CD. = Mean deviation
"7 Average from which it is calculated
4. Based'upon standard deviation :

cD SD. o

"“"Mean ¥
3-8:1. Co-efficient of Variation. 100 times the co-efficient of desperison
based upon standard deviation is called co-cff*cient of variation (C.V.),

C.V. = 100 x% L (313)

ccording to Professor Karl Pearson who suggested this mcasure, C.V. is the

percentage variation in the mean, standard deviation being considered as the total
variation in the mean,

For comparing the variability o two scries, we calculate the co-cfficient

of variations for cach scrics. The scries having greater C.V. is said to be

more variable than ihe other and the scries baving lesser C.V. is said to be
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morc consistent (or homogendus) than the other.
Examplé 37. An analysis of ‘monthly wages paid to the workers of two
firms A and B belonging to the same industry gives the following results :

* . FirmA Firm B
Number of workers 500 600 '
Avergge monthly wage Rs. 186:00 Rs. |73:00
Variance of distribution of wages 81 100

(i) Which firm, A or B, has a larger wage bill ?
(i) In which firm, A or B, is there greager l(ll'l(lbll,ll\ an individugl uug('.\ ?
(ii) Galculaze (a) the average. monthly wage, and- (b) the variance of the
distribution of wuges,. of all the workers in the firms A and. B taken together.
Solution.
(i) FirmA:
No. ol wage-cafnens (sayv)n, = 300
Avcrage monthly wages (sav) ) = Rs.186
Total wages paid
Avcrage monthly wage = —
N T No. df workers
Hence total wages paid to the workers = 1%y = 300 x 186 = Rs. 93.090
Firm B3
No. of wage-carners (say)n: = 600
Avcrage monthly wages (say) ¥:= Rs.173
Total wages paid to the workers = ji: ¥~ = 6Q0 x 175 = Rs. 1,05,000
Thus we see that the firm B has larger wage bill.
(ii) Variance ol distribution of wages in firm A (s‘:v) g, =81
Variance of distribution of wages in firm B (say) 0" = 100

or 100 x9

C.V. of distribution of wages for firm A = 100 x T 4-84
!
C.V. ol distribution of wages (or firm B = 100 x % =—lO(: /xaw = 571

Since C.V. for firm B is greater than C.V. for finn A, tirm B has greater
variability in individual wages.

(1it) (a) The average mouthly wages (sav) X, of all the workers in the
o firms A and B taken together is given by

s my + nv: 500 x 186 + 600 x 175 198000

= : = = = — = R 180
no+ ns 500 + 600 1100
(b) The combined variance o is given by the formulas
(T: = L [n.(o,: + (I|:)+ N:(U;: + l/;:' !

ny + n:
wheted, = Xy~ ¥ and dy= X=X
Here di=186-180=6 and d-=175-180=-35
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~

500 (81+ 36)+600(100+ 25) 133500

Hence o = 500 + 600 = 1100

= 12136

¢

EXERCISE 3 (a)

1. (a) Explain with suitable examples the term ‘dispersion:* State the
relative and absolute measures of dispersion and describe the merits and demerits
of standard deviation.

(b) -Explain the main difference between mean deviation and standard devia.
tion. Show that standard deviation is .independent of change of origin and scale,
“{c) Distinguish between absolute and retative measurés of dispersion.

2, (a) Explain the graphical method of obtaining median and quartile

deviation. (Calicut Univ.BSc, .April 1989)
(b) Compute quartile deviation graphically for the following data :

Marks : 20-30 30-40 40-50 50-60 60-70 70 & over

Number of

students : 5 20 14 10 8 5

3. (a) Show that for raw data mean deviation is minimum when measured
from the median.

(b) Compute a suitable measure of dispersion for the following grouped
frequency distribution giving reasons :

Classes Frequency
Less than 20 30
20 - 30 20
30 - 40 15
40 - 50 10
50 - 60 5
(c) Age distribution of hundred life insurance policyholders is as follows:
Age as on nearest birthday Number
17 - 195 9
20 - 255 16
26 - 355 12
36 - 40-5 26
41 - 50-5 14
51 - 555 12
56 - 60-5 6
61 - 70-5 5

Calculate mean deviation from median age.
Ans. Mecdian = 3825, M.D.=10-605

4. Prove that the mecan deviation about the mean x of the variate x, the
frequency ol whose ith size x; is f; is given by
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Y fi- Ef.x.]

x < x X% <x
Hint. Mean devjation about mean
= % Zfi(x-x)+ I filni- J?)]
N <x x;>X

Since {Zfi(xi-Xx) =0, .
Zfi(xi=%) + Zfi(xi-X)=0

5> X <X

MDsﬁ( “Z fi(xi-x)-Z fi(xi- x)).__( Zfi(xi- X))

x<X x,<x xi<X¥

=y [T Six-D s z_f.-(x.--f)]

§. What is standard deviation ? Explain its superiority over other measures
of dispersion.

6. Calculate the mean and standard deviation of the following distribution:
x: 25—175 75—125 125 —175 175 —225

f: 12 28 65 121

Xx: 225-—275 275 —325 325 —375 375—425 4925 — 415
f: 175 198 176 120 66

x: 475 —525 525 — 575 57.5 — 62.5

f: 27 9 3

Ans. Mean = 30.005, Standard Deviation = 0.01

7. Explain clearly the ideas implied in using arbitrary working orgin, and
scafe for the calculation of the arithmetic mean and standard deviation of a
frequency distribution. The values of the arithmetic mean and standard deviation
of the following frequency distribution of a continuous variable derived from
the analysis in the above manner ared40.604 1b. and 7.92 Ib. respectively.

x:-3 2 -1 0 1 2 3 4 Total

f: 3 15 45 57 50 36 25 9 240

Determine the actual class intervals.

8. (a). The arithmetic mean and variance of a set of 10 figures are known
to be 17 and 33 respectively. Of the 10 figures, one figure (i.e., 26) was
subsequently found inacurate, and was weeded out. What is the resulting (a) -
arithmetic mean and (b) standard deviation. (M.S. Baroda U. BSc. 1993)

(b) The mean and standard deviation of 20 items is found to be 10 and
2 respectively. At the time of checking it was found that one item 8 was |
incorrect. Calculate the mean and standard deviation if .
(i) the wrong item is omitted, and  ~
(i)  itis replaced by 12.
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(c) For a frequency distribution of marks in Statistics of 200 candidates
(grouped in intervals 0-5, 5-10,..., etc.), the mean -and standard deviation were
found to be 40 and 15 respectively. Later it was discovered that the score 43
was misread as 53 in obtaining the frequency distribution. .Find the corrected
meanand standard deviation corresponding to thie corrected frequency distribution,

Ans. Mcdn = 3995, S.D. = 14:974.

9. (a) Complete a table showing the frequencies with which words of
different numbers of letters occur in the extract reproduced below (omitting
punctuation marks) treating as the variable the nurber of letters in each word,
and obtain the mean, median and co-efficient of variation of the distribution :

"Her eyes were blue : blue as autumn distance:blue as the blue ‘we see,
between the rctrcatmg mouldings of hills and woqdy slopes on a sunny Seplember
morning : a misty and shadv blue, that had no beginning or surface, and was
looked into rather than at.

Ans. Mean =14'35,_ Median = 4, 0 =223 and CV.=5126

(b) Treating thé number of letters in each word in the following passage
as the variable x, preparc the frequency distribution table and obtaiii its mean,
median, mode and variance.

"The ‘rcliability of data must always be examined before any attempt is
made to base conclusions upon them. This is true of all data, but particularly
so of nunerical data, which do not carry their quality written Iarge on them. It
is a waste of time to apply the refined theoreucal methods of Statistics to data
which are suspect from the, beginning. "

Ans. Mean = 4:565, Median = 4, Mode = 3, S.D. = 2:673.

10: The mean of 5 observations is 44 and variance is 8-24. It three of
the five observation are 1, 2 and 6, find the other two.

11. (a) Scores of two golfers for 24 rounds were as follows :

Golfer A : 74,75,78,72, 77, 79, 78, 81, 76, 72, 72, 77, 74, 70 78,79, 80, 81,
74, 80 75,71,73.

GolferB : 86, 84 80, 88, 89, 85, 86, 82, 82, 79, 86.80, 82, 76, 86, 89, 87, 83,
80 88 86 81 81, 87

Find which golfer may be consndered to be a more consistent player ?

Ans.. Golfer B is more.consistent player.
(b). The sum and 'sum of squares corresponding to length X (in cms.) and
weight Y (in gms.) of 50 tapioca tubers are given below : !
Y = 212, TX’= 9028
IY = 261, Y’ = 14576
Which is more varying, the length or weight.
12. (a) Lives of two models of refrigerators turned in for new nrodels 1
a recent survey are
[ L,fe .
(No. of years) Model A Model. B.
0-2 5 2
2-4 16 7
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4 -6 13 12
6-38 7 19
8§-10 5 9
10 - 12 . 4 1

What-is the average life of each model of these refrigerators ? Which model
shows more uniformity ?
Ans: C.V. (Model A)=54-9%, C.V. (Model B)=3-62%

(b) Goals scored by two feams A and B in a football season were as
follows :

No. of goals scored No. of matches
in a match A B
0 27 17
1 9 9
2 . 8 6
3 5 5
4 q 3

(Sri Venketeswara,U. B.Sc. Sept. 199'2)
Find out which team is more consistent. )
Ans. TeamA: CV.=1220, TeamB: C.V.=1083.
(c) An analysis ‘of monthly wagés paid to thé workeérs in tio firms, A
and B belonging to the same ‘industiy, gave the following results :
' Firm A Firm B

No. of wage-earners . 986 548
Average monthly wages, Rs. 52-5 Rs, 47-5
Variance of distribution of wages 100 121

(i) Which firm, A ot B, pays-out larger amount as monthly wages ?
tii) In which firm A or B, is there greater variability in individua] wages?

(iii) ‘'What are the measures of average monthly wages and the variability
in individual wages, of dll tlie workérs in the two firms, A and B taken together.

Ans. (i) Firm B pays a larger amount as monthly wages.
ii) There is greater variability invindividual wages in firm B.
(iiiy Combined arithmetic'mean = Rs.49-87.
Combined standard deviation = Rs.10-82.
14. (a) The following'data give the arithmetic averages and standard devia-
tions of three sub-groups. Calculate the .arithmetic average and standard devia-
tion of the whole grdup.

Sub-group No.ofmen  Average wages (Rs.) Standard
R deviation (Rs)
A 50 61-0 8.0
B 100 70-0 9:0
C 120 80-5 100

Ans. Combined Mean =73, Combined S.D.=11-9-
(b) Find the missing information from the following data :
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Group I | Group Il I Group Il | Combined
Number 50 ? 90 200
Standard Deviation 6 7 ? 7.746
Mean 13 - ? 115 116

Ans. m= 60, x = 120 and 3= 8

15. A collar manufacturer is considering the production of a new style
collar to attract young men. The following statistics of neck circumference are
avail based on the measurement of a typical group of students :

Mid-value : 125130 135 140 145 150 155 160
ininches
No.of students: 4 19 30 63 66 29 18 1

Compute the mean and standard deviation and use the criterion x+ obtain
the largest and smallest size of collar he should make in order to meet needs
of practically all his customers bearing in mind’ that the collars are worn on
average 3/4 inch larger than neck size. (Nagpur Univ. B.Sc., 1992)

Ans. Mean = 14-232, S.D.=0-72, largest size = 17-14", smallest size = 12-83"

16. (a) A frequency distribution is divided into two parts. The mean and
standard deviation of the first part are m and s and those of the second part
ave my and s; respectively. Obtain the mean and standard deviation for the
combined distribution. {Delhi Univ. B.Sc.(Stat.Hons.), 1986]

(b) The means of two samples of size 50 and 100 respectively are 54-1
and 50-3 and the standard deviations are 8 and 7. Obtain the mean and standard
deviation of the sample of size 150 obtained by combining the two samples.

Ans. . Combined mean = 51-57. Combined S.D: = 7-5 approx.

(c) A distribution consists of three components with frequencies 200, 250
and 300 having means 25, 10 and 15 and standard deviations 3,4 and 5 respectively.

Show .that the mean of the combined group is 16 and its standard deviation
7.2 approximately. (Bangalore Univ. B.Sc. 1992)

17. In a certain test for which the pass marks is 30, the distribution of

?e}rks of passing candidates classified by sex (boys and girls) were as given
elow :

M arks . Frequency
Boys Girls
30-34 5 15
35-39 10 20
40-44 15 30
45-49 30 20
50-54 5 5
55-59 5 ) -
Total ) 7C 90
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The overall means and standard deviation of marks for bovs including the
30 failed were 38 and 10. The corresponding figures for girls including the 10
failed were 35 and 9.

(i) Find the mean and standard deviation of marks obtained by the 30
boys who failed in the test.

(ij) The moderation committee argued that percentage of passes among
girls is higher because the girls are very studious and if the intention is to pass
those who are really intelligent, a higher pass marks-should be used for' girls.
Wiothout quetioning the propriety of this argument, suggest. what the pass mark
should be which would allow only 70% of the girls to pass.

(iii) The prize committee decided to award prizes to the best 40 candidates
(irrespective of sex) judged on the basis of marks obtained in the test. Estimate
the number of girls who would receive prizes.

Ans. (i) x =2283, 02=827 (ii))39 (iii) 15

18. Find the mean and variance of first n-natural numbers.

(Agra Univ. BSc., 1993)

- n+1 n-1
Ans, x = 2 , O2= 2
19. In a frequency distribution, thé n intervals are 0 to 1, 1 to 2, ...,
(n-1) to n with equal frequencies. Find the mean deviation and variance.
20. If the mean and standard deviation of a variable x ar€ m and o respec-
tively, obtain the mean and standard deviation of (ax + b)/c, where a, b and ¢
are constants.

Ans. @ =1 (@i+ b), ou= |2
[ C

o
21. In a series of measurcmcnls we obtain m; values of magnitude
X1, mz values of magnitude x2, and so on. If X is the mean value of all the
measurements, prove that the standard deviation is

k= x) o

Zm,
. T

wherex = k+ 8 and k is any constant. Delhi Univ. BSc. (Stat. Hons.), 1992

22. (a) Show that in a discrete series if deviations are small compared

with mean M so that (x/M)* and higher powers of (x/M) are neglected, prove
that

() MH=G? () M-2G+H=0,
Where G is geometric mean and H is harmonic mean.

(b) The mean and standard deviation of a variable x are m and o respectively.
If the deviations are small compared with the value of the mean, show that

G Mean (Vx) = w/r_n-(l- 5]

2

. 1 1 30
(}‘) Mean (——) = = [l + —] approximately. .
] Vm et (M.S. Baroda U. B.Sc. 1993)
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(¢) If the deviation X; = x; -~ M is very small in comparison with mean M
and (X;/-M)? and highcr powers of (X;/ My are ncglected, prove that

Ve 2(M - G)
M
where G is the geometric mean of the valucg x, x, ..., x, and V is the
goc{ficicnt of dispersion (6/M). (Lucknow Uniy. B.Sc., 1993)

23. Fromr a. sample -of 'observations the arithmetic mean and variance. are
calculated. It.is then found that one of the values, ¥, is in error and sh6uld be
replaced by x,”. Show that thé adjustment 'to the variance to‘correct this error is
X =X +2T )

1 ’ .(/
=& =x) Xy +xy =
n(l DX +x PR

where T is the total of the original results.
(Meerut Univ. B Sc., 1992; Delhi Univ. B.Sc. (Stat. Hons.), 1989, 1985]

Hint. 0‘2—l p r,—x2

Li=1
LRt aad) L
= L 2+ ... -=
1 n ’,1-2
whcnc T= x, +x2 + ..+ X,
Lct 0‘1 be the corrected variance. Then
. .2
2 1f2 2 2 T =x +x
Ci=—(Yxyr+x2+...+Xn(—-§— ——
n ; n
Adjustment to the variance to-correct the crror is :

0'2‘02=,]_1{X;2—Xf } —nlz{(T—x, +.ri")2-7"2}_

=l { x)' +x,} { x,’-x,} —"I—Q{(.r.’—x,') x 2T - x, +.r,’)}

24. Show that, if the variable takes the values 0, 2, ..., n with
frequencics proporhoml to ilié binomial coefficiénts “Co, "C, "Cyy ..., "C,
respectively then the mean -of the disiribution’is (1/2), the mecan $guarc devmion
abaut,x'=0 is p (n.+ 1)/4 and.the variance.is n/4

[Delhi Univ. B.Sc. (Stat. Hons.), 1991]

Hint. N = Zf="Co+"C1,'|;"C2+ e Cye= (1 + 1) =20

Zﬁ\‘ = O-I‘CO..+ 1,."”C.l + ‘2.-"‘6.:2 t 3-_ ”CE! + s B ”Cu

=n {,"i 'l:.('ldl.——l )QJI-M-;]—M+ ] ]

2!
=n (l +1)-t=p 20D
- (n - I)
Hence mean (x) = Zf B 22,, '51

The mean square dcvnauon 52, (say), about thc -point x= 0 is given by

S253%
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52 = # 3= 5 [125Cy + 22.1Cy + 32"Cy + ", + n2."C,]

2” [l +2 (- I)+ (n- D=2+ ... +n)

=on. ([1 + (n-1) +-u2!l(£—22+ .+ I.]

+{ =D+ =) 01=2) % ...t (1= D))

E [(n-|C°+""CI +171Gy 4 . +771C,))
¥ ((1=1) ("2Co+"2C, + ... + "'ZC,,._Z)}]
=é_ln [(l+|)’"| + (=1l +|);i-g]:=lm

4
cz_ngn +1) nt_n
=73 "4

25. (a) Let r be the range and s be the standard deviation of a set of
obscrvations xj, Xy, ..., X;,; then prove by gencral reasoning or otherwisg that
sEr.

Hint. Sincex,—;s r,i=1,2,...,n we have
n n
52 = 1— L fi = %) Sﬁ Zfi ¢
= 22 Zf—ﬂ = s<i
(b) Let r be the range and
S—(— Z (x—x)z)

n-1 =\

1

be the standard deviation of a sct of pbscrvations xy, x,, ..., X,, then prove that
1 ) ’ *

3
S< '(Tf—x) [Punjab Univ. B.Sc (Stat. Hons.), 1993)

3-9. Moriients. The rth moment-of a variable x- about any point. x = A,
usually denoted by p, is givenby .

Y ﬁZf,(A —AY, Lfi= L 3414)
ﬁif,d., o ' (3140)

where d; = x; - A.

The rth moment of a variable about the mcan x, usually denoted by , is
given by

=ﬁ’2f.~(x,~,-§)'=ﬁ ;f;zf ... (3:15)
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where Zim X -X.
In particular

1 ool ge_
po-fo.(x.-i) fo. 1

and y; = % I fi(x;- X) = 0, being the algebraic sum of deviations from
i
the mean. Also
1 .
By = Nz.f‘_(x‘__‘a2'02 ...(316)
)
These results, viz., po= 1, p1= 0, and p2= o , are of fundamental im-
portance and should be -committed to memory.
We know that if d; = x; - A, then
;-A+lz fidi.A + ul' ...(3'17)
N;
391. Relation between moments about mean in terms of moments

about any point and vice versa.
We have

1 1 ,
W = N %fl(xl' x) = N ?fi(xn- A+A-X)
- %E'f,'(d,'-fA- X)", where di= xi- A
Using (3:17), we get
1 "
e = yEfildi- wY
.%zﬁ[d.”—’cldE"P1'+’C2:{.-'2|n'2-’C;d.‘"m”+...+(-1)’m”]

= ' = Cittet’ W'+ "Cotpd’ i — ...+ (1Y 1" [Onusing (3(:1;4138)%
In particular, on putting r = 2, 3 and 4 in (3-18), we get

w2 = g’ - gy

3= ' = 3 ' + 21° (3.19)
He= we' - dpa'my’ + 6p2’ % _ 3pr™

Conversely,

W = %  fitei - A -%z‘_f.-(x.- %+ %- A

- § DS G wY
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where x; - x =z, and x =A +u,'
-2
Thus W,/ = Ef- (Z:"' Cizi wy + 'szf THCESRE TG |

=W+ "Cripy Wy +7Co U,y I—ll .. +Hy"". [From (3-15).
In particular, putting r = 2, 3 and 4 and noting that Ky =0, we get
o = Mo + 12
Hy' = W3+ 3 1y + 1y ... (3:20)
(TR TP TR P TPY TRICE N T

These formulae enable us to find the moments about any point, once the
mean and the moments about mean are known.

3.9.2 Effect of Change of Origin and Scale on Moments.

Let u = 2 ; 4 »
Thus, rth moment of x about any point x = A is given by

b=y ShG-AY =y Tf Guy =H-5- Tl

sothatx=A + hu,x =A + hu and x —x = h(u - u)

And the rth moment of x about mean is

b=y 3 Gi= Y = 3 T lhtus- DY
= h’# IZf; (u; - uy

Thus the rth moment of the variable x about mean is 4" times the rth moment
of the variable u about its mean.

3:9-3. Sheppard’s Corrections for Moments. In case of grouped
frequency distribution, while calculating moments we assume that the
frequencies are concentrated at the middle point of the class intervals. If the
distribution is symmetrjcal or slightly symmetrical and the class intervals are
not greater than one-twentieth of the range, this assumption is very ncarly true.
But since the assumption is not in general true, some error, called the ‘grouping
error’, creeps into the calculation of the moments. W.F. Sheppard proved that if

(é) the frequency distribution is continuous, and

(ii) the frequency tapers off to zero in both directions,
the effect due to grouping at the mid-point of the intervals can be corrected by
the following formulae, known as Sheppard’s corrections :

2
M, (corrected) = pp — :’— ... (321

2
H3 (corrected) = 3
7

Mg (corrected) = py — % h? u, + m h
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where /i is the width of the class interval.
3:9-4. Charlier’s Checks. The following identities
S+ D=Z i eN T+ 12=3f2+23 fx+ N
TAx+1P =T +3T 2 +3X fx+ N
TAx+ 1) =Xt + 4% fid + 6% fx2 + 4% fx + N,

are often used in checking the accuracy in the calculation of first four moments
and are known as Charlier’s Checks.

3-10. Pearson’s B and y Coefficients. Karl Pearson defined the following
four coefficients, based upon the first four moments about mean :

u3
B =3 1=+ VB and B, = 7‘ Y2=P2-3 - (322)

It may be pointed out that these coefficients are pure numbers independent of
units of measurement. The practical utility of these coefficients is discussed in
§ 3-13 and § 3-14.

Remark. Sometiines, another coefficient based on moments, viz, Alpha
(o) coefficient is used. Alpha coefficients are defined as :

3
o= ":;—0 0‘2=ﬁ'1 .=\/E=Yu 0‘4=§%=[32

3-11. Factorial Moments. Factorial moment of order r about the origin
of the frequency distribution x; 1 f;, (i =1, 2, ... n), is defined as

1l
He =y 2 fixi® . (3

n

where X =x (x-1) (x-2)...(x=r+ 1)and N = _Zlf;
=
Thus the factorial ‘moment of order r aboiit any pointx =ais given by
v A .
Hoy=y Xfi (xi-a)? .. (3:24)
N ]

where (x —a) =(x—-a)(x=a-1)...(k-=a=r+1)
In particular from (3-23), we have

p(,,'_ 2 fi xi=w," (about origin) = Mean x)

Hay ﬁ >i:fixi(2’= ﬁﬁ}fm (x;=1)

,%;fixiz Zf: X = Mol = iy
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P | 1 .
ey = ﬁ;ﬁ«‘i(’” = ﬁ%fr\fi xi=1)(xi-2)
s s 3lsea,ol
= N;.ﬂx: 3 N 'zflxl +2 N’ 'zflxl
=y’ = 30" + 2

b = 3 ZhxO= S im D @-2) G-3)

=& TS P = 6x2 + 11x;=6)
1

"%I'Ei:j}x,“‘—& #Zfix,-“-!- II'—:I‘Ef;xF —6.;&2.,;'«‘,‘

= p,4' - 6‘13' + |l}l2’ - 6;.["
Conversely, we will get

Pl' =My
o' =Ny + Hay
Ha' = By’ + 3y’ + Ry - (3:25)

Ha' = By + 61y + Tyt + )y
3-12. Absolute Moments. For the frequency distribution x; /f;i= 1, 2, ...
n, the rth absolute moment of the variable aboyt the origin is given by

1 & r
N Z Sl N=25 ... (3-26)
where I x | represents the absolute or modulus value of xi .

The th absolute moment of the variable about the mean x js given by
| ar
N,-g'.ﬁ |x,~— x | ... (3-26a)

Example 3:8. The first four moments of a distribution about the value 4 of
the variable are - 1-5, 17, — 30 and 108. Find the moments about riiean, B; and

B
Find also the moments about (i) the origin, dand (ii) the pointx = 2.
Solution. In the usual notations, we arc given A'= 4 and
By = =15, 10y’ =17, uy’ = - 30 and p,” =" 108.

Moments about mean : p, =0
My =) =12 =17 - (-1:5)2= 17 - 2:25=14.75
Ha = Hy = 3pp 1y + 2,7 -

=-30-3x(17) X (-1-5) +.2 (-1-5)}

=-30+ 76-5 - 6-75 = 39-75



326 Fundamentals of Mathematical Statistics

Ha =Hq" —4us" By + 61g"py"2 - 3p,"
= 108 - 4(=30)(= 1-5) + 6(17)(~1-5)2 ~ 3(=1-5)*
= 108 - 180 + 229-5 — 15-1875 = 142-3125

2
T R
Hence B, =—= 83;2)3 = 0.4924

u2
_Me _(1423125)
B, o = (aasy =064l

Also X =A+I=4+(-15=25
Moments about origin. We have

x =2-5, Wy = 14-75, py = 3975 and p; = 142-31 (approx).

We know x = A + ', where W,’ is the first moment about the point x = A.
Taking A = 0, we get the first moment about origin as {," = mean = 2.5,
Using (3-20), we get
B =M+ 1y2=1475 + (252 =14-75 + 625 =21
My’ =Ny +3pp 1y + Wy = 3975 + 3(14.75) (2:5) + (2:5)°
=39-75 + 110-625 + 15-625 = 166
He' = g+ 4uaiy” + 6,2 + )
= 142:3125 + 4 (39-75) (2-5) + 6(14-75)(2-5)2 + (2-5)*
= 142-3125 + 397:5 + 553125 + 39-0625
=1132,

Monments about the point x = 2. We have x = A + ,’. Taking A = 2, the
first moment about the point x =2 is

' =x -2=25-2=05
Hence
W' =pa+;2=1475+025=15
K3 =Wy + 3oy + 1y = 39-75 + 3(14-75)(0-5) + (0-5)*
=39:75 + 22-125 + 0-125 = 62
Ha' = Hg + duapy” + 6papy 2 + )"
= 142-3125 + 4(39-75)(0-5) + 6(14-75)(0-5)2 + (0-5)*
= 142-3125 + 79-5 + 22-125 + 0-0625
=244 '
Example 3-9. Calculate the first four moments of the following
distribution about the mean and hence find B, and B,.
x: 0 1 2 3 4 5 6 7
f: 1 8 28 56 70 56 28 8 1



Measures of Dispersion, Skewness and Kurtosis 327

Solution. CALCULATION OF MOMENTS
x f |d=x-4| f fd @ | fd
0 1 -4 -4 16 —-64 256
1 8 -3 =24 72 216 648
2 28 -2 -56 112 224 448
3 56 -1 =56 56 -56 56
4 70 0 0 0 0 0
5 56 1 56 56 56 i 56
6 28 2 56 112 224 448
7 8 3 24 72 216 648
8 1 4 4 16 64 256
Total 256 0 0 512 0 2,816
Moments about the points x = 4 are
1 512
wi'= 3Ffd=0, ps' = Nifdz 256" %

, 2816
w'= %3 ff = Oand i = Szt Bl gy
Moments about mean are :
pr=0, p2= p2' - pr’ =2
ws= W' = pw’ + 2w = 0
M= lu dps'ur’ + 6p2'wy’? - 3y = 11
B,-—-=o po= B g5
p2 w4
Example 3-10 * For a distribution the mean is 10, variance is 16, y2 is +
1 and B> is 4. Obrain the first four moments about the orgin, i.e., zero.
Comment upon the nature of distribution.
Solution. We are given
Mean=10, u2= 16, v1= +1,B1= 4
First four moments about origin (W', n2', ws', wi')
1’ = First moment about origin = Mean = 10
= ' - w? = w'= w+ w2 = w'= 16+ 10% = 116
U3

wehave yi=+1 = <5 = 1
M2

= W= = (16 = 4°= 64
TERE N TER 3uz'|11'+-2mx'"
= 3= uz+ 3p’ - 2"
=64+ 3x 116 x 10~ 2x 1000 = 3544 - 2000 = 1544
Now ﬁn:— =4 = =4 x 16° = 1024
V5]
ad = - dus'ny+ Gpa'py -
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= uy = 1024+ 4x 1544x 10 — 6 x- 116.:x 100 + 3 x 10000
= 92784 - 69600 = 23184.

Gomments of Nature of distribution : [cf. § 313 and § 3-14]
Since y1 = +1, the distribution is moderately positively skewed, i.e, if we draw
the curve for the given distribution, it will have longer tail towards the right.
Funhey since B2= 4> 3, the distribution is leptokurtic, i.e., it will be more
peaked than the normal curve.

Example 3-1'1, If for a random variable x, the absolute moment of order
k exists for ordinary k = 1, 2, ..., n-1, then the following inequalities
) B s B B, () B s B
holds for k=1, 2, ..., n-1, whe*« B is the'kth absoluie moment about the origin.

' {Delhi Univ. B.Sc. (Stat. Hons.) 1989]

Solution. If x;|f;, i=1,2, .., nis the given frequency distrbution; then

1. -
B Sxfld| (1)
Lel 1 and v be arbitrary real numbets «then {he ‘expression

Z fi [u | x, %12 4 le"‘*"’zl] _is non-negative.

i=1

> 3 f [ 1210072 4 vix, W‘*"”] 20

i=1
= 2 flx1 4+ v2 T f; gk -2uv2f,lxl"20
Dmdmg throughout by N and using rélation (1), we get
u l5x-| + v Brsr + 2uvpy 2 0, ie., u [3.(_1 + 2uvpi + v Bt 20 ..(2)

We know that, the condition for the expression « P 2wy + by2 to be
non - negative [or all values of x and y is that

l a h | 20
ln bl
Using this result, we get from (2)
Bk-l lﬁk
Px B+ 1
= Bet . Beer- B2 20 (3)
Raising both sides of (3) to power k, we get
B 2 Bl Punt” (4)

Putting k=1, 2, ..., k-1, k successively in (4), we get '

(i) - < |)(3|):
B1 s PiP3

3
Msmm

l)-(k ’/ I)k- I)'{-’
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2% _ ok k
e S Br-rBret
Multiplying these inequalities and noting that By = 1, we get
A 1
* <Bk+1forL-l 2, ...,n—1.

Raising both sides of the incquality to the power
Lk

1
kik+) Ve &
S By gD ... (5)
Remark. Result (5) shows that B, '/ is an increasing function of k.

EXERCISE 3 (b)

1. (a) Define the raw and central moments of a frcquericy distribution.
Obtain the relation between the central moments of order r in terms of the raw
moments. What are Sheppard’s corrections to the central moments ?

(b) Define moments. Establish the relationship between the moments about
mean, i.e., Central Moments in terms of moments about any arbitrary point
and vice versa.

The first (hree moments of a distribution about the value 2 of the variable
arc 1, 16 and — 40. Show that the mean is 3, the variance is 15 and U3 = -86.
Also show that the first three moments about x = 0 are 3, 24 and 76.

(¢) For a distribution the mean is 19, variance is 16, v, is + 1 and B, is 4.
Find the first four moments about the origin. )

Ans. 1," =10, uy’ = 116, w3’ = 1544 and p," = 23184.

(d) (i) Define ‘moment’. What is its usc ? Express first four central
moments in terms of moments about the origin. What is the effect of change of
origin and scale on 3 ?

(if) The first thrce moments of a distribution about the point X = 7 are 3,
[1and 15 respectively. Obtain mean, variance and f,.

2. The first four moments of distribution about the value 5 of the variable
are 2, 20, 40 and 50. Obtain as far as possible, the various characteristics of the
distribution on the basis of the information given.

Ans. Mean =7, 153 =16, Hy=-— 64, ny = 162, ﬁ| = |-and Bz = 0-63.

3. (a) If the first four moments of a distribution about the value 5 are equal
o -4, 22, - 117 and 560, determine the correspording moments (i) about the
mcan, (ii) about zero.

(b) What is Shéppard’s correction? Wha. will be the corrections for the first
four moments ?

The first four moments of a distribution about-x =4 are 1, 4, 10, 45. Show
that the mean.is 5 and the variance is 3 and 3 and p, are 0 and, 26 respectively,

(c) In certain distribution, the first four moments about the point 4 are
~1:5, 17, = 13 and 308. Calculate B, and B,.

() The first four moments of a frequency distribution.about the point 5 are
-0.55,4-46, — 0-43 and -68-52. Find B, and B,.

Ans. 1y = 41575, py = 6:5962, p, = 75-3944, B, = 0-6055, B, = 4-3619.

4. (a) For the following data, calculate (i) Mean, (ii) Median, (iii) Semi-
inter-quartile range, (iv) Coefficient of variation, and (v) B, and B, coefficients.
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Wagesin ~ 170— 180— 190— 200— 210— 220— 230— 240—

Rupees : 180 190 200 210 220 230 240 250
No. of 52 68 85 92 100 95 70 28
Persons :

Ans. Mean = 209 (approx.); Median = 209-8; Q.D. = 15-8; ¢ = 19.7.
C.V. =9.4; B, = 0-003; B, = 26:105. ’

(b) Find the second, third and fourth central moments of the l'requency
distribution given below. Hence find (i) a measure of skewness (y;) ang
(i) measure of. kurtosis (y,).

Class Limits Frequency
100-0 - 1149 5
1150 - 1199 15
120-0 — 1249 20
1250 - 1299 35
130-0 - 134-9 10
1350 - 1399 10
140-0 — 144-9 5

Also apply Sheppard’s corrections for moments.
Ans. [, = 2:16, py = 0-804, py = 12-5232

v, =V B, =025298; 7,=B, -3 =-0317.

(c) The standard deviation of a symmetrical distribution is 5. What must be
the value of the fourth moment about the mean in order that the distribution be
(¢) leptokurtic, (if) mesokurtic, and' (iii) platykurtic ?

Hint : , = p3 = 0 (because distribution is symmetrical).

c=5=>0t=p,=25

() Distribution is leptokurtic if B; > 3, i.e., if -6E24§> 3 = py> 1875

(i) Distribution is mesokurtic if B, =3 = ifp, = 1875
(iif) Distribution is platykurtic if B, <3 = ifpy < 1875
5. Show that for discrete distribution B, > 1.
[Allahabad Univ. M.A., 1993; Delhi Univ. B.Sc.. (Stat. Hons), 1992]
Hint. We have to show that |.14/u32> 1, ie, pg> p%. Ifx;j lfini= 1,2, ..,

n, be the given discrete distribution, then we have to prove that
2

1 -1 < (1 -
N )’;ff (xi=x)* > (;, )’;f; (X;-X)z)
Putting (x;— x)? =Z;, we have to show that

¥ 2> (5 342)
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-

ie., %%ﬁz?—[‘%fﬁz;] >0

ie., oz >0,
which is always true, since variance is always posmvc
Hence B> 1.

6. (a) The scores in Econoics of 250 candidates appearing at an-examina-
tion bave

Mean =X = 3972
Variance = 0% = 97-80
Third Central moment = pa = = 11418
Fourth central moment = uy = 28,396-14

It was later found on scrutiny that the score 61 of a candidate has been wrongly
recorded as 51.:Make pecessary corrections in the given values of the mean and
the central moment. (Gujarat.Univ. M.A, 1993)

(b) For a distribution of 250 hcights, calculations showéd -that the mean,
standard deviation, ) and 2 were 54 inches, 3 inches 0 and 3 inches respectively.
Itwas, however, discovered on checking that the two items 64and. Jin lheorjginal/
data were wrongly written in place of correct values 62 and 52 inches respectively.
Calculate the correct frequency constants.

Ans. Correct Mean = 54, S.D. =297, pa = — 2:18, ug = 218-42, f, = 0-0070
and 2 =281

7. In calculating the moments of a frequency distribution based on 100
observations, the following results are obtained : )

Mean = 9, Variance = 19, 1 = 0-7 (pa + ive), B2 =
Butlater on its was found that one observation 12 was read as 21 Ot:tain the correct
value of the first four central moments.

Ans. Correctéd mean = 891, u; = 1'7-64,l13 = 5705, uy = 125715,

B1 = 0-59 and 2 = 4-04.

8. (a) Show that if a range of six times the standard deviation covers at least
18 class intervals, Sheppard’s correction will make a difference of lgss then 0-5
percent in the corrected 'value of the standard deviation. ,

Hint. [f /i is the magnitude of the class interval, then we want :

6o>18h=d>3I:=>‘I:2<%02=>—hz>—%d
I 2 1 2 2 N
u2 (corrected) = p2 — 2% " 9gx9 =° tl\ )
1\ (11
=s.d.(comcted)zo(l—ﬁ)§) -_,'d(l—-ix—l—(ﬁ)
1
2

o o
. Required adjustement = ¢ — o ( corrected ) < —— 31 % <300
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(b) Show that, if the class intervals of a grouped distribution is less than
one-third of the calculated standard deviation, Sheppard’s adjustment makes 5

difference of less than % % in the estimate of the standard deviation

9. (a) If 9, is the rth absolute moment about zero, use the mean value of
[l x1C=D2 4y x|+ D22
to show that
(Sr)Zn < (ar - l)' (ar+ ])'

From this derive the following inequalities

() @) 1< @) () @)V <@, MY

(b) For a random variable-X moments of all order exist. Denoting by W; and
9;, the jth central moment and jth absolute moment respectively, show that,

() (Paja D? S paj Mojea

((OICHKEICITS ARl (Karnataka Univ. B.Sc., 1993)
10. If B, and B, are the Pearsons’s coefficients of skewness and Kurtosis
respectively,'show that B, > B, + 1. (Bangalore Univ. B.Sc., 1993)

v,

313, Skewness. Literally, skewness means ‘lack of syrnietry’. We study
skewness to have an idea about the shape of the curve which we can draw with
the help of the given data. A distribuition is said to be'skewed if

(i) Mean, median and mode fall at different points,

i.e.,, Mean # Median # Mode,

(#f) Quartiles are not equidistant [rom median, and

(iif) The curve drawn with the help of the given data is not symmetrical
but stretched more to one side than to the gther.

Measures of Skewness. Various measurcs of skewness are

(1) Sy =M -M, (2) S =M - M,.
where M is the mean, M, the median and M, the mode of the distribution.

3) 8 =(Q3-My) - (My- Q).

These are the absolute measures of skewness. As in dispersion, for
comparing two series we do noy, calculate these absolute measures but we
calculate the relative measures called the co-efficients of skewness which are
purc numbers independent of units of measurement. The following are the
coefficients of Skewness.

1. Prof. Karl Pearson’s Coefficient of Skewness.

S, = (M - M,)
(]
where. G is the standard deviation of the distribution.

If mode is ill-defined, then using the relation, My = 3M 4, - 2M, for a

moderately asymmetrical distribution, we get
3(M - My
Sk ==

o

.. (327

... (3-27a)
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The limits for Karl Pearson’s coefficient of skewness are + 3. In practice,
these limits are rarely attained.

Skewness is positive if M > Mg or M > M, and negative if M < My or
M <My

II. Prof. Bowley's Coefficient of Skewness. Based on'quartiles;

s L9 -Mp)-My-0Q0) _Q3+0Q,-2M, (3‘28).
KZQs-Mp)+ Mys-Q)) 03- 0/

Remarks 1. Bowley’s coefficient of skewness is also known as Quartile
coefficient of skewness and is especially useful in situations where quartiles and
median are used, viz., : ‘

(7)) When the.mode is ill-defined and extreme observations are present in the
data.

(if) When the distribution has open end classes or unequal class integvals,

In these situations Pearson’s coefficient of skewness cannot be-used:

2. From (3:28), we observe that

Sk=0,if Q3 -My=My- 0,
This implies that for a symmetrical distribution (S; = 0), median is equi-
distant from the upper and lower quartiles. Moteover skewness is positive if :
Q3-My>My—-0, = 03+0,>2M,
and skewness is negative if
O3-My<My-Q, » Q3+Q1<2M,

3. Limits.for Bowley’s Coefficient of Skewness. We know that for two real
positive numbers a and b-<(i.e., a > 0 and b > 0), the moduls value of the
difference (a — b) is always less than or equal tothe modules- value of the sum
(a+b),ie,

va - b
la-bisla+bl = |27 <1 NG

We also know that (Q; = M,) and (M‘!— Q,) are both non-negative. Tl'mst

taking a = Q3 — M, and'b = My - Q, in (¥), we get

(@3-My)-My-0y)|
(@s-Mp+My-02)1 ™
= |Sg (Bowley) | <1

= - 1< Sk (Bowley) < 1.

Thus, Bowley’s coefficient of skewness ranges from — 1 to 1.

Further, we note from (3-28) that : .

Sp=+1NfM;~-0,=0,ie., if/M‘/= o
Sk =- l’ if Q} -‘.Md = O.rjiép 1.‘: Q3 = M‘/‘

4. It should b¢ clearly understood that the”values of the coefficicnts of
skewness obtained by Bowley’s formula and Pearson’s formula are not
comparable, although in each case, S; = 0, implies the absence of skewness, i.e.,
the distribution is symmetrical. It may cven happen that onc of them gives
positive skewness while the other gives negative skewnéss.
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5. In Bowley’s coefficieiit of skewness the disturbing factor of 'variation is
eliminated by dividing the absolute neasure of skewness, viz., (Q3 — Md ) -
( Md - Q1) by the measurerof dispersion ( Q1 — 1), i.e., quaitile range.

6. The only and perhaps quite serious limitations of this coefficient is that it
is based only on the central 50% of the.data and ignores the remaining 50% of the
da1a towards the extremes.

IIl.. Based upon moments, co-efficient of skewness is

S = Vi (B2 + 3)
k= 2 (5B:=6PB1 - 9) .(329)

where symbols have their usual meaning. Thus Sx =0 if either 1 =0 or f2=~3.
But since §; = p4/p§, cannot be negative, Sx = 0 if and only if 4 = 0. Thus
for a symmetrical distribution B1 = 0. In this respect B is taken to be a measure
of skéwness. The co-efficient, in ( 3-29 ) is to be regarded as without sign.

We observe in (327 ) and (3-28) that skewness can be positive as well as
negative. The skewness is positive if the larger tail of the distribution lies towards

X (Mean) = My = My
(Symnictrical Distribution)

the higher values of the variate (the right), i.¢., if the curve drawn with the help of
the given data is tretched more to the right than to the left and is negative

/I AN

M, M4 Mean Mean Mg Mg

(Positively Skewed Distribution) (Negatively Skewed Distribution)
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[
w

in the contracy casc.

3-14. Kurtosis. [f we know the measures of central tendency, dispersion
and skewness, we still cannot form a complete idea about the distribution’ as will
be clear from the followying figure in which all the three curves A, B and C are
svmmelrlcal about the mean ‘m’ and have the same range.

In addition to these measures we should know one more measure which Prof.
Karl Pcarson calls as the ‘Convexity of curve’ or Kurtosis. Kurtosis enables us
to have'an idea about the flatness -or peakedness of the curve. Itis measured by the
co-cfficient 32 or its derivation r gwcn by-

B2 = m/w =$~-3

Curve of the type ‘A’ which is neitber flat for pcakcd is called the normal
curve or ‘mesokurtic curve and for such a curve B2 = , 72 = 0. Curve of
the type ‘B’ which is flatter than the normal curve is known as platykurtic ‘and for
such a curve B2 < 3, ie., y2 < 0. Curve of the type ‘C’ whichis more peaked
than the normal curve is called leprokyrtic and for such a curve B2 > 3, ie.,;
va > 0.

EXERCISE 3 (¢)

1. What do you understand by skewness ? How is it measured ? Distinguish
clearly, by giving figures, between positive and negative.skewness.

2. Explain the methods of measuring skewness and kurtosis of a frequency
distribution.

3. Show that for any frequency distribution :
(i) Kunrtosis is greater than unity.
(ii) Co-efficient of skewness is less than 1 pumerically.

4. Why do we calculate in general, only the first four moments about mecan
of a distribution and not the higher moments ?

S. (a) Obtain Karl Pearsons’s measure of skewness for the following data:
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Values Frequency Values Frequency
5-10 6 25 = 30 15

10 - 15 8 30 - 35 11
15-2 17 35 - 40 2

20 - 25 21

(b) Assume that a firm has selected a random samplé of 100 from its
production line and has obtain the-data.shown in the table below :

Class interval Frequency Class interval Frequency
130 - 134 3 150 - 154 19
135 - 139 12 155 - 159 12
140 -~ 144 21 160 - 164 5
145 - 149 28

. Compute the following :
(a) The arithmetic niean, (b) the standard deviation,
(c) Karl Pearson’s coefficient of skewness.
Ans. (a) 1472, (b) 72083 , (c) 0-0711
6. |(a) For the frequency distribution given below, calculate the coefficient of
skewness based on quartiles.

Annual Sales No. of Firms Annual Sales, No. of firms
( Rs. ’000) (Rs. ’000)
Less than 20- 30 Less than 70 644
Less than 30 225 Less than 80 650
Less than 40 465 Less than 90 665
Less than 50 580 Less than 100 680
Less than 60 634

(b) (i) Karl Pearsons’s.coefficient of skewness of a disiribution is 0-32, its
s.d.is 6°5 and mean is 29-6. Find the mode of the distribution.

(if) If the mode of the above distribution is 24-8, what will be the s.d. ?

7. (a) Ina frequency distribution, the co-efficient of skewness based upon
the quartiles lis 0-6. If the sum oif the upper and lower quartiles is 100 and median
is 38, find the value of the upper and:lower quartiles.

Hint. We are given'

_ Qv @i -2Md

X 03 - Q1 w(*)
Also Qs + Q) = ‘100 and ‘Median = 38

Subsituting (*), we get

Sk

100 — 2,x 38
Q3+ Oy
= . B-Qi= 40
Simplifying we get ¢ Q) =30, @3 = 70

= 06



res of Dispersion, Skewness and Kurtosis 3

MeasV
® A frequency distribution gives the following results :
@) C\V.=5 (i) Kafl Pearsons’s co-efficient of skewness = 0-5
(i) o =2

Find tbe mean and mode of the distribution.

(c) find the C.V. of a frequency distribution given that its mean 1s 120, mode
is 123 and Karl Péarons’s co-efficient of skewness is - 0-3.

Ans. C.V.=833

(d) The first three moments of distribution-about the value 2 are 1, 16 and

40 respectively. Examine the skewness of the distribution,

8. The first three moments about the origin 51 Kg+salculated from the

data on the weights of 25 college students are
w' = + 04 kg, vz’ = 12 kg. and (uy )" = - 0-25kg.
Determine the mean, the standard deviation and coefficient oif skewness.
9. The first three moments about the origin are given by

,_n+1 c_(n+1)(2n+1) , n9n+l_)2
=5 u = 3 and u; E—
Exanvine the skewness of the data.

10. Find out the kurtosis of the data given below :
Class interval 0 - 10 10-20 20 -30 30 - 40
Frequency 1 3 4 2.

11. Data were obtained fordistribution of passengers, entering Bombay local
trains over time at intervals of 15 minutes for moming and evening rush hours
separately, and the following results were obtained.

Morning hours Evening hours
Arithmetic mean (Peak Hours) 8 his. 38 min. 5 brs. 40 min.
Standard devidtion 385 min. 349 min.,
Coefficient of skewness
(in 15 min. unit) - 032 + 017
Kurtosis measure . 2:0 22

Interpret the result and discuss giving reasons, whether you approve of the
measure of ‘peak hour’.

12. (a) The standard deviation of a symmertrical distribution is 5., What
must be the value of the fourth moment about the mean in ordér that thie distribution
be (i) Leptokurtic, (i) mesokurtic, and (jii) platykurtic.

Hint. p) = pa = 0 (Because distribution is symmclricai), g=5= o=
M = 25 '

By = B W
ur 625
() Distt. is leptokurtic if:; > 3 ie., if 2= > 3 = py > 1875

(ii) Dist. is mesokurtic if B2 = 3 = if §2< 1875
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(iii) Distt. is platykurtic if B, <3 = if py < 1875.

(b) Find the second, third and fourth central moments of the frequency
distribution given below., Hence, find (/) a measure of skewness, and (ii) a
measure of kurtosis (Y,).

Class limits - Frequency
1100 — 1149

115.0— 1199 15
120-0— 1249 20
125-0— 1299 35
130-0— 1349 io
135-0— 1399 10
140-0— 1449 5

Ans, g = 2:16, u3 = 0-804, py = 12.5232.

i =VB, =025298 ; %, =B, -3 =~ 0317.
13. (a) Define Pearsonian coefficients B, and P, and discuss their utility in
statistics. [Delhi Univ. B.Sc. (Hons.), 1993]

(b) What do you mean by skewness and kurtosis of a distribution ? Show
that the Pearson’s Beta coefficients satisfy the inéquality $, — B, — 1 2 0. Alsc

deduce that $, 2 1. (Delhi Univ. B.Sc. (Stat. Hons.), 1991
(c) Define the Pearson's coefficients y, and v, and discuss their-utility i
Statistics.
OBJECTIVE TYPE QUESTIONS
1. Match the cortect parts to make a valid.statement.

(a) Range ) @3-202

(b) Quartile Deviation () \/ % Zfi(xj-x)?
.. o S.D. i

(c) Mean Deviation (iiD) Vean 100

(d) Standard Deviation @iv) ﬁ il G -0l

(e) Coefficient of Variation W) Xuax — Xnin

II. Which value of ‘a’ gives the minimum ?

(#) Mean square deviation from ‘a’

(ii) Mean deviation from ‘a’

III. Mcan of 100 observations is 50 and S.D. is 10. What will be the nev
mean and S.D., if

(i) 5 is added to each observation,

(ii) each observation is multiplied by 3,

(iif) 5 is subtracted from each observation and then it is divided by 4?

IV. Fill in the blanks :

(i) (@) Absolute sum of deviation is minimum-from...........
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(b) Least value of root mean square deviation is ......c.i.on..

(ii) The sum of squares of deviations is least when measqred from
; @ii))  The sum of 10 items is 12 and the sum of théir squares is 16-9.

@iv) In any distribution, the standard deviation is always ................ the
mean deviation., ]

(v)  The relationship between root mean square deviation and standard
deviation O is wevevereenennne

(vi)  If 25% of the itcms are less than 10 and 25% are more than 40, the
coefficient of quartile deviation is .................

(vi) The median and standard deviation of a distribution are 20 and 4
‘respectively. If each item is increased by 2, the median will be ................. and the
new standard deviation will be .................

(viii) Ina symmetric distribution, the mean and the mode are .................

(xi)  Insymmetric distribution, the upper and the lower quartiles are equi-
distant from .................

(x) If the mean, mode and standard deviation of a frequency distribution
are 41, 45 and 8 respectively, then its pearson’s coefficient of skewness is

.................

(xi)  Forasymmctrical distribution 1 = ......c.cccueue

(xii) LBz > 3 the distribution is said to be .................

(xiii) For a symmetric distribution g = .................
U2me] = cpevvmnnennnsenes

(viv) If the mean and the mode of a given distribution are equal then its
coefficient of skewness is ..........c......
(xv) Ifthe kurtosis of a distribution is 3, it is called ................. distribution.
(xvi) Ina perfectly symmetrical distribution 50% of items are above 60 and
75% items are below 75. There(ore, the coefficient of quartile deviation is
................. and coefficient of skewness is .........c.......
(xvii) Relation between By and ‘B2 is given by .................
V. For the following questions given correct answers :
@) Sum of absolute deviations about median is
(@) Least, (b) greatest, (c) zero, (d) equal.
(ii)  The sum of squares of deviations is least when measured from
(@) Median, (b), (c) Mean, (d) Mode, (e) none of them:
(i)  Inanydiscrete series (whenall the values are not same) the relationship
between M.D. about mean and S.D. is
(a) M.D.=SD, (b) MD:>S.D, (c) M.D.<S.D,
(d) MD.s SD.
(e) None of these.
(iv)  Ifeach of a set of observations of a variable is multiplied by a constant
(non-zero) value, the variance of the resultant variable.
(a) is unaltered, (b) increases (c) decreases, (d) is unknown.
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(v)  The appropriate measure whenever the extreme items, are to be dis-
regarded and when the distribution contains indefinite classes at the end is
(a) Median, (b) Mode, (c) Quartile deviation,
(d) Standard Deviation
(vi) AM., G.M. and HM. in any series are equal when
(a) the distribution is symmetric, (b) all the values are same,
(c) the distribution is positively skewed,
(d) the distribution is unimodal.
(vii)  The limits for-quartile coefficient of skewness'are
(@ =3, (b)0and3, (c) x1, (d) = =
(viii) ‘Tlie statement that thie variance is equal to the second central moment’
) (a) always true, (b) sometimes true, (c) nevertrue,
(d) ambiguous.
(ix)  The standard deviation of a distribution is 5. The value of the fourth
central moment ( w4 ), in order that the distribution be mesokurtic should be
(a) equalto3, (b) greaterthan 1,875, (c) equal to 1,875,
(d) less than 1,875,
(x)  Ina frequency curve of scores the mode was found to be higher than
the mean. This shows that the distribution is
(a) Symmetric, (b) negatively skewed, (c) positvely skewed,
(d) normal. -
(xi)  Forany frequency distribution, the kurtosis is
(a) greaterthan 1, (b) less than1, (c) equalto 1.
(xii) The measure of kurtosis i$
(@) B2 =0, (b) B2 = 3, (c) B2 = 4,
(xiii) For the distribution
(a) us =0, (b) Median = 0,
(c) The distribution of x is symmetrical.
X: -4 -3 -2 -1 0 1 2 3 4 Total
f: 2 4 5 7 10 7 5 4 2 46
(xiv) Forasymmetric distribution
@u2=0(®)pu>0 () u>0
VI. State which of the following: statements are Ture and which False. In
each of false statements given the correct statement.

(i) Mean, standard deviation and varaince have-the same unit.
(ii)  Standard deviation of everv distribution'is unique and always exists.

(iii)  Median is the value of the-variance which divides the total frequency
it two equal parts.

(iv)  Mean —Mode = 3 (mean — median) is often approximately satisified.
(v)  Meandeviation = % (standard deviation) is always satisfied. ¥
(vi) B2 = 1 is always satisficd

(viy  B1 = 0 isa conclusive test for a distribution to be symmetrical.



CHAPTER FOUR
Theory of Probability

am—

4.1. Introduction. If an experiment is repeated under essentially
pomogeneous and similar conditions we generally come, across two. types of
situations:

(i) The result or what is usually known as-the ‘cutcome’ is unique or certain.
(ii) The result is not unique but may be one of the several possible outcomes.

The phenomena covered by. (i) are known as ‘deterministic’ or ‘predictable’
phenomena. By a deterministic phenomenon we mean one in which the result can
be predicted with certainty. For example :

(a) For a perfect gas,

Ve % i.e., PV = constant , ' -

provided the temperature femains the-same.
(b) The velocity ‘v of aparticle after time ‘¢ * is given by
v=u+at
where u is the initial velocity and d is the acceleration. This equation uniquely
determines v  if the right-hand guantities;are known.

(c) Ohm’s Law, viz., C= -J—;

where C is the flow of current, E the potential difference between the two ends of
the conductor and R theé résistance, uniquely determines the valie C as soon as E
and R are'given: .

A deterministic model is defined as a model which stipulates that the condi-
tions under which an experiment is performed determine the outcome of the
experiment. For a number of situations the deterministic modelsuffices. However,
there are phenomena [4s covered by (ii) above] which do not lend themselves to
deterministic approach and are known as ‘unpredictable’ Or ‘probabilistic’
phenomena. For example : ‘

(i) In tossing of & coin one is not siire if & head or tail will be obtained.
(ii) If a light tube haslasted for ¢ hours, nothing can be said about ‘its further
life. It may fail to function any moment.

Insuch cases we talk of chancé or probability which is'taken to'be a quantitative
measure of certainty.

42, Short History. Galileo (1564-1642), an Italian mathematician, was the
first to attempt at a quantitative measure of probability while dealing with some
Problems related to the theory of dice in gambling. But the first foundation of the
mathematical theory if probability was laid in the mid-seventeenth century by two
French mathematicians, B. Pascal (1623-1662) and P. Fermat (1601-1665), while.
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solving a number of problems posed by French gambler and noble man Chevalier-
De-Mere to Pascal. The famous ‘problem of points’ posed by De-Mere to Pascal
s : "Two persons play a game of chance. The person who first gains a certain
numiber of points wins the stake. They stop playing before the game is completed,
How is the stake to be decided on the basis of the number of points each has won?"
The two mathematicians after a lengthy correspondence between themselves
ultimately solved this problem and this correspondence laid the first foundation of
the science of probability. Next stalwart in this field was J - Bernoulli (1654-1705)
whose ‘Treatise on Probability’ was published posthumously by his nephew N,
Bemoulli in 1713. De-Moivre (1667-1754) also did considerable work in this field
and published his famous ‘Doctrine of Chances’ in 1718. Other:main contributors
are : T. Bayes (Inverse probability); P.S. Laplace (1749-1827) who after extensive
research over a number of years finally published ‘Theoric analytique des prob-
abilities’ in 1812. In addition to these, other qiitstanding contributors are Levy,
Mises and R.A. Fisher.

Russian mathematicians also have made very valuable contributions to the
modem theory of probability. Chief contributors, to mention only a few of them
are;: Chebyshev (1821-94) who founded the Russian School of Statisticians;
A. Markoff (1856-1922); Liapounoff (Central Limit Theorem); A. Khintchine
(Law of Large Numbers) and A. Kolmogorov, who axiomised the ‘calculus of
probability. '

43, Definitions of Various Terms. In this section we will define and explain
the various terms which are used in the-definition of probability.

Trial and Event. Consider an experiment which, though repeated under
essentially identical conditions, does not give unique results but may result in any
one of the several possible outcomes.The experiment is known as a srial and the
outcomes are known as events or cases. For example :

(i) Throwing of a die is a trial and getting 1(or 2 or 3, ...or 6) is'an event.
(ii) Tossing of a coin is a trial and getting head (H ) or tail (T') is an event.

(iii) Drawing two cards from a pack of well-shuffled: cards is a trial.and
getting a king and a queen are events.

Exhaustiye Events. The total number of possible outcomes in any trial is
known as exhaustive events or exhaustive cases. For example :

(i) Intossing of a coin there are two exhaustive cases, viz., head and, tail,
(the possibility of the coin standing on an edge being ignored).

(ii) In throwing of a die, there are six exhaustive cases since any one of the
6 faces 1, 2, ...,6 may come uppermost. )

(iii) In drawing two cards from a pack of cards the exhaustive number of
cases is C3, since 2 cards can be drawn out of 52 cards in C, ways.

(iv) In throwing of two dice, the exhaustive number of cases is 6°= 36
since any of the 6 numbers 1.to 6 on the first die can be associated with any of the
six numbers on the other die.


prakash
Rectangle
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In general in throwing of » dice the exhaustive number of cases is 6.

Favourable Events or Cases. Thé number of cases favourable to an event in
a trial is the number of outcomes which entail the happening of the event. For

ample,
& p(i) In drawing a card from a pack of cards the number of cases favourable
10 drawing of an ace is 4, for drawing a spade is 13 and for drawing a red card is
26.

(ii) In throwing of two dice, the number of cases favourable to getting the
sum 5is:(14) 4,1) 23) 3.2),ie.,4.

Mutually exclusive events. Events are said to be mutually exclusive or
incompatible if the happening of any one of them precludes the happening of all
the others (i.e., if no two or moré of them cén hdppén simultarieously in the same
trial-For example :

(i) Inthrowing a die all the 6 faces'numbered 1 to 6 are mutually exclu-
sive since if any one of these faces comes, the possibility of othiers, in the same
trial, is ruled out.

(ii) Similarly in tossing a ¢6in thé evénts heéad and tail are riutvally exclu-
sive.

Equally likely events. Outcomes of a trial are set to be equally likely if taking
into consideration all the relevant evidences, there is no reason to expect one in
preference-to the others. For example -

(i) In tossing an-unbiased or uniform com, héad or tail areequally likely
events.

(ii) 1In throwing an unbiased die, all the six t‘accs are equally likely to'come.

Independent events. Several events are said'to be indepeiidént if the
happening (or non-happening) of an event is not affected by the supplcmcntary
knowledge concerning the occurrence of any number of the remaining events . For
example

(i) In tossing.an unbiased coin the event of. getting a head in the first toss
is independent of getting a head in the second, third and subsequent throws.

(ii) If wedraw a card from a pack of well-shuffled cards andreplace it
before drawing, the second card, the result of the second draw is mdependcm of
the first draw. But, however, if the first card drawn is not replaced then the second
draw is dependent on the first draw.

«+3-1. Mathematical or Classical or ‘a. pnon Probabahty

Definition. If a trial results in » exhaustive, mutually exclusive and equally
likely cases and m of them are favourable to the happening of an event E, ‘then the
probability ‘p’ of happening of E is given by

p= P(E)= Favourable number of cases _ m '
Exhaustive number of cases n w.(41)

Sometimes we express (4-1) by saying that ‘the odds in favour of E arem -

(n~ m) or the odds againstE are (n— m): n.’
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Since the number of cases favourable to the ‘non-happening’ of the event E
are.(n— m ) , the probability ‘¢’ that E will not happen is given by

——=l-T=l-p = p+g=li s(410)

Obviously p as well as g are non-negative and cannot exceed unity, i.e,
0<p<1,0<¢q< 1.

Remarks. 1. Probability ‘p’ of the happening of an event is also known as
the probability of success'and the probability ‘g’ of the non- happening of the event
as the probability of failure.

2.1fP (E) = 1, E is called a certain event and if P (E) = 0, E is called an
impossible event. ) )

3. Limitations of Classical Definition. This definition of Classical Prob-
ability breaks down in the following cases :

(i) 1f the various outcomes. of the trial are not equally likely or equally
probable. For example, the probability that a candidate will pass in a certain test is
not 50% since the two possible outcomes, viz., sucess and failure (excluding the
possibility of a compartment) are not equally likely.

(ii) If the exhaustive number of cases in a trial is infinite.

4.32, Statistical or Empirical Probability

Definition (Von Mises). If a trial is sepeated. a number of times under
essentially homogeneous and identical conditions; then the limiting value of the
ratio of ‘the number of times the event-happens to the number of trials, as the
number of trials become indefinitely large, is called the probability of happening
of the.event. (It is assumed that the limit is finite and unique).

Symbolically, if in # trials an event E happens m times, then the probability
‘p’ of the happening of E is given by

= P (B)=limit =
P ® R0 B e(42)

Example 4:1. What is the chance that a leap year selected at random will
contain 53 Sundays?

Solution, In a leap year (which consists of 366 days) there are 52 complete
Weeks and 2 days over. The following are the possible combinations for these two
‘over’ days:

(i) Sunday and Monday, (ii) Monday and Tuesday, (iii) Tuesday and Wed-
nesday, (iv) Wednesday and Thursday, (v) Thursday and Friday, (vi) Friday and
Saturday, and (vii) Saturday and Sunday. )

In order that 4 leap year selected at random should contain 53 Sundays, one of
the two ‘over” days must be Sunday. Since out of the above 7 possibilities, 2 viz.,
(i) and (vii), are favourable to this event,

Required probability =

2y
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~

Example 4-2. A bag contains 3 red, 6 white and 7 blue balls. What is the
probability that two balls drawn are white and blue?

Solution. Total numberof balls= 3+ 6+ 7= 16.

Now, out of 16 balls, 2 can be drawn in '°C; ways .
=10X03 10,

Out of 6 white balls 1 ball can be drawn in °C; ways and out of 7 blue balls 1
pall can be drawn in ’C, ways. Since each of the former cases can be associz ‘ed
with each of the latter cases, total number of favourable cases is : °Cix’C;
=6X7= 42,

Exhaustive number of cases = '°C,

. - 42 17
Required probability = 120~ 20"
Example 4-3. (a) Two cards are drawn at random from a well-shugfled pack
of 52 cards. Show that the chance of drawing two aces is 1/221.

(b) From a pack of 52 cards, three are drawn at random. Find the chance
that they are a king, a queen and a knave.

(c) Four cards are d-awn from a pack of cards. Find the probability that

(i) all are diamond, (ii) there is one card of each suit, and (iii) there are
two spades and two hearts.

Solution. (a) From a pack of 52 cards 2 cards can be drawnin *C, ways,
all being equally likely.
Exhaustive number of cases = C;
In a pack there are 4 aces'and therefore 2 dces can be drawn in “C, ways.
‘C.  ax3 2 1
%, 2 S2xs1. 221
2
(b) Exhaustive number of cases = *Cjy
A pack of cards contains 4 kings, 4 queens and 4 knaves. A king, a queen and
aknave can each be drawn in ‘C, ways and since each way of drawing a king can
be associated with each of the ways of drawing a queen and a knave, the total
number of favourable cases = ‘C; x *C, x *C,
‘Cix*Cex*Ci 4x4x4%x6_ 16

Required probability =

Required probability = =, T = 52 x51x 50 ~ 5525
(c) Exhaustive number of cases = *2C,
13
. . g,
(i) Required probability = 7ic,
13 13 13 13
(ii) Required probability=—2 ¥ C’”’; G x G
4
13 13
(iii) Required probability = —C-’,-:;—C—’
‘-
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Example 4-4. What is the probability of getting 9 cards of the same suit in
one hand at a game of bridge?

Solution. One hand in a game of bridge consists of 13 cards.

Exhaustive number of cases = *Ci3

Number of ways in which, in one hand, a particular player gets 9 cards of one
suitare >Cy and the number of ways in which the remaining 4 cards are of some
other suit are *C,. Since there are 4 suits in a pack of cards, total number of
favourable cases = 4 x °Cy x *C..

13 39
Required probability = X ¢ X "Cs

Example 4-5. (a) Among the digits 1,2,3,4, 5, at first one is chosen and then
a second selection is made among the remaining four digits. Assuming that all
twenty possible outcomes have equal probabilities, find the probability that an odd
digit will be selected (i) the first time, (ii) the second time, and (iii) both times.
(b) From 25 tickets, marked with the first 25 numerals, one is drawn at
random. Find the chance that
(i) itis a multiple of S or 7,
(i) itisamultipleof3or7. .
Solution. (a) Total numberof cases = S x 4= 20
(i) Now there are 12 cases in which the first digit drawn is-odd, viz., (1, 2),
(1,3),(1,4),(1,5),3,1),(3,2),(3,4),(3,9),(5,1),(5,2),(5,3)and (5, 4).
~. The probability that the first digit drawn is odd
12 3
2078
(ii) Also there are 12 cases in which the second digit drawn is odd, wviz.,
@2,1),C,1,4,1),5,1),71,3),(2,3),4,3),5,3),(1,5),(2,5), (3,5 and (4, 5).
The probability that the second digit drawn is odd
12 3
T2 S
(iii) There are six cases in which both the digits drawn are odd, viz., (1, 3),
(1,5,3,1),(3,5),(5,1)and (5, 3).
The probability that both the digits drawn are odd
6 3
T 2010
(b) (i) Numbers (out of the first 25 numerals) which are multiplcs of 5 are 5,
10, 15,20 and 25, i.e., S in all and the numbers which are multiples of 7 are 7, 14
and 21,i.e., 3 in all. Hence required number of favourable cases are 5+3=8.

Required probability = %

(i) Numbers (among the first 25 numerals) which are multiples of 3 are 3,6,
9,12, 15, 18, 21, 24, i.e., 8 in all, and the numbers which are multiples of 7 are 7,
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14,21, i.e., 3 inall. Since the number 21 is common in both the cases, the required
number of distinct favourable casesis 8§ + 3~ 1= 10.
10 2
Required probability = %=

Example 4-6. A committee of 4 people is to be appointed from 3 officers of
the production department, 4 officers of the purchase department, two officers of
the sales department and 1 chartered accountant. Find the probability of forming -
the commilttee in the following manner:

(i) There must be one from each category.

(ii) It should have at least one from the purchase department.

(iii) The chartered accountant must be in the committee.

Solution. There are 3+4+2+1=10 persons in all and a committee of 4 people
can be formed out of them in '°C, ways. Hence exhaustive number of cases is

¢, = 10x3><'8x7 = 210

(i) Favourable number of cases for the committee to consist of 4 members, one

from each category is :
‘Cix’Cix*Cix1 = 4x3x2 =24

24 8
210 - 70

(ii) P [Committee has at lcast one purchase officer]

= 1 - P [Committee has no purchase officer]

In order that the committee has no purchase officer, all the 4 members are to
be selected from amongst officers of production department, sales department and
chartered accountant, i.e., out of 3+2+1=6 members and this can be done in

Required probability =

S, 6x5 _
Ce= 1x2° 15 ways. Hence
15 1
P [ Committee has no purchase officer ) = 210 - 14
1
s P [ Committee has at least one purchsse officer | = 1- %4- = -.-?3

(iii) Favourable number of, cases that the committee consists of a chartered
accountant as a member and three others are :

9, = 2X8XT _ o4 wavs
1x°C = Ix2%3 - 84 ways,
since a chartered accountant can be selected out of one chartered accountant in on'y
1 way and the remaining 3 members can bc selected out of the remaininy
10~ 1= ¢ personsin °C; ways. Hence the required probability = % = %-
Example 4-7. (a) If the letters of the word ‘REGULATIONS' be arruvged at
randcm, what is the chance that there will be exactly 4 letters hetween R and E?
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(b) What is the probability that four S's come consecutively in the worq
‘MISSISSIPPI’ ?

Solution. (a) The word ‘REGULATIONS’ consists of 11 letters. The two
letters R and E can occupy ''P;, i.e.,11x 10 = 110 -positions.

The number of ways in which there will be exactly 4 letters between R and E
are enumerated below:

(i) R is in the 1st place and E is in the 6th place.

(ii) R is in the 2nd place and E is in the 7th place.

LX) ese [T
LX) oo oo

(vi) R is in the 6th place and E is in the 11th place.
Since R and E can interchange their positioiis, the required number of
favourable casesis 2X 6= 12
12 _ 6

The required probability = Ti0 = 5.

() Total number of permutations of the 11 letters of the word ‘MISSISSIPPI,
in which 4 are of one kind (viz., S), 4 of othe1 kind (viz., ), 2 of third kind
(viz., P) and 1 of fourth kind (viz., M) are

.11
414121 1!
Following are the 8 possible combinations of 4 S’s coming consecutively:
(i) s 5§ S S
(i) - 5 § § S
(iii) - — § § § S
pii) — — — — — — — §°S S S

Since in each of the above cases, the total number of arrangemerits of the
remairing 7 letters, viz., MIIIPPI of which 4 are of one kind, 2 of other kind

1

and cne of third kind are T2 11 ;‘ i the required number of favourable cases
_ 8 x 17!
T 41211

. - 8 x 7! 11!
Required probability = 2/ 7 * 3721 21 11
. 8xT7!x4! 4
’ - 11! ~ 165

Excraple 4-8. Each coefficient in the equation ax’+bx+c = 0 is deter-
- ined by throwing an ordinary die. Find the probability that the. equation will
nave real roots. [Madras Univ. B. Sc. (Stat. Main), 1992]
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Solution. The roots of the equation ax’+bx+c¢ = 0 (%)
will be real if its discriminant is non-negative, i.e., if
b*~4ac 20 = b 2dac
since each co-efficient in equation (*) is determined by throwing an ordinary
die, each of the co-efficients a, b and ¢ can take the values fiom 110 6.
+. Total number of possible outcomes (all being equally likely)

=6x6%X6 =216
The number of favourable cases can be enumerated as follows:
ac a c 4ac b No. of cases
( so that b® > 4ac )
1 1 1 4 2,3,4,5 1x5=5
2 @) )1 2 —
(i) [2 1 8 3,4,5,6 2x4=8
3@ )1 3 _
@ 13 ] 12 4,5,6 2%x3=6
4 o 1 4
@) 14 1 .16 4,5,6 3x3=9
@) 12 2
5 ) J1 5 _
@ {5 ] 20 5,6 2x2=4
6 () [1 6
@ J6 1 _
@iy |3 2 24 5,6 4x2=28
@ivy 2 3
7 (ac = 7 is not possible )
8 () J2 4 -
(if) { 4 2 32 6 2x1=2
9 3 3 36 6 1

Total =43

Since b* > 4ac and since the maximum value of b is 36, ac = 10, 11, 12, ...
etc. is not possible.
Hence total number of favourable cases = 43.
. - 43
Required probability = 216
Example 4-9. The sum of two non-negative quantities is equal to 2n. Find the

chance that their product is not less than -:— times their greatest product.
Sotution. Let x> 0 and y > 0O be the given quantities so that x+ y= 2n.

We know that the product of two positive quantities whose sum is constant is

greatest when the quantities are equal. Thus the product of x and y is maximum
whenx= y= p,
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Maximum product= n.n = n*

Now P[xy( %n2}=P[xyZ%
=P [(4x*-8nx + 3n’)< 0}

=P [(2x-3n)(2x~n) < 0]

= : Eonadnl
=P [x lies between 2 and 2]

nz] =P [x 2n - x)2 % nz]

Favourable range = 32—"— g =n
Total range =- 2n
Required probability = % = %

Example 4-10. Outof (2n+1) tickets consecutively numbered three are drawn
at random. Find the chance that the numbers on them are in A.P.
[Calicut Univ. B.Sc., 1991; Delhi Univ. B.Sc.(Stat. Hons.), 1992]
Solution.  Since out of (2n+ 1) tickets, 3 tickets can be drawn in 2+ 1C,
ways,

Exhaustive number of cases = 2"+ 1C; = (2n+ 1) 20 (2n-1)

_ 3!
_n@n-1)
B 3
To find the favourable number of cases we are to enumerate all the cases in
which the numbers on the drawn tickets are in AP with common difference, (say
d=1,2,3...,n—1,n).

Ifd= 1, the possible cases are as follows:

1, 2, 3
2,3 4
... b ie,(2n-1) cases in all
;m-1, n, '°2n+1J
If d= 2, the possible cases are as follows :
1, 3, 5§

2, 4, 6
[, i.e.,(2n—-3) cases in all

2m-3, 2n-1, 2n+1
and so on.

P
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If d = n—1, the possible cases are as follows:
i,n, 2n-1
2,n+1, 2n , I.e., 3 cascs in all
3,0n+2, 2n+1

If 4 = n, there is only one case, viz., (I, n + 1, 2n + 1).

Hence total number of favourable cases
=2n-=-1)+Q@n-3)+.+5+3+1
=1+3+5+..+Q2n-1),

which is a series in A.P. with d =2 and » terms.

.. Number of favourable cases =§ [1+@n-1)]=n?

n _ 3n
n (4n2-1)/3~ (4n2-1)

EXCERCISE 4 (a)
1. (a) Give the classical and statistical definitions of probability. What are
the objections raised in these definitions?
[Delhi Univ. B.Sc. (Stat. Hons.), 1988, 1985}
(b) When are a number of cases said to be equally likely? Give an example
cach of the following :
(i) the equally likely cases,
(/i) four cases which are not equally likely, and
(iif) five cases in which one case is more likely than the other four.
(c) What is meant by mutually exclusive events? Give an example of
({) three mutually exclusive events,
(ii) three events which are not mutually cxclusive,
[Meerut Univ. B.Sc. (Stat.), 1987]

.. Required probability =

(d) Can
(§) events be mutually exclusive and cxhaustive?
(if) events be exhaustive and indepenent?
(éii) events be mutually exclusive and independent?
.(iv) events be mutually exhaustive, exclusive and independent?

2. (a) Prove that the probability of obtaining a total of 9 in a:single throw
with two dice is one by nine.

(b) Prove that in a single throw with a pair of dice the probability of getting
the z;;m; of 7 is equal to 1/6 and the probability of getting the sum of 10 is equal
to 1/12.

(c) Show that in.a single throw with two dice, the chance of throwing more
than seven is equal to that of throwing less than seven.

Ans. 5/12 [Delhi Univ. B.Sc., 1987, 1985]

_ (d) In a single throw with two dice, what is the number whose probability
IS minimum?
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(e) Two persons A and B throw three dice (six faced). If A throws 14, find B’
chance of throwing a higher number. [Meerut Univ. B.Sc.(Stat.), 1987)

3. (a) A bag contains 7 white, 6 red and 5 black balls, Two balls are drawn a¢
random. Find the probability that they will both be white.

Ans. 21/153

(b) A bag contains 10 white, 6 red, 4 black and 7 blue balls. 5 balls are drawn
at random. What is the probability that 2 of them are red and one black?

Aps. °C;x*C/ 7Cs

4. (a) From a setof raffle tickets numbered 1 to 100, three are drawn at random,
What is the probability that all the tickets are odd-numbered?

Ans. *C, / 19¢,

(b) A number is chosen from each of the two sets :

(1,2,3,4,5,6,7,8,9); (4,5,6,7,8,9)

If pi-is the probability that the sum of the two numbers be 10 and p. the
probability that their sum be 8, find p, + p;.

(c) Two different digits are chosen at random from the set 1,2,3,....8. Show
that the protability that the sum of the digits will be equal 0 5 is the same as the
probability that their sum will exceed 13, each being 1/14. Also show that the
chance of both digits exceeding S is 3/28. (Nagpur Univ, B.Sc., 1992]

5. What is the chance that (i) a leap year selected at random will contain 53
Sundays? (ii) a non-leap year selected at random would contain 53 Sundays.

Ans. (i) 2/7, (i) 117

6. (a) What is the probability of having a knave and a queen when two cards
are drawn from a pack of 52 cards?

Ans. 8/663

(b) Seven cards are drawn at random from a pack of 52 cards. What is the
probability that 4 will be red and 3 black?

Ans. ®C¢x5C; / e,

(c) A card is drawn from an ordinary pack and a gambler bets that it is a spade
or an ace. What are the odds against his winning the bet?

Amns. 9:4

(d) Two cards are drawn from a pack of 52 cards. What is the chance that

(i) they belong to the same suit?
(ii) they belong to different suits and different denominations.
, (Bombay Univ. B.Sc., 1986]

7. (a) If the letters of the word RANDOM be arranged at random, what is the
chance that there are exactly two letters between A and O.

(b) Find the probability that in a random arrangement of the leters of the word
‘UNIVERSITY", the two I's do not come together.
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(c) Inrandom arrangements of the letters of the word ‘ENGINEERING’, what

is the probability that vowels always occur together?
[Kurushetra Univ. B.E., 1991]

(d) Letters are drawn one at a time from a box containing the letters A, H, M,
0, S, T. What is the probability that the letters in the order drawn spell the word
‘Thomas'?

8. A letter is taken out at random out of “ASSISTANT’ and a letter out of
‘STATISTIC’. What is the chance that they are the same letters?

9. (a) Twelve -persons amongst whom are x and y sit down at randor at a
round table. What is the probability that there are two persons between x and y?

(b) A and B stand in a line at random with 10 other people. What is the
probability that there will be 3 persons between A and B?

10. (a) If from a lot of 30 tickets marked 1, 2, 3, ..., 30 four tickets are drawn,
what is the chance that those marked 1 and 2 are among them?

Ans. 2/145

(b) A bag contains 50 tickets numbered 1,2, 3, ..., 50 of which five are
drawn at random and arranged in ascending order of the magnitude (x, < x2<xs
< x4 < Xs). What is the probability that xs = 307

Hint. (a) Exhaustive number of cases= *C,

If, of the four tickets drawn, two tickets bear the numbers 1 and 2, the remaining
2 must have come out of 28 tickets numbered from 3 to 30 and this can be done in
z'Cz ways.

Favourable number of cases = *C;,

(b) Exhaustive number of cases = *Cs

If x; = 30, then the two tickets with numbers x; and x, must have come out of
29 tickets numbered from 1'to 29 and this can be done in *C; ways, and the other
two tickets with numbers x, and xs must have been drawn out of 20 tickets numbered
from 31 to 50 and this can be done in ”Czways

: No. of favourable cases = *C, x *C,.

ll Four persons are chosen ar random from a group containing 3 men, 2

women and 4 children. Show that the chance that exactly two of them will be

children is 1021 . [Delhi Univ. B.A.1988]
4 S,
Cx*C:_ 10
Ans.—4 == o)

12. From a group of 3 Indians, 4 Pakistanis and 5 Americans a sub-com-
mittee of four people is selected by lots. Find the probability that the sub-committee
will consist of

(i) 2 Indians and 2 Pakistanis .
(ii) 1Indian,1 Pakistani and 2 Americans
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(iii) 4 Americans [Madras Univ. B.Sc.(Main Stat ), 1987}
3 4 3 4 s
Ans. (i) —C’ & . (i) G x uC‘ C . (i)
¢, Cs C4

13. Inabox there are 4 granite stones, 5 sand stones and, 6 bricks of identical
size and shape. Out of them 3 are chosen at random. Find the chance that :
(i) They all belong to different varieties.
(ii) They all belong to the'$ame variety.
(iii) They are all granite stones. (Madras Univ. B.Sc., Oct. 1992)

14. If n people are seated at a round table, what is the chance that two named
individuals will be next to each other?

Ans. 2/(n-1)

15. Four tickets marked 00, 01, 10 and 11 respectively are placed in a bag. A
ticket is drawn at random five times, being replaced each time. Find the probability
that the sum of the numbers on tickets thus drawn is 23.

[Delhi Univ. B.Sc.(Subs.), 1988]

16. From a group of 25 persons, what is the probability that ali 25 will have
different birthdays? Assume a 365 day year and that all days are equally likely.

(Delhi Univ. B.Sc.(Maths Hons.), 1987]

Hint. (365 x 364 x ... x 341) + (365)®

4-4. Mathematical Tools : Preliminary Notions of Sets. The set theory was
developed by the German mathematician, \3. Cantor (1845-1918).

4-4-1. Sets and Elements of Sets. 4 set is a well defined collection or
aggregate of all possible objects having give 1 properties and specified according
to a well defined rule. The objects comprising a set are called elements, members
or points of the set. Sets are often dénoted by capital letters, viz., A, B, C, etc. If x
isaa element of the set A, we write symbolically x€ A (xbelongs.to A). If x is not
a member of the set A, we write x ¢ A (x does not belong to A). Sets are often
described by describing the properties possessed by their members. Thus the set
A of all non-negative rational numbers with square less than 2 will be written as
A=(x :xrational,x > 0,% < 2J.

If every element of the set A belongs to the set B, i.e., if x € A =>x € B, then
we say that A is a subset of B and write symbolically A ¢ B (A is contamed in B)
orB2 A (BcontainsA ). TwosetsA and B are said to be equal or identical if
Ac BandBcA andwewrileA=BorB=A.

A null or an empty set is one which does not contain any element at all and is
denoted by ¢.

Remarks. 1. Every set is a subset of itself.

2. An empty set is subset of every set.

3. A set containing only one element is zonceptually distinct from the element
itself, but will be represented by the sam¢. symbol for the sake of convenience.

4. As will be the case in all our applications of set theory, especially to
probability theory, we shall have a fixed set § (say) given in advance, and we shall
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pe concemed only with subsets of this given set. The underlying set S may vary
from one application to another, and it will be referfed to as universal set of each
icular discourse.
4.4-2, Operation on Sets
The union of two given sets A and B, denoted by A U B, is defined as a sat
consisting of all those points which belong to either A or B or both. Thus
symbolically.
AUB={x:xe Aorxe B).
Similarly
n
U A ={x:xeA foratleastonei=1,2,..,n)
i=1
The intersection of two sets A and B, denoted by A N B, is defined ac a set
consisting of all those elements which belong to both A and B. Thus
ANnB={x:xe Aandxe B}.
Similarly
n
NAi =(x:xe A foralli=1, 2, .., n}
i=1 .
For example, if A= (1,2, 5,8,10) and B = (2, 4,8, 12), then
AUB =(1,2,4,5,8,10,12} andAn B = (2,8]}.
If A and B have no common point, i.e., A N B = ¢, then the sets 4 and B are
said to be disjoint, mutually exclusive or non-overlapping.
The relative difference of a set A from another set B, denoted by A-B is defined
as a set consisting of those elements of A which do not belong to B. Symbolically,
A-B={x:xe Aandx¢ B} .
The complement or negative of any set A, denoted by 4 is a set containing all
elements of the universal set S, (say), that are not elements of A, ie.. 4 =S -A.
4-4-3, Algebra of Sets
Now we state certain important properties concerning operations on sets. If A,
B and C are the subsets of a universal set S, then the following laws held:

Commutative Law AUB=BUA,ANnB=BnNnA
Associative Law : AUB)UC=AUBULO)
ANB)NnC=ANnBNCO)
Distributive Law : ANBUC)=(ANB)UANC)
AUBNCO)=AUBINALC)
Complementary Law AUA=S ,ANA=¢

AUuS=S§S,(""A=S),ANnS=A
AVud=A,ANné=¢
Difference Law : A-B=ANB
A-B=A-(ANB)=(AUB)-B
A-B-C)=A-B)v(A-0).
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(AuB)-C=A-C)u(B-0
A-BuUO=A-B)NA-0)
ANB)UA-B)=A,ANnB)N(A-B)=¢
De-Morgan’ s Law — Dualization Law.
(AUB)=AnB and (ANB)=AUB
More generally -

A;
1

n n 3
(VA)=nNn3Z and ( N A) =
i=1 i=1 i=1 i
Involution Law : @ =A
Idempotencylaw : AUA=A, ANnA=A

4-4-4, Limit of Sequence of Sets
Let (A.} be a sequence of sets in S. The limit supremum or limit superior of
ithe sequence , usually written as lim sup A.,, is the set of all those elements which
belong to A, for infinitely many na. Thus
lim sup A.= { x:x € A, forinfinitelymanyn} »
R0 . ..(4-3)
The set of all those elements which belong to A, for all but a finite number of
n is called limit infinimum. or limit inferior of the sequence and is denoted by lim
inf A,. Thus

lim inf A, = (x:x € A. for all buta finite number of n }
n—0 ...(4-3 a)
The sequence {Aa) is said to have a limit if and only if lim sup A.
= lim inf A, and this common value gives the limit of the sequence.

n

Theorem 4-1. limsup An= N ( U An)

m=1 a=m

and liminf An= U ( N0 Ap)
m=1 n=m

Def. {A.) is a monotone (infinite) sequence of sets if either

(i) AvcAwr VY n or (i) AiDAv V n

In the former case the sequence {A,) is said to be non-decreasing sequence
and is usually expressed as A, T and in the latter case it is said to be non-increasing
sequence and is sxpressed as A.{ .

For amonotone sequence (non-increasing or non-decreasing), the limit always
exists and we have,

U A. in case (i), ie., AT

lim A,={ "=!

o= N A, in case (if), ie.,Ad

n=1
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4-4.5.Classes of Sets. A group of sets will be termed as a class (of sets). Below
we shall define some useful types of classes.
A ring R is a non-empty class of sets which is closed under the formation of
*finite unions’ and ‘difference’,
je,ifAeER, BeR, then AUB € R and A-BeR.
Obviously ¢ is a member of every ring.
A field F (or an algebra) is a non-empty class of sets which is closed under
the formation of finite unions and under complementation. Thus
(i) Ae F,Be F = Au Be F and
(i) Ac F=>A¢€ F.
Ao-ringCisa non-empty class of sets which is closed under the formation
of ‘countable unions' and ‘difference’. Thus

(i) Aie C,i=1,2,... = UAeC
i=1

(i) Ae CCBe C = A-BeC.

More precisesly g-ring is a ring which is closed under the formation of
countable unions .

A o field (or o-algebra) B is a non-empty class of sets that is closed under
the formation of ‘countable unions’ and complememauons.

ie.,

(i) A e Bi=1,2,... = uUAe€B.
i=1
(i)Ae B = Ae€B.

o-field may also be defined as a field which is closed under the formation of
countable unions.

4.5. Axiomatic Approach to Probability.. The axiomatic approach to prob-
ability, which closely relates the theory of probability with the modern métric
theory of functions and also set theory, was proposed by A.N. Kolmogorov, a
Russian mathematician, in 1933, The axiomatic definition of probability includes
‘both’ the classical and the statisticat definitions as particular cases and overconies
the deficiencies of each of them. On this basis, it is possible to construct a logically
perfect structure of the modern theory of probability and at the same time to satisfy
the enchanced requirements of modern natural science. The axiomatic develop-
ment of mathematical theory of probability relies entirely upon the logic of
deduction, .

The diverse theorems of probability, as were available prior to 1933, were
finally brought together into a unified axiomised system in.1933. It is important to
remark that probability theory, in common with all axiomatic mathematical sys-
tems, is concerned solely with relations among undefined things.

The axioms thus provide a set-of rules which define relationships between
abstract entities. These rules can be used to deduce theorems, and the theorems can
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be brought togethér to deduce more complex theotems. These theorems have no
empirical meaning although they can be given an interpretation in terms of
empirical phenomenon. The important point, however, is that the mathematical
development of probability theory is, in no way, conditional upon the interpretation
given to the theory.

More precisely, under axiomatic approach, th? probability can be deduced
from mathematical concepts. To start with some concepts are 1aid down. Then some
statements are made in respect of the propérties possessed by these concepts. These
properties, often termed as "axoms" of the theory, are used to frame some
theorems. These theorems are framed without any reference to the real world and
are deductions from the axioms of the théory.

4.5.1. Random Experiment, Sample Space. The theoyy of probability
provides mathematical models for "real-world phenomenon” involving games of
chance such as the tossing of coins and dice. We feel intuitively that statements
such as

(i) "The probability of getting a "head” in one toss of an unbiased coin is 172"

(ii) "The probability of getting a "four” in a single toss of an unbiased die is
1/6",
should hold. We also feel that the probability of obtaining either a "5" or a "6" in
a single throw of a die, should be the sum of the probabilities of a 5" and a "'6",
viz., 1/6+1/6=1/3. That is, probabilities should have somekind of additive property.
Finally, we feel that in a large number of repetitions of, for example, a coin tossing
experiment, the proportion of heads should be approximately 1/2. 1hat is, the
probability should have a frequency interpretation.

To deal with these properties sensibly, we need a mathematical description ot
model for the probabilistic situation we have. Any such probabilistic situation is
referred to as arandom experimemn, denoted by E. E may be a coin or die throwing
experiment, drawing of cards frcm a well-shuffled pack of cards, an agricultural
experiment to determine the effects of fertilizers on yield of a commodity, and so
on.

Each performance in a random experiment is called a ¢rial. That is, all the trials
conducted under the same set of conditions form a random cxperimcent. The result
of a trial in a random experiment is called an outcome, an elementary event or
<emple point. The totality of all possible outcomes (i.e., sample points) of 2 random
exneriment constitutes the sample space.

Suppose ei, €3, ..., eaare the possible outcomes of a random experiment E such
that no two or more of them can occur Simultaneously and exactly one of the
‘outcomes &, €, ..., €, must occur. More specifically, with an experiment E, we
associated a set S = (e, e, ..., €) Of possible outcomes with the following
properties:

(i) each element of S denotes a possible outcome of the experiement,
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(ii) any trial results in an outcome that corresponds to one and only one element
of the set S.

The set S associated with an expzriment E, real or conceptual, satisfying the
above two properties is called the sample space of the experiment.

Remarks. 1. The sample space serves as universal set for all questions
concened with the experiment.

2. A sample space S is said to be finite (infinite) samplé sapce if the number
of elements in § is finite (infinite). For example, the sample space associated with
the experiment of throwing the coin until a head appears, is infiiiite, with possible
sample points

[O)h W, 3, W4, .. }
where =H, w,=TH, wy=TTH, @wy=TITH,and soon, Hdenoungaheadand
Tatail.

3. A sample space is called discrete if it contains only finitely or infinitely
many points which can be arranged into a simple sequence @, @2, ..., while a
sample space containing non- denumerable number of points is called a continuous
sample space. In this book, we shall restrict ourselves to discrete sample spaces
only.

4-5:2. Event. Every non-empty subset A of S, which is a disjoint union of
single element subsets of the sample space S of a randota experiment E is called
an event. The notion of an event may also be defined as follows:

"Of all the possible outcomes in the sample space of an experiment,some
outcomes satisfy a specified description,which we call an event.”

Remarks. 1. As the empty set ¢ is a subset of S , ¢ is also an event, known as
impossible event.

2. An event A, in particular, can be a single element subset of S, in which case
itis known as elementary event.

4.5-3. Some Illustrations — Examples. We discuss below some examples
to illustrate the concepts of sample space and event.

1.Consider tossing of a coin singly. The possible outcomes for this experiment
are (writing H for a "head" and T for a "tail") : H and T. Thus the sample space §
consists of two points {w,, w,), corresponding to each possible outcome or
elementary event listed.

ie, S={w, @)=(HT)andn(S)=2,
where n(S) is the total number of sample points in S.

If we consider two tosses of a coin, the possible outcomes aze HH, HT, TH,
TT. Thus, in this case the sample space S consists of four points {, ;, s, W),
corresponding to each possible outcome listed and n(S )= 4. Combinations of these
outcomes form what we call events. For example, the event of getting at lea. t one
head is the set of the outcomes { HH HT,TH} = {®,, &2, 3). Thus, mathematically,
the events are subsets of S.
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2. Letus consider a single toss of a die. Since there are six possible outcomes,
our sample space S is now a space of six points (@, 0, ..., 0} where o cor-
responds to the appearance of number i. Thus S={®;, ®;, ..., 0}=(1,2,....6} and
n(S)=6. The event that the outcome is even is represented by the set of poinis
(@2, o, ). _

3. A coin and a die are tossed together. For this experiment, our sample space
consists of twelve points {w;, @, ...., W12} where ; (i=1,2, ..., 6) represents a
head on coin together with appearance of ith number on the die and «;
(=18, ..., 12)represents a tail on coin together with the appearance of ith number
on die. Thus

S={w, 0, .,0n)={(H,T)x (1,2,..,6))andn(S)=12

Remark. If the coin and die are unbiased, we can see intuitivety that in each
of the above examples, the outcomes (samplé points) are equally likely to occur,

4. Consider an experiment in which two balls are drawn one by one from an
urn containing 2 white and 4 blue balls such that when the second ball is drawn,
the first is not replaced.

Let us number ihé six balls as 1,2, 3,4, 5 and 6, numbers 1 and 2 representing
a white ball and numbers 3, 4, 5, and 6 representing a blue ball. Suppose in a draw
we pick up balls numbered 2 and 6. Then (2,6) is called an outcome of the
experiment. It should be noted that the outcome (2,6) is different from the outcome
(6,2) because in the former case ball No. 2 is drawn first and ball No.6 is drawn
next while in the latter case, 6th ball is-drawn first 'and the second ball is drawn
next.

The sample space consists of thirty points as listed below:

o=(12) @»=(13) »=(14) e =(1.5) s =(1,6)
Ws =(2s1) Oy =<2:3) (0] =(2’4) Wy =(2’5) o =(2’6)

wn =(3,1) 2=(3,2) 3 =(3.4) o =3,5) s =(3,6)

Ws6 =(4,,1) W7 =(4,2) g =(4,3) (1) =(4»5)_ Wx =(4,6).

0z =(5,1) ©02=52 0x=53) u=04) W5=(56)

(0713 =(6’1) Wy =(6’2) (-] =(613) (07 =(6’4) W30 =(6,5)

Thus

§ = (w1, 02, W, ..., ) and a(S) = 30
= §=(1,2,3,4,56)x(1,2,3,4,5,6)
- [(1’ l)v (2’ 2)’ (31 3)’ (4’ 4), (S, 5)’ (6’ 6)‘

The event

(i) the first ball drawn is white
(ii) the second ball drawn is white
(iii) both the balls drawn are white
(iv) both the balls drawn are black
are represented respectively by the following sets of points:
{@1, @z, w3, 0, s, 0, G, Ws, Wy, Wro},
{1, W, W11, 12, W6, V17, W1, W2, W26, O},
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(o, Ws %), and

{ @13, W14, 15, Ors, W19, W20, W3, W24, s, W23, W29, W30).

5. Consider an experiment in which two dice are tossed. The sample space §
for this expenmem is'given by

={1,2,3,4,5,6}.%{1,2,3,4,5,6)

and n(S )=6x%x6=36.

Let E, be the event that ‘tlie sum of the spots on the dice is grw't‘er than 12°,
E2 be the event that ‘the sum of spots on the dice is divisible by 3°, and E3 be the
event that “the sum is greater than or equal to two and is less than or equal i 12",
Then these evems are represented by the following subsets of § :

={¢}, Es=§ and ©
Ez = [(_lc 2)’ (l’ 5)’ (29 l)’ (2’ 4)9 (3’ 3)’ (3’ 6?’ (4o 2)’
4,5),(5,1),(5,4),6,3),(6,6)}

Thus n(E))=0, n(E2)=12, and n (E;)=36

Here E is an ‘impossible event’ and E; a ‘certain event’.

6. Let E denote the experiment of tossing a coin three times in succession or
tossing three coins at a time. Then the sample space § is given by

S={H.TYx (H, T)x (H,T)
={H, T} x (HH, HT, TH, TT)
= (HHH, HHT, HTH, HTT, THH, THT, TTH, TTT)
= (W, 2, W, ..., W), Say.

If E, is the event that ‘the number of heads exceeds the number of tails’, £,,
the event of ‘getting two heads’ and E,, the event of geuting ‘head in the first trial’
then these are represenied by the following sets of points :

- Ey= {0, 0, 03, @),
Ez= (02, i3, )

and E; = (an, o, O3, 04).

7. In the foregoing examples the sample sapce is finite. To construct an
experiment in which the sample sapce is countably infinite, we toss a coin
repeatedly until head or tail appears twice in succession, The sample space of all
the possible outcomes may be represented as :

S=(HH,TT, THH, HTT, HTHH, THTT, THTHH,; HTHTT, ...},

454, Algebra of Events. ForeventsA, B, C

(i) AuUB= (wme S:we Aor ® € B)
(i) AnB= {ne S: we Aand w € B},
(iii) A(A complement) = {we S:0¢ A)
(iv A-B= {0 e S:m € Abut(oe B}

(v) Similar generalisations for u A, n A;, u A; etc.

i=1 i=

(vi) A c B = for every ® € A. ® € B.
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(vii) B oA = A cB.
(viii) A = B if and only if A and B have the same elements, i.e.,if A_&' B
and B'c A.
(ix) 'A and B disjoint ( mutually exclusive) = A N B=¢ (null ser).
(x) A U B canbe denoted by A + B if A and B are disjoint.

(xi) A A B denotes those o belonging to exactly one of A and B, i.e.,
AAB=ABuUAB
Remark. Since the events are subsets of §, all the laws of set theory viz,,
commutative laws, associative laws, distributive laws, De-Morgan’s law, etc., hold
for algebra of events. ,
Table - Glossary of Probability Terms

. Statement Meaning in tekms
of set theory

1. At least one of the events A
or B occurs. we AUB

2. Both the events A and B occur. "we ANnB

3. Neither A nor B occurs we AnB

4. EventA occurs and B does not
ocur we ANB

5. Exactly one of the events A orB
occurs. we AAB

6. Not more than one of the events .
A or B occurs. weANBD U@ANB UANDE

7. If event A oceurs, so does B AcB

8. Events A and B are mutually ex- .
clusive. ANnB=¢

9. Complementary event of A. A

10. Sample space universal set §

Example 4-11. A, B and C.are three orbitrary events. Firid expressions for the
events noted below, in the context of A, B and C.
(i) only A occurs,
(ii) Both A and B, but not C, occur,
(iii) All three events occur,
(iv) At least one occurs,
(v) At least two occur,
(vi) One and no more occurs,
(vii) Two'dnd no more occur,
(viii) None occurs.
Solution. '
(i) AnBNC, (i) AnBNC, (i) ANBNC,
(iv) A u‘B vC, i
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(v (AnBNT) U (ANBNC) v (ZanC)u (ANBNC)
(vi) (AanC)u(AanC)u(AanC)
wii) (ANBNC)V(ANBNCYU(ANBNC)
(viii) AnBNC or AUBUC
EXERCISE 4(b)
1. (i) If A, B and C are any three events, write down the theoretical expressions
for the following events:
(a) Only A occurs, (b)A and B occur but C does not,
(¢) A, B,andC all the three occur, (d) at least one occurs
(e) Atleast two occur, (f) one does not occur,
(g) Two do not occurs, and (h) None occurs.
(ii)A, B and C are three events. Express the following events in appropnate
symbols:
(a) Simultaneous occurrence of A, B and C.
(b) C -currence of at least one of them.
(c) A, Band C are mutually exclusive events.
(d) Every point of A is contained in B. -..
(e) Theevent B but not A occurs. [Gauhati Univ. B.Sc., Oct.1990]
2. A sample space S contains four points x;, X2, x3 and x and the values of a
set function P(A) are known for the following sets :
=(x,x;) and P(A)) =—‘-‘- s A2=(x3,x) and P(A))= % ;

Az =(x), x2,x3) and P(A;)= A= (X2, X3, x3) and’ P(Ay) =

Show that : .

(i) the total number of sets (including the "null” set of number points) of points
of x is 16.

(ii) Although the set containing no sample point has zero probability, the
converse is not always true, i.e., a set may have zero probability and yet it may be
the set of a number of points.

3. Describe explicitly the sample spaces for each of the followmg expenmenls

(i) The tossing of four coins.

(ii) The throwing of three dice.

(iii) The tossing of ten coins with the aim of observing the numbers of tails
coming up.
(iv) Two cards are selected from a'standard deck of cards.

(v) Four successive draws (a) with replacement, and (b) without replace-
ment, from a bag containing fifty coloured:balls out of which ten are white, twenty
blue and twenty red.

(vi) A survey-of families with two children is conduced and the sex of the
children (the older child first) is recorded.

(vii) A survey of families with three children is made and the sex of the
children (in order of age, oldest child first) are recorded.

1_0'
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(viii) Three distinguishable objects are distributed in three numbered cells.
(ix) A poker hand (five cards) is dealt from an ordinary deck of cards.
(x) Selecting r screws from the lot produced by a machine, a screw can be
defective or non-defective.

4.In an experiment a coin is thrown five times. Write down the sample space.
How many points are there in the sample space?

5. Describe sample space appropriate in each of the following cases :

(i) n-tossés of a coin with head or tails as outcome in each toss.
(ii) Successive tossés of a coin until a head tums up.
(iii) A survey of families with two children is conducted and the sex of the
children (the older child first) is recorded.
(iv) Two successive draws, (a) with replacemerit (b) without replacement,
from a bag contéining 4 colouired toys out of which one is white, one black and 2
red toys. [M.S.Baroda Univ. B.Sc., 1991]

6. (a) An experiment consists of tossing an unbiased'coin until the same result
appears twice on succession for the first time. To every possible outcome requiring
n tosses attribute probability 1/2". Describe the sample space.

(b) A coin is tossed until there are either two consecutive heads or two
consecutive tails or the number of tosses becomes five. Descnbe the sample space
along with the probability associated with each sample pomt if every sequence of
n tosses has probabilty 27, [Civil Services (main), 1983]

7. Urn 1 contains two white, one red and 3 black balls. Urn 2 contains one
white, 3 red and 2 black balls. An experiment consists of first selecting an urn and
then drawing a ball froii this um. Define a suitable sample space for this
experiment. .

8. Suppose an experimienthas n outcomes A, A,, ..., A. and that it is repeated
rtimes. Letxy, x, ..., x,record the number of occurrences of Ay, As, ..., A, . Describe
the sample space. Show that the number of sample points is *

n+r-1
r-1

9. A manufacturer buys parts from four different vendors numbered 1,2, 3 and
4. Referring to orders placed on two successive days, (1,4) denotes the event that
on the first day, the order was given to vendor 1 and on the second day it was given
to vendor 4. Letting A represent the event that vendor 1 gets at least one of these
two orders, B the event that the same vendor gets both orders and C the event that
vendors 1 and 3 do not get either order. List the elements of :

(a) entire sample space, (b)A, (c)B, (d)C, (e)A, (B,

(g)BUC, (hWANnB, ())ANC, (JATB, and (k)A- B

(Hint. (a) The elements of entire sample space are

(1,1); (1,2); (1, 3); (1, 4); (2, 1); (2, 2); (2,:3); (2,4);
(3,1):(3,2);3,3); (3,4); (4, 1); (4,2); (4,3); 4, 9).

~
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(bj The'elements of A are
_ (L 15(1, 2041, 3)i(1, 4); (2 1);(3,1); 4, 1)
(c) The elements of B are: (1, 1); (2, 2);(3, 3) and (4, 4).
(d) The elements of C are (2, 2); (2, 4); (4, 2); (4, 4).
(e) The element of A are:
(2.2); (2,3): (2,4); (3,2); 3, 3); (3,4); 4,2); 4, 3); @,9).
() The elements of B are: 1,2);1,3);(1,4); @, 1);(2,3); (2,4);
3:1:3.2):3,4): 4, 1);@4,2),4,3).
(g) The elements.of B U C are (1, 1);(2, 2); (3, 3); (4,4); (2,4); (4, 2)
(h) The elementsof A N B are (1, 1).
(i) AnC=¢
() SinceAUB=A NB.Theeleméntsof A 0B are (2, 3); (2,4); (3,2);
(3.4:4,2),4,3).
(k) The elementsof A - B are (1, 2); (1,3); (1,4); (2, 1); (3, 1); 4,1).

4-6. Probability — Mathematical Notion. We are now set to give the
mathematical notion of the occurrence of a random phenomenon and the. mathe-
matical notion of probability. Suppose in a large number of trials the sample space
§ contains N sample points. The event A is defined by a description which is
satisfied by N4 of the occurrences. The frequency interpretation of the probability
P(A) of the event A, tells us that P(A)=N,/N.

A purely mathematical definition of probability cannot give us the actual yalue
of P(A) and this must be considered as a function defined on all events. With this
in view, a mathematical definition of probability is enunciated as follows:

“Given a sample description space, probability is a function which assigns a
non-negative real number to every event A, denoted by P(A) and is called the
probability of the event A."

4-6-1. Probability Function. P(A) is the probability function definedona
o-field B of events if the following properties or axioms.hold :

1.ForeachA € B, P(A)is defined, is real and P(A) 2" 0

2.P(S)=1

3.1If (A.) is any finite or infinite sequence of disjoint events.in B,.then

n
P Y A)= Y, P(A) (44)
= i=1

The above three axioms are termed as the axiom of positiveness, certamlv and
union (additivity), respecuvely

Remarks. 1. The set function P defined on o-field B, taking its values in the
real line and satisfying the above three axioms is called the probability reasure.

2. The same definition of probability applies to uncountable sample space
except that special restrictions must be placed on S and its subsets. It is important
torealise that for a complete description of a probability measure, three things must
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be specified, viz., the sample space S, the o-field (0-algebra) B formed from certain
_subsét of S and set function P. The triplet (S; B, P,) is often called the probability
space. In most elementary applications, S is finite and the c-algebra B is taken to
be the collection of all subsets of S.

3, It is interesting to see that there are some formal statements of the properties
of events derived from the frequency approach. Since P(A)=N,/N, itis easy to see
that P(A) 2 0, as in Axiom 1. Next since N5 =N, P(S)=1, as in Axiom 2. In case
of two mutually exclusive (or disjoint) events A and B defined by sample points
Na and N,, the sample points belonging to A U B are Ny + Nj. Therefore,

P(AUB )=N‘—;&=%‘ + %:P(AHP (B), as in axiom 3.

Extended Axiom of Addition. If an event A can materialise in the occurrence

of any one of the pairwise disjoint events A;, A, ... so that

A=U Ai; AinAi=¢ (i#))

i=1

PA)=P (U A)= Y, P(A) (1)
= i=1
Axiom of Conticuity. If B, B,, ...., B., ... be a countable sequences of events
such that

(i)B;>B;.,, (i=1, 2, 3, ..)
and

(ii) N B,=¢
n=1
i.e., if each succeeding event implies the preceeding event and if their simul-
taneous occurrence is an impossible event then
dim P(B,)= 0 «(2)
R~yoo
We shall now prove that these two axioms, viz., the extended axiom of addition
and axiom of continuity are equivalent, i.e., each implies the other, i.e., (1) & (2).

Theorem 4-1. Axiom of continuity followsfrom the extended axiom of addition
and vice versa.
Proof. (a) (1) =(2). Let {B.} be a countable sequence of events such that
BioB,0B3>..., DB, DB..1D...
and let foranyn 2 1,
N Bi=¢ *
k2n
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B'a¢l
—— Ba+2
Bys1 B’.oz
Ba N B'ny 1
Then it is obvious from the diagram thai
B. =Ba B'n4~l U.Ba4 1 B'A+2 V...V ( N Bg)
. k2n
= By=( U BtBriu( N By,
k=n kgn

where the events B, B'y.1; (k=n, n+1, ...) are pairwise disjoint and each is disjoint
with N Bs.

k2n

Thus B, has been expressed as the countable union of pairwise disjoint events
and hence.by the extended axiom of addition, we get

P(B.):Z P(B:B's.1)+P( N By)
k=n k2n

= 3 P@B4., (=)
k=n
since, from (*)
P( n B)= P(¢)=0
k2n
Further, from (*#), since

Y P(BiB1a)=PB)<],
k=1
the right hand sum in (+#*), being the remainder after n terms of a convergent series
tends to zero as n—oo.
Hence

hm P (B)= lim Z P(B:B:.1)= 0

R—yo0 p =n
Thus the cxtended axiom of addition implies the axiom of continuity.

(b) Conversely (2) = (1), i.e., the extended axiom of addition follows from
the axiom of continuity.
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Let {A,) be a countable sequence of pairwise disjoint events and let

3
A= U A.‘
i=1
n oo
=(UVAU( U A «(3)
i=1 di=n+1
Let us define a countable sequence {B.) of events by
Ba = VU Ai ...(4)
=n
Obviously B, is a decreasing sequence of events, i.e.,
ByoBy>...oB,DB.,D... «{5)
Also we have
n
A=( U A)UB,., «(6)
i=1
Since A; ’s are pairwise disjoint, we get
AinB.. =0, (i=1,2, .., n ..(6a)

From:(4) we see thatif the event B, has occurred it implies the occurrence of
any one of the events A, 1, A1 2,... Without loss of generality let us assumie that
this event is A; (i=n+ 1, n+2,...). Further since A;'s are pairwise disjoint, the
occurrence of A; implies that events A;,1,Ai,2, ... do not dccur leading to the
conclusion that B;., B;. 2, ... will not occur.

= N Bi= ¢ (7)

From (5) and (7), we observe that both the conditions of axiom of continuity
are satisfied and hence we get

t

lim P(B,)=0 .(8)

R—yoo
‘From (6), we get

PA)= P[( :J A) U Bayi]

= Y, P(A)+P(Basr)
i=1

(By axiom of Additivity)

F5 ]
= P( v A)= lim Y, PA)+ Lim (Bu.r)

i=1 n—oo ;g n—reo



Theory of Probability - 429

=Y PA), [From (8)]
i=1

[}

which is the extended axiom of addition.
THEOREMS. ON PROBABILITIES OF EVENTS

Theorem 4-2. Probability of the impossible event.is zero, i.e., P () = 0.
Proof. Impossible event contains no sample point and lience the certain event
S and the impossible event ¢-aré' mutually exclusive.

Hence Sue=S§

P(Sud)= P(Sy

= PS)+ P@)= P (5) (By Axiom 3]
= P@)=0 : BN

Remark. It may be noted P(A)=0, does not imply that A is necessarily an
empty set. In practice, probability ‘0’ is assigned to the events which are so rare
that they happen only once in a lifetime. For example, if a person ‘who does not
know typing is asked to type the manuscript of a book, the probability of the-event
that he will type it correctly without any mistake is 0.

As another illustration, let us consider the random tossing of a coin. The event
that the coin will-stand erect on its edge, is assigned the probability 0.

“Thé study of continuous random variable provides another illustration to the
fact that P(A)=0, does not imply A=, because in case ‘of continous random
variable X, the proability at a point is always zero,i.e., P(X=¢)=0 [See 'Chapter 5].

Theorem 4-3. Probability of the complementary event A of A is given by

P@&) =T~ P(A)
Proof. A and A are disjoint events.
Moreover , Avid=S§

From axioms 2 and 3 of probability, we have
PAUA=PA)+ PA)=P@)=1

= P@=1-P@A)
Cor.1. Wehave P(A)=1-P(A)
= PA)<1 (-~ PA)20)

Cor.2. P(¢)= 0,sinced¢=7T
and P@)=P®)=1-P@8)=1-1=0.
Theorem 4-4. For any two events A and B,
PAnNB)= P(B)-P(ANB) [Mysore Univ. B.Sc., 1992]
Proof.
AnB and ANB are disjoint eventsand
(AN B)U(ANB) =B
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S
Hence by axiom 3, we get
A PB)=P(ANnB)+ P(ANB)
a =P@AAB)= P.B)- P(ANB)
Rewmark. Similarly, we shall get
B P(ANnB)= PA)- P(ANB)

Theorem 4-5. Probability of the union of any two events A and B is given by
P(AuUB)= P(A)+ P(B)- P(AnB)
Proof. A U B can be written as the union of the two mutually disjoint events,
Aand BnA . '
: PAUB)= P[AUBNA)]= P(A)+ P(BNA)
= P(A)+P B)-P(ANB) (cf. Theorem 4-4)

Theorem,4-6. If B C A, then

(i) PANB)= P(A)- P(B),

(ii) P B)<P(A)

Proof. (i) When Bc A, Band A N B are

mutually exclusive events and their unionisA | §
Therefore -
P@A)= P[BUANE)] A
=P(B)+ P(ANnB) {By axiom 3] AE
= P(AnB)=P@)- P®B) )
(i) Using axiom 1,

PAnB)20 = P@A-P@B)20
Hence P@B) < PA) -
Cor. Since ANB)cA and @ANB)cB,
P(AnNnB)<P(A) and P(ANB)<P@B)

4.62. Law of Addition of Probabilities
Statement. If A and B are any two events [subsets of sample space S] and are
not disjoint, then
PAUB)=P@A)+ P(B)- P(ANB) «(4:5)
Proof.

ANnB
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—_—

We have
AUB=AU@ANB)
Since A ar i (A N B) are disjoint ,
P(AUB)=P(A)+ PANB)
=P@A)+ [PANB)+ PANB)]+ PANB)
=PA)+ P[ANB)u(ANB)]- P(ANB)
[ (AN B) and (A N B) are disjoint ]

= P(AUB)= P(A)+ P(B)- P(ANB)
Remark. An aliernative proof is provided by Theorems 4-4 and 4-5.

4-6-3. Extention of General Law of Addition of Probabilities. For n events
Ay, Az, ..., As, we have

P(OUA)= ZPA)- X PAnA)+ IEE PANANA)

i=1 i=1 1Si<jsn 1Si<j<ksp
—t (D" PAINAIN .. NA) ..(4-6)
Proof. For two events A, and A,, we have
P(AVA)=P(A)+ P(A)- P(AiNA?) «(*)

Hence (4-6) is true forn = 2.
Let us now suppose that (4-6) is true for n = r, (say). Then

r r
P(UA)= X PA)- ZZPAiNA)+...+~ ')"‘P(A.nAgn...dA,)(
oo “

i=1 i=1 1Si< jsr )
Now
r+l r
P(UA;)-"—“ P[(U Ai)UArol]
i=1 i=1

= P( O A+ PA)-P( 'u A)NA )] ...[Using (*}]
i=1 i=1
r r

P(yv Ai)+ PA)-P[ U (AinA/,))]  (Distributive Law)
. o1

i=1 i=

r
I PA)- X P(A,‘(\Aj)'l' .es
i=1 1Si<jsSr

e+ (- l)".l P(A[,ﬁAzﬁ...hA')+ P (Ars1)

“PLU AAAny] ..[From (++)]

in]
r+l
ZP(A)- XX P'(A.'(\Aj)'l' cer
i=1 1Si<jsr
+(-1)Y"' PANAN..NA)
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—[EP(A AA)- IZ PAiNANAL)
i=1 1<i<jsr

+.+(- 1)" PANAN...NANA.LY)] ...[From (**)]

r+1
= P(‘uA.-)- ?’(A,)— [ ZZ PlAinA)+ EP(A NAG)]
i=1 i=1 151<;Sr i=1
A EDPAINAN...NAG)]
r+l
= ZPA)- X P(ANA)
i=1 lSl(]S(’+l)
' s+ (=1) P(AinA2N.... N A;yy)
Hence if (4-6) is true for n=r, 1t is also true forn=(r+1). But we have proved
in (*) that (4-6) is true for n=2. Hence by the principle of mathematical induction,
it follows that'(4-6) is true for all positive integral values of n. .

Remarks. 1. If we write

P(A.‘)=p.',P(A,‘ﬂAj)=p';j,P‘(AaﬂAjﬁAk)=pip
and soon and

Si= )-'-P.— EP(A.)
i=1 i=1

S:= I p;= II PANA)

18i<jsSn 1Si<jsna
S3= IIX D and soon,
1Si<j<ksn
then
n
P( v A,')= Si— S+ S35~ ...+ (“ 1).-18, ...(4'60)

i=1
2. If all the events A;, (i=1, 2, ..., n) are mutually disjoint then ( 4-6 ) gives

P( u A)= ).‘. P (A)
i=1 i=
3. From practical point of view thc theorem can be restated in a slightly
different form. Let us suppose that an event A can materialise in several mutually
exclusive forms, viz., A;, A, ..., A, which may be regarded as that many mutuatly
exclusive events. If A happens then any one of the events A;, (i=1, 2, ..., n) must
happen and conversely if any one of the events A;, (i = 1, 2, ..., n) happens, then A
happens. Hence the probability of happening of A is the same as the probability of
happening of any one of its (unspecified) mutually exclusive forms. From this point
of view, the total probability theorem can be restated as follows:
The probability of happening of an event A is the sum of the. probabilities of
happening of its mutually exclusive forms Ay, Ay, ..., As. Symbolically,
P@A)=P @A)+ P(A)+ ... r P(A) (4-6b)
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The probabilities P(A,),; P(A2), ..., P(A,) of the mutually exclusive forms of
A are known as the partial probabilities. Since P(A) is their sum, it may be called
the total probability.of A. Hence the name of the theorem.

Theorem 4-7. (Boole’s ineguality) For n events A, A, ..., A,, we have

(@ P( nA.)z L PA)-(-1) ) 4T)

i=1 i=1

(b) P{( u A)< 2 P (A) . . o, ...(47a)
i=1 i=1
[Delhi Univ. B.Sc. (Stai Hons.), 1992, 1989]
Proof. (a) P(AilVA)=PA)+ P(A))- P(AiNnA)<1
= PANA)2P(A)+ P(A) -1 *)
Hence (4-7) is true for n=2.
Let us now suppose that (4-7) is true for n=r (say), such that

P(nA)> £ PA)~(r-1) : (**)
i=1 i=1
Then
P( n A)= P ( n A nAm)
i=1 i=1
>P( r'x A)+ P(Ar) -1 [i’rom(*)]
i=1
2, z:P(A.) (r-1)+ P(A,s1)-1 [From (*#*)]
r+1
= P( n A.)z L PA)-r : '
i=1 i=1
= (47)istrue forn=r+1also. !

The result now follows by the principle of mathematical induction.
(b) Applying the inequality (4-7) to the events A1, Ay, ..., Ax, we get
PAGNAN...0AY)2[PA)+P@A)+...+P @A) -(n-1)
=(1-PANI+[1-PA)]+ ... +[1 - P(A)] - (n-1)
=1-P(A)-P(A)~-...- P (A)
= PA)+PA)+ ..+PA)Z1-PA)NA:N...NA).
=1-P @A UA;U... UA.
=PAUVAU...VA)
= PAVAU...VA)SPA)+PA)+...+P(A)
as desired.
Aliter for (b) i.e., (4-7a). We have
P(A1UA3)=P (A)+P(A)-P (AN A)
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<P (Al) +P (Az) [cP@AIN Az) 20 1 m(‘tt)
Hence (4-7a) is true forn = 2. ’
Let us now suppose that (4-7a) is trué for n=r, (say), so that
P(UA)S I PA) (rare)
i=1 i=1

Now

r+1 r
P( v A.)‘: P( (V) A,‘UAM-I)

i=1 i=1
SP( U A)+P (@A) [Using (+++)]
i=1
S I PA)+P (@A) [Using (+++%)]
i=1
r+

r+1 1
= P( |V A,‘)S z P(A.)
i=1 i=1
Hence if (4-7a) is true for n=r, then it is also true for n=r+1. But we have
proved in (***) that (4-7a) is true for n=2. Hence by mathematical induction we
conclude that (4-74) is true for all positive integral values of n.
Theorem 4-8. For n events A,, A, ..., Aa,

a n' N
P[ U A12 X PA)- I PANA)
i=1 i=1 1Si<jsn
[Dethi Univ. B.Sc. (Stat Hons.), 1986]
Proof. We shall prove this theorem by the method of induction.
We know that
PA1VAUA)=P(A)+P(A)+P(A))
~[PA:NA)+ P(A2n As) + PAsNAD] + P(Ar N AN Ay)

3 3 .
= P( VA)2 L P(A)- IX P(AinA)
i=1 i=1 1Si<js3
Thus the result is true for n=3. Let us now suppose that the result is true for
n=r (say), so that
r
P( wA)2
ol

L PA)- IX P(ANA) «(*)
i=1 18i<jsr
Now

r+1 r
P( .U AY=P( U AUA )

i=1 i='1

—P( GAY+P A) =PI U A)AArr]
Y .
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)+P(Ay¢[) P\[ U (AnnAr¢l)]

<

1
X P (A.('\A,)
1Si<j<r
+PAD-P[ OANAL)]
i=1
[From (*)]

r
P(u
[ P(u)-

ll My ..

w(*%)

From Bool2’s inequality. (éfji Theorem 4~.7 page 4-33), we get
r r
P[ |9 ‘(A;ﬁA,41)] < 2 P(A,‘('\A,4|)

= -P u (AinA 02 - Z P(A.nAnl)
i=1 i=1
~. From (**), we get
r+l1 r+1 r
P(UA)2 Z PA)- XX PANA)- I PANA.)
i=1._ 1Si<jsr

r+1 r+1
= P(UA)Z EPA)- I PANA)
i=1 i=1 1Si<js r+l
Hence, if the theorem is true for n = r, it is also true for n = r +1. But we have
seen that the result is true for n = 3. Hence.by mathematical induction, the result

is true for all positive integral values of n.
47, Multiplication Law of Probability and Condmonal Probability
Theorem 4-8. For two events A and B

P(AnB)= PA).PB | A), P(A)>0 } ) 48)
= P(B).PA | B), P(B)>0
where P(B | A) represents the conditional probability of occurrence of B when the
event A has already happened and P(A|B) is the conditional probability of

happening of A, given that B has already happened.
n(AnB) *)

Proof.
B .
Pay="4 . pigy=-28) 1y panB)=
(A) (S 8 2 (5) ( ) 7S
For the conditional event A | B, the favourable outcomes must be one of the
sample points of B, i.e., for the event A | B, the sample space is B and out.of the

n(B) sample points, n(AnB ) pertain to the occurrence of ‘the event A. Hence

_n(AnB)
Rewritjng,(*), we get
nB) n@0B)_ by p@lB)

PAnB= 9 “n®)
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Similarly we can prove :
_nA) r@AnB) _
PANB)= nG) " ) - PA) . PB]A)
_P@ANnB) P (AnB)
Remarks.1. P(B|A)= P @) and P(A|B)="+ P @)

Thus the conditional probabilities P (B | A) and P (A | B) are defined if and
only if P(A)= 0 and P(B)# 0, respectively.
2. (i)For P(8)>0, P(A|1B)<P(A)
(i) The conditional probability P (A | B) is not defined if P (B) = 0.
(ii) P (B | B)=1. v
3. Muitiplication Law of Probability for Independent Events. If A and B
are independent then
P(A|B)=P(A) and P (B|A)=P (B)
Hence (4-8) gives :
P(AnB)=P (A) P B) .(4-8a)
provided A and B are independent.

4.7-1. Extension of Multiplication. Law of Probability. For n events
AL A, ..., A,, We have
PAINnAN...NA)=PA)P A AP (A | AINA) ...

x P(A | AiNAzN...NA,))  ..(4-8D)
where P(Ail Ain A, nA,) represents the conditional probability of the
event A; gzven that the events Aj, Ay, ..., A have already happened.

‘Proof. We hive for three events A, Az, and A3
PAINANnA)= Pl[AIN(A2NA3)]
= P(A)P(A2n4As | Ar)
= P(Ap) P (A2 | A) P (A3 ] AlnA,)
Thus we find that (4-8b) is true for si=2 and n=3. Let us suppose that (4-86) is
true for n=k, so that
PAINAN...NA)=P@A) PA ] A) P4 A nAy)
CPAAAAN. ALY
Now
PlAinA:Nn...nA)YNAL=PAiNA2N...NAY
, XP(Ah.l‘lAlﬁAzﬁ...ﬁA&)
=PA) PA:lA)...PAAINAN...NA)
‘ XP(AtnlAlﬁAzﬁ...ﬁAl)
Thus (4-8b) is true for n=k+1 aiso. Since (4-:8b) is true for n=2 and ri=3; by
the principle of mathematical induction, it follows that (4-8b) is true for all positive
integral values of n.
Remark. If A, A,, ..., A, are independent events then
P(A; |Ap= P (Az) P(As | AinA)= P(Ay)
.P(A, |A1f\Az(\ .NA. )= P (A)
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Hence (4-8b) gives :
PANAN...0nA)= P(A)P(A2)...nP(A), ..(4-8¢)
provided Ay, A, ..., A, arc independent.
Remark. Mutually Exclusive (Disjoint) Events and Independent Events.
Let A and B be mutually exclusive (disjoint) events with positive probabilities
(P (A)>0, P (B)>0),i.e., both A and B are possible events such that

AnB=¢ = PANB)=P@®)=0 i)
Further, by compound probability theorem we have
P(AnB)=PA).P@B|A)=PB)P(A|IB (i)
Since P (A)#0; P (B)# 0, from (i) and (ii) we get
P@AI|B) =0%P(A), P@B|lA)=0=P(@B) ...(iii)

= A and B arc dependént events.

Hence two possible mutually disjoint events are always dependent (not inde-
pendent) events.

However, if A and B are independent events with P (A)>0 and P (B)>0,
then

PANnB)=PA) PB)#0

= A and B cannot be mutually exclusive.

Hence two independent events (both of which are possible events), cannot be
mutually disjoint.

472. Given nindependent events Aj, (i =1,2,...,n) with respective prob-
abilities of occurrence p;, to find the probability of occurrence of at least one
of them.

We have

PA)Y=p; = PQ@)=1-p;;i=1,2, ..n

(A UAU...UA) = AinAn....nA,) (De-Morgan’s Law))
Hence the probability of happening of at least one‘of the events is given by

PAVAVU...UA)=1-P(A VAU .. UAY) «(*)
=1-PAINAN..NA) )
=1—P(Z|) P (Zz) .'..P(Zn) cee (*%)

[c.f. Theorem 4-14 page 4-41°
1-[A-p)A=p2)...(1-pJ]

n n n
Lpi- LL (pip)+ XL pip;py)
i=1  ij=1 ij k=1
i<j i<j<k
4 = Grp2e. pa)]
Remark. The results in (*) and (+*) are very important and are used quite often
in numerical problems. Result (*) stated in words gives:
P [happening of at least one of thie events A,, A, ..., As ]
=1 — P (none of the events A, A, ..., A, happeis)
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or equivalently,
P (none of the given events happens}
=1 — P {at least one of them happens]).
Theorem 4-9. For any three events A, B and C
PAUB|C)=P(AI1O)+PBIC)-P(ANB|()
Proof. We have
P(AuUB)=PA)+ P(B)- P(ANB)

SP(ANCO)UBNC)]=PANC)+ PBNC)-P(ANBNC)

Dividing both sides by P (C), we get
P[(ANC)u (BN Q)] ___P(AnC)+ﬂBnC)—P(A NBn.C) P(C)>0

P(C) P(C)
=P(AnC)+P(BnQ_ﬂAanQ
P(C) PC) P(C)
= ﬂ(’“,jfg)“c] =P(A|C)+ P(B|C)-P(ANB|C)

= P[(AUB)|C]=PA|C)+P(B|C)-P(ANB|C)
Theorem 4-10. For any three events A, B and C
PANB| O+ PANB|{C)=P(A| O)
Proof. PANB| O+ PANB| O
_PAnBNnC) , PANBAC)

P(C) P(C)
_ PANBNC)+ PANBANC)
P (C)
_PANnC)_
=TPO PA|C)
Theorem 4-11. For a fixed B with P (B)>0,P (A |B) is a probability
function. [Delhi Univ. B.Sc. (Stat. Hons.), 1991; (Maths Hons.), 1992]
Proof.
() P(A] By= ZA0B) :(;)B 20
.. _P@SnB) _P@B) _
(ii) PS| B)= PB) "P®) - 1

(iii) 1f {A.) is any finite or infinite sequences of disjoint events, then
P[(L;! AJ)NB] P[(knJ As.B)]

P[LHJA.IB]=

FB® - P®)
Y, P(A.B)
_A________N|LrPAB)|_
=T r® Z[ P®) ]'Z F@.18)

Hence the theorem.
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Remark. For given B satisfying P(B) > 0, the conditional probability
P[|B] also enjoys the same properties as the unconditional probability.

For example, in .the usual notations, we have:

@ Po|BI=0

@iy P[A|Bl=1-P{4|BY

n n
(i) P[,-:’n A; | B] =’,§l P[4;B],

where 4,, 4,, ..., A, are mutually disjoint events.

(v) PA,vA4,|B)=PA,|B)+P(A4,]|B)- P, 4,]|B)

) IfEcF, then P(E|B) < P(F|B)
and so on. :

The proofs of results (iv) and (v) are: given in theorems 4-9 and 4-13
respectively. Others are left as .excrcises to the reader.

Theorem 4-12. For any three events, A, B and C defined on the sample
space S such that B c C and P(4) > 0,

P(B|A4) s P(C|4)
P(CnA)
Proof. P(C|4) = —W (By definition)

t

P[B(\CmA)u(EmCm A)
P(4)

PIBACnd)  PBNCnA) .
P(A) P(4) (Using axiom 3)

]

P{(BAC|A)+(BACA A)]

Now BcC = BnC=8

P(C|A) =P(B|4)+ P(BAC|A)

= P(C|4) > P(B|A4)

4:7-3. Independent Events. An event B is said to be independent (or
statistically independent) of event A, if the conditional probability of B given
4ie., P (B | A)is equal to the unconditional probability of B, i.e., if

P(B|A4) =P (B
Since
PANB)Y=PB|A)YP@A)=PA|B)P (B
and since P (B | 4) = P (B) when B is independent of 4, we must have
P (4| By = P (4) or it follows that 4 i$ also independent of B. Hence the
events 4 and B are independent if and only if .
PAnNB)y=P(4)P(B) ..(49)

4-7-4. Pairwise Independent Events

Definition, A4 set of events 4\, Ay, ..., A,, are said to be pair-wise independent
i PAUNA)=PU)IPA) v i=] -(4:10)
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i 4.7-5. Conditions for Mutual Independence of n Events. Let S denote the
sample. space for a number of events. The events in S are said to be mutually
indepdendent if the probability of the simultaneous occurrence of (any) finite
number of them is equal to the product of their separate probabilities:
If A, A,, ..., A, are n events, then for their mutual independence, we should
have
() P(AinA;) = P(A)P(4), (i#);i, j=12,..,n)
(i) PAinANA)=PA)PA)P A),(G#j2k;i j k=1,2,..,n)

P(AiNnA:Nn...NnA)=PA)P(AY) ... P(A,)
It is interesting to note that the above equations give respectively
"Cs, "Cs; ..., "C. conditions to be satisfied by A,, 4., ..., A,.
Hence the total number of conditions for the mutual independence of
A1, Ay, . Ay is "C2+"Cy+ .t "C.
Since "Co+ "Cy + "Cz + ..+ "Ca = 2", we get the required number of conditions
as (2"-1-n).
In particular for three events A;, A2 and As, (n=13), we have the following
2% =+ 1 = 3 =4, conditions for their mutual independence.
P(AinAz) = P(A) P(Ar)
P(A2nAy) = P (A) P(Ay)
P(A1nAs) = P(A) P(As)
. P(A1NA2NAs) = P(A) P(Ay) P(As) .(411)
Remarks. 1. It may be observed that pairwise or mutual independence of
events Ay, A, ..., A,, is defined only when P (4% 0, fori=1,2, ..., n.
2. If the events A and B are such that P (A)#0, P(B)#0 and A is
independent of B, then B is independent of A.

Proof. We are given that
P(A|B)=P (A)
PANB)y _
= @ P@
= P(A(\B)=P(A)P(B)
PBNA) _
= =P (B
P& [P (A)#0 and AnB=BNA]
= P (B|A)=P (B),

which by definition of independent events, means that B is independerit of A.
3. It may be noted that pairwise independence of events does not imply their
mutual independence. For illustrations, see Examples 4-50 and 4-51.

Theorem 4-13. If A and B are independent events then A and B are also
independent events.
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Proof. By theorem 4.4, we have
P(ANnB)=P(A) - P(ANB)

=P(A) - P(A)P(B) [ AandB are independent ]
=P(A)[1-P(B)]
=P(A) P(B)

= A and B are independent events .

Aliter. P(ANB)=P (A) P (B)=P (A) P (B|A)=P (B)P (A|B)

ie, P(@B|A) =P (B) = Bisindependent of A.

also P(A|B) = P(A) = Aisindependent of B.

Also P (B{A)+P@BIA)=1 = PB)+ P(BI1A)=1

or PB|A)=1-PB)=P (B)

B is independent of A and by symmetry we say that A is independent of
B. Thus A and B are independent events.

Remark. Similarly, we can prove thatif A and B ar¢ independent events then
A and B are also independent events.

Theorem 4-14. If A and B are independent events then A and B are also
independent events.

Proof. We are given P (AN B)=P (A) P (B)

Now PANB)=PATB)=1-P(AUB)
1-[(P(A)+P(B)=-P(ANB)]
1-[P(A)+P(B)-P(A)P(B)]

1- P(A)-P(B)+ P(A)P(B)
[1-P(B)]I-P(A)[1-P(B)]

=[1-P(A)I[1-P(B)] =P(A)P(B)
~. A -and B are independent events .
Aliter. We know
P(AIB) + P(A|B)=1
P(AIB)+P(A)=1 _ (c.f. Theorem 4-13)
P(A|B)=1-P(A)=P(A)

A and B are independent events.

Theorem 4-15. If A, B, C are mutually independent events then A U B and C
are also independent.

Proof. We-are required to prove:

P[(AUB)NC]=P(AUB)P(C)

LHS. = P[(ANC)U(BNC)] [Distributive Law]

=P(ANC)+P(BNC)~-P(ANBNC)
=PAPCy+PBYP) - PAPBYP(C)

[ A, B and C are mutually independent ]
=P(C)[P(A)+ P(B)-P(ANB)]

=
=
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=P(C)P(AuB) = RHS.
Hence (AU B ) and C are independent.
Theorem 4-16. If A, B and C are random events in a sample space and if A,
B and C are pairwise independent and A is independent of (B L C)), then A, B and
C are mutually indepéndent.
Proof. We are given
P(AnB)=P(A)P(B)
P(BNnC)=P(B)P(C) ™)
P(ANnC)=P(A)P(C)
P[ANn(BUC)]=P(A)P(BUC)

Nc v P[ANn(BUC)]=P[(ANB)u(ANnC)]
=P(ANB)+ P(ANCY - P[{AnB)N(ANC)]
=P(A).P(B)+P(A).P(C)-P(ANBANC) ..(**)

and PAPBUC)=PAIPB)+P(C)-PBNO)
=PA).PB)Y+P(A)P(C)-PAYPBNC) ..(**¥)

From (*#) and (***), on using (*), we get

PANBNC)=PA)YPBNC)=P(A)PB)P (O)
Hence A, B, C are mutually independent.
Theorem 4-17. For any two events A and B,
P(ANB)Y<P(A)SP(AUB)<P(A)+P(B)
[Patna Univ. B.A.(Stat. Hons.), 1992; Delhi Univ. B.Sc.(Stat. Hons.), 1989]
Proof. We have
A=(ANnB)U(ANB)

Using axiom 3, we have

P(A)y=P[(ANB)U(ANnB)=P(ANnB)+P(ANB)

Now P[(AnB)20 (From axiom 1)
P(A)2 P(ANB) (%)

Slmdarly P(B)2 P(ANB)

= P(B)~-P(ANnB)20

Now P(AUB)=P(A)+[P(B)-P(ANB)] D)

P(AUB)2P(A) = P(A)SP(AUB) w(*%)

Also P(AUB)SP(A)+ P(B) [From (**)]

Hence from (*), (**) and (**+), we get
P(ANB)SP(A)<P(AUB)XP(A)+ P(B)

Alliter. Sincé A N B c A, by Theorem 4-6 (ii) page 4-30, we get
P(ANB)<P(A).

AlsoAc(AuB) = PA)<P(AUB)
P(AUB)=P(A)+P(B)-P(ANB)

Combining the above results,we get
P(ANB)SP(A)<S P(AUB)S P(A)+ P(B)
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Example 4-12. Two dice, one green and the other red, are thrown. Lei A be
the event that the sum of the points on the faces shown is odd, and B be the event
of at least one ace (number ‘1°).

(a) Describe  the (i) complete sample space, (ii) events A, B, B, AN B,
A UB, and AN B and find their probabilities assuming that all the 36 sample
points have equal probabilities.

(b) Find the probabilities of the events :

@) (AUB) (i) (ANB) (ii))(ANB) (iv(@ANB) (vVAANB) (vi(AuUB)
Vi) AOB) (Vi) An(AUB) (X)) AU(ANB)(x) (A [Byand(B | A),and
(d)(A|B) and(B17A)..

Solution.,(a) The sample space consists of the 36 elementary events .

(1,1) 5(1,2)5(1,3) ;(1,4);(1,5) ;(1,6)
(2,1) 5(2,2) :(2,3) ;(2,4):(2,5);(2,6)
(3,1) 5(3,2):(3,3) ;(3,4);(3,5):(3,6)
(4.1) 5(4,2):(4,3) ;(4.,4):(4,5);(4.,6)
(51); (52); (5,3);(5,4);{(5,5);(5,6)
(6,1) ; (6,2);(6,3) ;(6,4); (6 5):(6,6)
where, for example, the ordered pair (4, 5) refers to the elementary event that the
green die shows 4 and and the red die shows 5.
A = The event that the sum of the numbers shown by the two dice is odd.
={(1,2);(2,1);(1,4);(2,3):(3,2);(4,1);(1,6):(2,5)
(3,4):(4,3):(5,2);(6,1);(3,6); (4,5); (5,4); (6,3)
(5,6);(6,5)) andtherefore

P(A)= "i’g %

B = The event that at least one face is 1,
=((L1) ;(1L,2):(L,3);(1,4);(L5); (1,6)
(2,1) ;(3,1);(4,1) ; (5,1); (6,1) ) and therefore

_hB _11
PB= 1= 36

B = The event that each of the face obtained is not an ace.
={(2,2);(2,3);(2,4);(2,5); (2,6); (3,2); (3,3);
(3,4); (3,5):(3,6); (4,2);(4,3); (4,4) :(4,5);
(4,6); (5,2) 5 (5.3);5 (5,4) ;.(5,5)5 (5,6); 6,2) ;
(6,3);(6,4); (6,5); (6,6) ) and therefore

B2
P®B)= "= 36

A-n B = The event that sum is odd and at least one face is an ace.
={(1,2);(2,1);(1,4); (4 1) (1,6);:(6,1))

. P(ANB)= ﬂ’%l 3—6—3
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AUB ={(1,2);(21):(1,4):;(2,3);(3,2):(4,1);(1,6);(2,5)
(3,4):(4,3):(5,2):(6,1); (3,6); (4,5);(5,4);(6,3)
(5.6);(6.5);(1,1);(1,22;);(1,5);(3,1);(5.1)}

_nhAuB) 23
P{AuUB)= nS) 36

AnB =((23):(3,2);(2,5):(3,4);(3,6);(4,3);(4,5):(5.2)

(5,4):(5,6); (6,3): (6 5)]

, n(AnB) _
P@4nB=="5 36 3
(b) (i) PAUB)= PA@AB)=1- P(ANB)= 1-%=%
(ii) PAENB)=P@ETB)=1-PAUB)=1-2=2
(iii) PANB)= P(A)- P(AmB)—l—s--a%='—3:=%
(iv) P@&rB)= P (B)- P(AnB)——_%=%
v) PAEAB)=1- PANB)=1-¢=3
(vi) P@AuUB)= P&)+ P(B)- P(ANB)
=[(1-18),1_5_2
36 36 36 3
(vii) PAETB)=1- PAUB)=1-2=3
(viii) P[AN(AUB)=PIANA)U @ NB)
=P@AnB)=% [ ANA=¢]

(ix)P[AU@NB)]= P(A)+ PANB)- P(Anxnn)
= P(A)+ P(KnB)=—+ 3.3

36 36
PANB)_ %

—P@B) 16 1
_P@ANB)_ %6 _6_1
P@®la= P(A) 185 18 3
PANB)_ We6_13

|a\

(x) PA|B)=

—

v

(=) PAE|B)= P (B) "2%6‘ 35 .
P@In-CEER- e 1

Example 4-13. Iftwo dice are thrown, what is the probability that the sum is
(a) greater than 8, and (b) neither 7 nor 11?
Solution. (a) If S denotes the sum on the two dice, then we want P(S > 8).
The required event can happen in the following mutually exclusive ways:
(i)$=9 ()S=10 (iii)S=11 (iv) S=12.
Hence by addition theorem of probability
PS>8)=P(S=9)+PS=10)+P@S=11)+P(S=12)
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1n a throw of two dice, the sample space contains 6> =36 points.
The number of favourable cases can be enumerated as follows:
§=9:(3,6), (6,3),4,5),(5,4), i.e., 4 sample points.

P(S=9)=
$=10: 4,6),(64),(5,5), ze,3sample points.
P@S= 10)_—
S=11: (5,6), (6,5), ie., 2sample points.
P(S—ll)_
S=12: (6,6), i.e., 1 sample point.
P(S=12)= 5
P(S>8)—§g+ %-r %-r% '—32=%

(b) Let A denote the event of getting the sum of 7 and B denote the event of
getting the sum of 11 with a pair of dice.
§=7 :(1,6), (6,1),(2,5),(5,2),(3,4), (4,3), ie, 6distinct sample
points.

P(A)=P(S=‘7)=—6-=%
$=11:(5,6), (6,5), P(B)=P(S= n)—-ll8

~. Required probability= P(ANB)= 1- P(AUB)
=1-[PA)+ PB)]

(. A and B are disjoint events )
P N 1
6 18 9 ‘

Example 4-14. An urn comains 4 tickets numbered 1, 2, 3, 4 and another
contains 6 tickets numbered 2, 4, 6, 7, 8, 9. If one of the two wrns is chosen at
random and a ticket is drawn at random from the chosen urn, find the probubzhae:
that the ticket drawn bears the number (i) 2 or 4, (ii) 3, (iii) 1 or 9

[Calicut Univ. B.Sc.,1992]
Solution. (i) Required event can happen in the following mutually exclusive
ways:
(I) First um is chosen and then a ticket is drawn.
(II) Second umn is chosen and then a ticket is drawn.
_ Since the probability of choosing any urn is 12, the required probability ‘p’ is
given by
p=P(I)+ P(ll)
1.2. 1.2 5

2734 2% 12
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" o S SO U | 1

(ii) Requiréd probability = 2>< 4+ 2>< 0= 3
(- m the 2nd um there is no ticket with number 3)

1.1, 1.1 §

(iii) Required probability = x 4+ 2x 6= 2

Example 4-15. A card is drawn Jfrom a well-shuffled pack of playing cards.
What is the probability that it is either a spade or an ace ?

Solution. The equiprobable sample space S of drawing a card from a well-
shuffled pack of playing cards consists of 52 sample points.

If A and B denote the events of drawing a ‘spade card’ and ‘an ace’
respectively then A consists of 13 sample points and B consists of 4 sample points
so that,

PA)=4 and P(B)=

The compound evem A N B consists of only one sample point, viz., ace of

spade so that,

PANB)= -

The probability that the card drawn is either a spade or an ace is given by
P(A UB)= P(A)+ P(B)- P(A N B)
13 b, 4 4 1
252" 13
Example 4-16.A box cor.lams 6red,4 white and 5 black balls. A person draws
4 balls from the box.at random. Find the probability that among the balls drawn
there is at least one ball of each colour. (Nagpur Univ. B.Sc., 1992)
Solution. The required event E that ‘in a draw of 4 balls from the box at
random there is at least one ball of each colour’, can materialise in the
following mutually disjoint ways :
(i) 1 Red, 1 White, 2 Black balls
(ii) 2 Red, 1 White, 1 Black balls
(iii) 1 Red, 2 White, 1 Black balls.
Hence by the addition theorem of probability, the required probability is given
by

PE)= P@)+ P @)+ P (i)
Cix*Cix3Cy . Cx*Cix*Ci . %G ¥iCax’C
= S + 5 + It S—
C4 C4 C4
= e, [6x4x10+ 15x4x5+ 6x€x5]
4
41
= Tsxiax13x12 [240+300+180]
24 x 720

= xlaxp - 092P
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Example 4-17. Why does it pay to bet consistently on seeing 6 at least once in
4 throws of a die, but not on seeing a-double six at least once in 24 throws with two
dice? (de Mere's Problem).

Solution. The probability of getting a ‘6.” in a throw of die =1/6.

~. The probability of not getting a ‘6 * inh a throw of die

=1-1/6 =5/6.

By compound probability theorem, the probability that in.4 throws of a die no
‘6’ is obtained = (5/6)"

Hence the probability of obtaining ‘6’ at least once in 4 throws of a die
= 1-(5/6)" =0516

Now, if a trial consists of throwing two dice at a time, then the probability of
geuting a ‘double’ of ‘6’ inatrial =1/36.

Thus the probability of not getting a ‘double of 6 * in a trial = 35/36.

The probability that in 24 throws, with two dice each, rno ‘double of 6’ is
obtained = (35/36)*

Hence the probability of getting a ‘double of -6’ at least once in 24 throws
= 1-(35/36)* = 0-491.

Since the probability in the first case 1s greater than the probability in the
second case, the result follows.

Example 4-18. A problem in Statistics is given to the three students A8 and
C whose chances of solving itare 1/2,3 /4 ,and 1 /4 respectively.

What is the probability that the problem will be solved if all of them try
independently? [Madurai Kamraj Univ, B.Sc.,1986; Delhi Univ. B.A.,1991]

Solution. Let A, B, C denote the events that the problem is solved by the
students A, B, C respecuvely Then

P(A)- = P(B)— = and P(C\— -

The problem will bc solved if at least one of them solves the problem. Thus
we have to calculate the probability of occurrence of at least one of the three events
A,B,C,ie,P(AUBUC).

PAUBUC)=PA)+PB)+P(C)-P(ANnB)~-P(ANC)
-PBNC)+P(ANBNC)
=PA)+PB)+P(C)-PA)PB)-P(A)P(C)
-P@BYP(C)+ P(APB)P(C)

(' A,B,C areindependent events. )

~1,3,1_ 13 31

27378724 T 44
S U R S A §
2°4 T 2°4 "3

<}
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Aliter. P(AUBUC)=1- P(AUBUC)

1-P(ANBNT)

1- P(A)P(B)P(C)

s

32
Example 4-19. If AN B = ¢, then show that «(¥)
P(A) £ P(B)
[Delhi Univ. B.Sc. (Maths Hons.) 1987)
Solution.  We have
. A= (ANB) U (AnB)
=¢uV(@ANnDB) [Using + )
=ANB
= AcB
=" P(A) < P(B)
as desired. -

Aliter. Since A N B = ¢, we have A c B, which implies that P (A) < P (B).
Example 4-20. Let A and B be two events such that

_3 =3
’ P@A)= 4 and P (B)= 3
show that
(a) P(AUB)Z%

(b) %SP(AnB)s

oo |

[Delhi Univ. B.Sc. Stat (Hons.) 1986,1988]
Solution. (i) We have

A cCc (AuB)
= P(A) £ PAUB)
= %_ P(AUB)
= PAUB) 2 %
(ii) ANnB c B
= PANB) £ PB)= % (Y
Also ;’(AU,B)= PA)+ PB)- P(AnB)< 1

= Z"’ %-'l <PANB)
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6+5-8

= —8 < P(ANnB)
= 2<p@nB) i)
From (i) and (ii) we get

3 <P(ANB) < 5

Example 421, (Chebychev' s Problem). What is the chance that two numbers,
chosen at random, will be prime to each other ?

Solution. If any number ‘@’ is divided by a prime number ‘r’, then the possible
remainders are 0, 1, 2, ...r-1. Hence the chance that ‘a’ is-divisible by r is 1/r
(because the only case favourable to this is remainder being 0). Similarly, the
probability that any number ‘b’ chosen at random is divisible by 7 is 1/r. Since
the numbers a and b are chosen at random, the probability that none of them is
divisible by ‘7’ is given (by compound probability theorem) by :

[1-—-‘-])( [1-1): [[-1j; r=2,3,517,...
r r r

Hence the required probability that the two numbers chosen at random are
prime to each other is given by

P=TIl (l— -:-T. where r is a prime riumber.
r

= ;6; (From trigonometry)

Example 4-22. A bag contains 10 gold and 8 silver coins. Two successive
drawings of 4 coins are made such that : (i) coins are repldced before the second
trial, (ii) the coins are not replaced before the second trial. Find the probability
that the first drawing will’ give 4 gold and the second 4 silver coins.

{Allahabad Univ. B.Sc., 1987]

Solution. Let A denote the event of drawing 4 gold coins in the first draw and
B denote the event of drawing 4 silver coins in the second draw. Then we have to
find the probability of P (AN B ). .

(i) Draws with replacement. If the coins drawn in the first draw are replaced
back in the bag before the second draw then the events A and B are indépendent
and the required probability is given (using the multiplication rule of probability)
by the expression

P(ANnB)=P(A).P(B) (%)

Ist draw. Four coins can be drawn out of 10+8=18 coins in '*C, ways, which
gives the exhaustive number of cases. In order that all these coins are of gold, they
must be drawn out of the 10 gold coins and this can be done in '°C, ways. Hence

P(A)= ‘004 / “C4
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2nd draw. When the coins drawn in the first draw are replaced before the 2nd
draw, the bag contains 18 coins. The probability of drawing 4 silver coins in the
2nd draw is given by P (B)= *C, / '*C..

Substituting in (*), we have

10c4 sc
P(ANB)= e, ﬁé

(ii) Draws without replacement. If the coins drawn are not eplaced back before
the second draw, then the events A and B are not independent and the required
probability is given by |

PANB)=PA).PB|.A) w(*4)

As discussed in part (i), P (A)= '"°C, / *C..

Now; if the 4 gold coins which were drawn in the first draw are not replaced
back, there are 18 — 4=14 coins left in the bag and P (B | A) is the probability of
drawing 4 silver coins from the bag containing 14 coins out of which 6 are gold
coins and 8 are silver coins.

Hence P@B|lAy="1c /"

Substituting in (**) we get

P l°C4 y 3C4
AnB)=". we, * T,

Example 4-23. A consignment of 15 record players contains 4 defectives. The
record players are selected at random, one by one, and examined. Those examined
are not put back. What is the probability that the 9th one examined is the last
defeciive?

Solution, Let A be the event of getting exactly 3 defectives in-examination
of 8 record players and let B the event that the 9th piece examined is a defective
one.

Since it is a problem of sampling without replacement and since there are 4
defectives out of 15 record players, we have

4 (11

3)%1s
e (15
, (¥)
P (B | A)="Probability that the 9th examined record player is defective given that

there were 3 defectives in the first 8 pieces examined.
=1/1,

since there is only one defective piece left amongthe remaining 15 - 8 = 7 record
players.

Hence the required probability is

_PANB)=P(4).PB A

P (A)=
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Example 4-24. p is the probability that a man aged x years will die in a year.
Find the probability that out of n men A, A, ...,A. each aged x , A, will dieina
year and will be the first 10 die. [Delhi Univ. B.Sc., 1985}
Solution. LetE;, (i=1,2,...,n) denote the event that A; dies in a year. Then
PE)=p,(i=1,2,..,n) and P(E:)=1-p.
The probability that none of n men A, Az, ..., A, dies in a year
=P(E NE:N...NnE)=P(E)P(E)...P(E)
(By compound probability theorem)

18
7 195

=(1-p)
- The probability that at least one of A,, Az, ..., A, dies in a year
=1-PENEN..NnE)=1-(1-p)

The probability that among n men, A, is the first to die is 1/a and since this
event is independent of the event that at least one man dies in a year, required
probability is

1 »
~[1-a-pr]

Example 4-25.The odds against Manager X settling the wage dispute with the
workers are 8:6 and odds in favour of manager Y settling the same dispute are
14:16.

(i) What is the chance that neither settles the dispuse, if they both try,
independently of each other?

(if) What is the probability that the dispute will be settled?

Solution. Let A be the event that the manager X will settle the dispute and B
be the event that the Manager Y will settle the dispute. Then clearly

PA=g=2 = PW=1-PE=2=2

8+6 7 7
=14 _ 1 =1- 16 _ 8
PB)=i=1 = PB)=1-PB)=y75= 15

The required probability that neither settles the dispute is given by :

=4 8 _ 32
P(AnB)=P(A) x P(B)=4x 2= 22

[Since A and B are indepencent => A and B are also independent]
(i) The dispute will be settled if at least one of the managérs X and Y settles
the dispute. Hence the required probability is given by:
P (AU B)=Prob. [ At least one of X and Y settles the dispute]
=1 - Prob. [ None settles the dispute]

=1- P(AnB)=1-2-1
=1-P(ANB)=1- 55= 1=
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Example 4-26. The odds that person X speaks the truth are'3:2 and the odds
that person Y speaks the truth are 5:3. In what percentage of cases are they likely
to contradict each other on an-identical point.

Solution. Let us define the events:

A : X speaks the truth, B : Y speaks.the truth

Then A and B represent the complementary events that X and Y tell a lie

respectively. We are given:

P@&)= 3+2° 5 P(Z)=1 575§
__5 __5 —q,.3_3
and P (B)= 5+3-8 = P(B)=1 8= 8

The event £ that X and Y contradict each other on an identical pomnt can
happen in the following mutually exclusive ways:

(i) X speaks the truth and Y tells a lie, i.e., the event A N B happens,

(ii) X tells alicand Y speaks the truth, i.e., the event A N B happens.

Hence by addition theorem of probability the required probability is given by:

P{E)= P@+ P(ii)= PANnB)+ P(ANB)

=P().P(B)+ P(A) P(B),
[Since A and B are independent ]
3.3.2_5 19
=3 X 8+ 5 X 8= 40-0475

Hence A and B are likely to contradict each other on an identical point in
47-5% of the cases.

Example 4-27. A special dice is prepared such that the probabilities of
throwing 1,2,3,4,5 and 6 points are :

1-k 142k 1k 14k 1-2% and 1+k
6’ 6 ' 6°' 6 6° 6

respectively. If two such dice are thrown, find the probability of getting a sum
equal 0 9. [Delhi Univ. B.Sc. (Stat. Hons.), 1988]

Solution. Let (x, y) denote the numbers obtained in a thrown of two dice, x
denoting the number on the first dice and .y denoting the number on the second dice.
The sum § = x+y =9, can be obtained in the following mutually disjoint ways:

(i) 3, 6), (ii) (6,3), (iii) (4,5), (iv) (5,4)

Hence by addition theorem of probability:

P§=9)=P(3,6)+P 6,3)+P@4,5)+P(5,4)
=P(x=3)P(y=6)+P(x=6)P(y=3)+P (x=4)P(y=5)
+P(x=5)P@y=4

since the number on one dice is independent of the number on the other dice.
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('I-k).(l+k) + (l+k).(l—/() + (l-+/()‘(l-2k)

w PS=9="¢ 6 6 6 6 6
L U=20 (+k
6 6

1+k ]
2 [_36_] [(1-k) + (1-2k)]

1 .
-1—8(l+k) (2 - 3k

Example 4:28. (a) A and B alternateiy cut a pack of cards and the pack is
shuffled after each cut. If A starts and the game is continued until one ciks a
diamond, what are the respective chances of A and B first cutting a diamond?

(b) One shot is fired from each of the three guns. E\, E,, E5 .denotethe events
that the target is hit by the first, second and third gun respectively. If
P(ED= 05, P(E)= 06 and P(Es)= 08 and. Ly, E; E;s are independent
events, find the probability that (a) exactly one hit is registered, (b) at least two
hits are registered.

Solution. (a) Let £, and £,, denote the events of A and B cutting a diamond
respectively. Then

PE)=PE)= =1 = PE)=PE)=3

If A starts the game, he can first cut the diamond in the following mutually
exclusive ways: -

(i) Ey happens, (ii) E, N E, N E, happens, (iii) E, N E,NE, NE; N Fy
happens, and so on. dence by addition thecorem of probability, the probability “p’
that A first wins is given by

p= P+ P @)+ P@ii)+... ...

=PE)+ PE NE,NEN+ PENENENENE)+...
P(E)+ PE)P(E)P(E)+ P(EYP([E)P(E)PE)PE)+...
(By Compound! Probability Theorem,

1,3 31,3333 1,
I i i ity RS
1
.4 _4
= 5 =7
16
The probability that B first cuts a diamond
=l—p=]-i‘=-3-
7 7
(b) We are given

P(E)= 05, P(E)= 04 and P (E;)= 02
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(a) Exactly one hitcan be registered in the following mutually exclusive ways;
(i) E, " E, N E, happens, (ii) E, N E, N E, happens, (iii) E; N E, N E; happens,
Hence by addition probability theorem, the required probability ‘p’ is given
by : — = —
d P=PENENE)+PENENE)+PE,NE,NE)
= P(E,)) P(Ey) P(E;) + P(E) P(E)) P(E;) + P(E)) P(E,) P(E3)
(Since.Ey, E; and E; are independent)
=05x04x02+05%x06x02+05x%x04x08= 0-26.
(b) Atleast two hitscan beregistered in the following mutually exclusive ways;
(i) Ey N E, N Ey happens (ii) E, N E, N E; happens, (iii) E; N E, N E, hap-
pens. (iv)E, N E; N E; happens.
Required probability
=P(Ey NE:NEy) + P(Ey N E; NE3) + P(E, N E; N E3) + P(Ey N E; N E5)
=05x06%02+0-5%x04x0-8+0-5%06x0-8+0-5x0-6x0-8
= 0-06+0-16+024 + 024 =0-70

Example 4-29. Three groups of children contain respectively 3 girls and 1
boy, 2 girls and 2 boys, and 1 girl and 3 boys. One child is selected at random from
each group. Show that the chance that the three selected consist of 1 girl and 2
boys is 13/32. (Madurai Univ. B.Sc.,1988; Nagpur Univ. B.Sc.,1991]

Solution. The required event of getting 1 girl and 2 boys among the three
selected children can materialise in the following three mutually disjoint cases:

Group No. — I I I
(i) Girl Boy Boy
(ii) Boy Girl Boy
(iii) Boy Boy Girl
Hence by addition theorem of probability,
Required probability = P (i) + P (if) + P (iii) ..(¥)

Since the probability of selecting a girl from the first group is 3/4, of selecting
a boy rom the second is 2/4, and of selecting a boy from the third group is 3/4, and
since these three events of selecting children from three groups are independent of
cach other, by compound probability theorem, we have

Nedx2y3_9

PO=4x3>3"73
Similarly, we have :

in=lx2yx3_3

Py =4x3>x3=3

o1 2 11

and P(m)—4><4><4—32
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Substituting in ( *), we gcl
. - 3.1 _13
Required probability = 32 + = 32 + 32 = 32

EXERCISE 4 (b)
1. (a) Which function defines a probability space on S = (ey, €2, €3)
0 P 1 PE)=3. Ple)=7

(i) Plen=2, P@=-1, P(en=3

(iii) P(e.)— , P(e))= = P(e;)—% nd

(iv) P(e)=0, P(ez)— , P(e3)= 2

Ans. (i) No, (ii) No, (iii) No, and (iv) Yes
(b) LetS= (e, ez e, e,),and lctl’bcaprobability functionon § .

(i) Find P(ey), if P(ez)=— P(es) = l’(e4)—
(ii) Find P(e\) and P(ey) if P(e;) Ple) == and P(e)) = 2P(e,), and
(iii) 'Find P(e.) if l"(ez. e)) = P[(ez. el == and P(e;):—

Ans. (t)P(e‘)— , () P (&)= P(ez)~ ,and (m)P(e.)_

2. (a) With usual notauons. prove lhat
P(AuB)= P(A)+ P(B)-P(ANB).

Deduce a similar result for P (A U B L C), where C is one more event.

(b)For any event : E, P(E)=pi, (i=1,2,3): P (EiNE)=p3, (i,j=1,2,3)
and P (E\ N E; N E3) = py», find the probability that of the three events, (i) at least
one, and (ii) exactly one happens.

(c) Discuss briefly the axiomatic approach to probability, illustrating by
examples how it meets the deficiencies of the classical approach.

(d) If A and B are any two events, state the results giving

(i) P(A v B) and (ii)P (A N B).

A and B are mutually exclusive events and P(A)—— P(B)=
PA uB) and P (A N B).

, 1Y

st s={r, 1 (1]

be events given.by

-:l; . Find

7

- [% ) }, be a classical event space and A, B
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k
A= {1, %} , B= {[% ] | k is an even positive integer}
Find P (AN B) [Calcutta Univ. B.Sc. ( Stat Hons. ), 1986]
4. What is a ‘probability space’? State (i) the ‘law of total probability’ and
(ii) Boole’s inequality for events not necessarily mutually exclusive.
5. (a) Explain the following with examples:
(i) random experiment, (ii) an event, (iii) an event space. State the axioms of
r obability and explain their frequency interpretations.
A man forgets the last digit of a telephone number, and dials the last digit at
-»ndom. What is the probability of calling no more than three wrong numbers?
(b) Define conditional probability and give its frequercy interpretation. Show
that conditional probabilities satisfy the axioms of probability.
6. Prove the following laws, in each case assuming the conditional prob-
abilities being defined.
(@ P(EVEy=1, ) P(¢lF)=0
(c) E,CEy, then E(E, | F)<P(E: | F)
d) P(EIF)=1-P(E|F)
(¢) P(ELVE, | F)y=PE | F)+ P(E.|F) - P(PENE]|F)
() If P(F)=1 thenP(E | F)= P (E)
() P(E- F)= P(E)- P(ENF)
(h) If P(F)>0,and E and F are mutully exclusive then P (E | =0
(i) fPE| F)=P(E),thenP(E | F)=P (E) andP (E | F)=P (E)
7. (a) IfP (A)= a, P (B)= b, thenprove that P(ANB) > 1 -a~b.
(b)If P (A)=a, P (B)=, then prove that P (A | B) > (a.+p—1)/B.
Hint. Inecachcaseuse P(AuUB)<1
8. Prove or disprove:
(a)(i))IfP(A|B)2P (A),then P (B|A)2P (B)
(ii) 1 P (A)=P (B), then A=B.
[Delhi Univ. B.Sc. (Maths Hons.), 1988]
(b)If P (A)=0, then A= ¢
[Delhi Univ. B.Sc. (Maths Hons.), 1990]
Ans. Wrong.
(c) For possibie events A, B, C,
(i) If P(A)>P (B),thenP (A|C)>P(B|C)
(i) 1fPA|C)2PB|C) and P(A|C)2P (B|O),
then P (A) 2 P (B). [Delhi Univ. B.Sc.(Maths Hons),1989]
(d)If P (A)=0, then P(ANB)=0.
[Delhi Univ. B.Sc. (Maths Hons.), 1986]
(e) (i)If P(A)=P (B)=p, then P (AN B)<p?
(ii)If P (B|A)=P (B|A), then A and B are independent.
[Delhi Univ. B.Sc. (Maths Hons.), 1990]
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() 1P (A)>0,P (B)>0 and P (A|B)=", (B|A),
then P (A)=P (B).
9. (a) Let A and B be two cvents, neither of which has probability zero. Then
if A and B arc disjoint, A and B arc indcpendent.
[Delhi Unjv. B.Sc.(Stat. Hons.), 1986]
(b) Under what conditions does the following equality hold?
PA)=P(A|B)+P(A|B)
[Punjab Univ. B.Sc. (Maths Hons.), 1992]
Ans. B=S or B =S
10. (a) If A and B are two events and the.probability P (B) # 1, prove that
—. [P(A-PANB)]
PA|B)= H-PB)]
where B denotes the event complementary to B and hence deduce that
P(ANB)2PA)+ PB)- 1
[Delhi Univ. B.Sc. (Stat. Hons.), 1989]
Alsoshow that P (A)> or < P(A | B) according as
P@A|B)> or < P(A).
[ Sri Venkat. Univ. B.Sc. 1992 ; Karnatak Univ. B.Sc.1991]

Hint. (i) A
—_P@ANB) [PA)»-PANB)]

PAID= 35 = -F®)]
(ii) Since P(A | B)<1, P(A-PANB)S1- P(B)
= PA)+P(B)-1 < P(ANB)
gy PAIB)_P@BlA_1-PEBlA

P (A) P(B) 1- P(B)

Now P@AIB>P@ if{1-P®BlAa}>{1-P®B)}
ie., if P(Bl|A)<P(B)
o P(BlA)
ie., if —_P(B) <1
ie.,if ﬂ,,"(—/l)ﬂd ie, ifP(A)>P(AlB)

(b) If A and B are two mutually exclusive events show that

P(A| By=P(AY/(1-P@®)

[Delhi Univ. B.Sc. ( Stat. Hons.), 1987]
(c) If A and B are two mutually exclusive events and P (A U B) # 0, then
P (A

PAlavB)=7 (A)+ P(B)  [Guahati Univ. B.Sc. 1991
(d) If A and B are two independent events show that

P(AUB)=1-P(A)P(B)
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(e) If A denotes the non-occurrence of A, tnen prove that
PAVAUA)=1-PA) P A ] A) P@As| AnA)
(Agra Univ. B.Sc., 1987
11.If A, B and C are three arbitrary events and
=PA)+PB)+P(C)
S5:=PANB+PBNC)+P(CNA)
S3=PANBNO).
Prove that the probability ¢hat exactly one of the three events occurs is given
bySl 1253+:3&3‘
12. (a) For the evems A, Az, ..., As assuming

P( uA)< }.‘.P(A) prove that
i=1 i=1

(i) P( n A)21- .}: P (A;) and that

i— i=1

(ii) P( N A)2 }.'. P(A)— (n-1)
i=1 i=1
[Sardar Patel Univ. B.Sc. Nov.1992]
(b) LetA, B and C denote events. IfP (A | C)2P (B | C) and
P@A|C)2P B | T),then show that P (4) 2 P (B).
[Calcutta Univ. B.Sc. (Maths Hons.), 1992]
13. (a) If A and B are independent events defined on a given probability
space (Q,A , P (.)), then prove that A and B are independent, A and B are
. independent. [Delhi Univ: B.Sc. (Maths Hons.), 1988)
(b) A, B and C ar¢ three events such that A and B are independent, P (C) =0.
Show that A, B and C are independent.
(c) An event A is known to be independent of the events B,B U C and
B N C. Show that it is also independent of C. [Nagpur Univ. B.Sc.1992]
(d) Show that if an event C is independent of two mutually exclusive events
A and B, then C is also independent of A U B.
(e) The outcome of an experiment is equally likely to be one of the four points
in three~dimensional space with rectangular coordinates (1,0, 0), 0, 1,0),
0,0,1) and (1,1,1). Let E, Fand G be the events : x—coordinate=1, y~coor-
dinaté=1 and z-coordinate=1; rmpecuvcly Check if the events E, F and G are
independent. (Calcutta Univ. B.Sc., 1988)
14, Explaini what is meant by "Probability Space”. You fire at a target with
each of the three guns; A, B and C denhote respectively the event — hit the target
with the first, second and third gun. Assuming that the events are independent and
have probabilities P (A)=a, P (B)=b and P (C)=c¢, express in terms of A, B
and C the following events:
(i) You will not hit the target at all.
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(i) You will hit the target at least twice. Find also the probabilitics of these
events. [Sardar Patel Univ. B.Sc., 1990)

15. (a) Suppose A and B are any two cvents and that P (A) = p;, P (B) = p,
and P {A N B) = p3. Show that the formula of each of the following
probabilities in terms of p;, P2 and p3 can be expressed as follows :

OPAUB)=1-p, (i) PANB)=1-p—py+ps
(iii)P(ANB)=p -p; (iv) P(A N B)=p,-ps
(WP(ANB)=1-p; (vi) P(A UB)=1-p, +ps

i) P(A U B)=1=p)=py+p; (viii) P[A " (AUB)) =p,-ps
(iX)PIAU(A N B)=p, +py-p;

@WPAIB =2 and PBIA)=E2
P2 P
o= = 1 =py=py+p; - - 1 -pr—-pPr+ps
PAIB)= 3andP(B1A) = ~
i) P(A I B) P ana P (BIA) o

[Allahabad Univ. B.Sc. (Stat.), 1991]
(b)If P(A)=1/3, P (B)=3/4and P (AU B) = 11/12, find
P(AIB)and P (B A).
(¢c)LetP(A)=p, P(AI B) =g, P (B|A) =r. Find the relation between the

numbers p, g and r such that A and B are mutually exclusive.
[Delhi Univ. B.Sc. (Maths Hons.), 1985]
Hint. P (AB)=PA)PBIA)=P(B).P(AIB)
= PAB)=pr=P(B).q = PB)=prig
IfA and B are mutually disjoint, then P (A nB) =0.
= 1-P AUB)=0=1-[p+(prlg)-pr1=0
16. (a) In terms of probabilities, p; = P (A), p; = P (B) and p3 = P (A N B);

Express (i) P (A L B), (ii) P (A | B), (iii) P (X N B) under the condition that
(i) A and B are mutually exclusive, (if) A and B are mutually independent.

(b) Let A and B be the possible outcomes of an experiment and suppose

P(A) =04, P(AUB)=07and P (B)=p
(/) For what choice of p are A and B mutually exclusive ?
(i) For what choice of p are A and B independent ?
[Aligarh Univ. B.Sc., 1988 ; Guwahati Univ. B.Sc., 1991]

Ans. (i) 0-3, (if) 0-5 -

(c) Let Ay, Ay, A3, A4 be four independent events for which P (A;) = p,
P(Ay) =g, P (A3) = rand P (A4) = s. Find the probability that

(7) 4t least one of the events occurs, (if) exactly two of the events occur, and
(iif) at most three of the events occur. [Civil Services (Main), 1985]

17. (a) Two six-faced unbiased dice are thrown. Find the probabiljty that the
sum of the numbers shown is 7 or their product is 12.

Ans, 2/9
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(b) Defects are classifed as A, B or C, and the following probabilities have been
determined from available production data :

P (A)=0-20,P (B)=0:16,P (C)=0-14, P (AN B)=0-08, P (AN C) = 0-05,
PBNEC)=004, and P(ANBNC)=0-02.

What is the probability that a randomly selected item of product will exhibit
at-least one type of defect ? What is the probability that it exhibits both A and B
defects but is free from type C defect ? {(Bombay Univ. B.Sc., 1991]

(c) A language class has only three students A, B, C and they independently
attend the class. The probabilities of atendance of A, B and C on any given day are
1/2,2/3 and 3/4 respectively. Find the probability that the total number of
attendances in two consecutive days is exactly three.

{Lucknow Univ. B.Sc. 1990; Calcutta Univ. B.Sc.(Maths Hons.), 1986]

18. (a) Cards are drawn one by one from a full deck. What is the probability

that exactly 10 cards will precede the first ace. [Delhi Univ. B.Sc.,1988}
Ans 4—8x:4-—7xﬁx x?’—9 xi—ﬁ
5278517507 7T 43 42 T 4165

(b) kach of two persons tosses three fair coins. What is the probability that
they obtain the same number of heads.

1Y (3Y (3Y 1 5
Ans. [SJ + [8] + [8] + [ST = 16"
19. (a)Given that A, B and C are mutually exclusive events, explain why each
of the following is not a permissible assignment of probabilities.
(i) P(A)=024, PB)=04 and P(AUC)=02,
(ii) P(A)=07, P@®B)=01 and PBNOC)=03
(iii) P(A)=06, P(ANB)=05
(b) Prove that for n arbitrary independent events Ay, A,, ..., Aa
P(AlUAUAsU...UA)+PA)P @AY ...P@A)=1.
{c) Ay, A, ..., A, are n independent events with

PAY=1-L i=1,2,....n.
a

Find the value of P (A, WA, UA3 U ... UA,). (Nagpur Univ. B.Sc., 1987)

1

(d) Suppose the events A,, A, ..., A, are independent and that
P(A) = ; _: ] for 1<i<n.Find the probability that none of the n events

occuss, justignng each step in your calculations.
Ans. 1/(n+1)

20. (a) A denotes getting a heart card, B denotes getting a face card (King,
Queem or Jack), A and B denote the complementary events. A card is drawn at
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random from a full deck. Compute the following probabilities.

@) P (A), @)P(ANB), (i))P(AuB), (iv)P(ANB),

wv)P(AuUB).

Assume riatural assignment of probabilities.

Ans. (i) 1/4, (ii) 5/26; (iii) 1126, (iv) 3/5, (v) 21/26.

(b) A town has two doctors X and Y operating independently. If the probability
that doctor X is available is 0-9 and that for Y is 0-8, what is the probability that
at least one doctor is available when needed?  [Gorakhpur Univ. B.Sc., 1988]

Ans. 098

21. (a) The odds that a book will be favourably reviewed by 3 independent
critics are 5t0 2, 4 0 3 and 3.t0 4 respectively. What is the probability that, of the
three reviews, a majority will be favourable? [Gauhati Univ. BSc., 1987)

Ans. 209/343.

(b) A, B and C are independent witnesses of an event which is known to have
occurred. A speaks the truth three times out of four, B four times out of five and C
five times out of six. What is the probability that the occurrence will be reported
truthfully by majority of three witnesses?

Ans. 31/60.

(c) A man seeks advice regarding one of two possible courses of action from
three advisers who arrived at their recommendations independently. He follows the
recommendation of the majority. The probability that the individual advisers are
wrong are 0-1, 0-05 and 0-05 respectively. What is the probability that the man
takes incorrect advise ? {Gujarat Univ. B.Sc., 1987]

22. (a) The odds against a certain event are S t0 2 and odds in favour of another
(independent) event are 6 to 5. Find the chance that at least one of the events will
happen. (Madras Univ. B.Sc.,1987)

Ans. 52/717.

(b) A person takes four tests in succession. The probability of his passing the
first test is p, that of his passing each succeeding test is p or pf2 according as he
passes or fails the preceding one. He qualifies provided he passesat least three tests.
What is his chance of qualifying. [Gauhati Univ. B.Sc. (Hons.) 1988)

23. (a) The probability that a 50-years old man will be alive at 60 is 0-83 and
the probability that a 45-years old woman will be alive at 55 is 0-87. What is the
probability that a man who is 50 and his wife who is 45 will both be alive 10 years
hence?

Ans. 0-7221.

(b) It is 8:5 against a husband who is 55 years old living till he is 75 and 4:3
against his wife who is now 48, living till she is 68. Find thé probability that (i) the
couple will be alive 20 years hence, and (ii) at least one of them will be alive 20
years hence. ‘

Ans (i) 1581, (ii) 5981.
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(c) A husband and wife appear in an interview for two vacancies in the same
post. The probability of husband’s selection is 1/7 and: that of wife’s selection is
1/5. What is the probability that only onc of them will be selected ?

Ans. 2/7 [Dethi Univ. B.Sc.,.1986]

24, (a) The chances of winning of.two race-horses are 1/3 and 1/6 respective-
ly. What is the probability that atleast one will win when the horses are running
(a) in different races, and (b) in the same race?

Ans. (a)8/18 (b)1/2

(b) A problem in statistics is given to three students whose chances of solving
itare 1/2,1/3 and 1/4. What is the probability that the problerh will be solved?

Ans. 3/4 [Meerut Univ. B.Sc., 1990]

25. (a) Ten pairs of shoes are in a closet. Four shoes are selected at random.
Find the probability that there will be at least one pair among the four shoes
selected?

lOC‘ x- 24
DC4

(b) From 100 tickets numbered 1, 2, ... , 100 four are drawn at random. What
is the probability that 3 of them will bear number from 1 to 20 and the fourth will
bear any number from 21 to 100 ?

Z)C3 X SOCl

Ans, —M8M

100
Ca

26. A six faced die is so biased thatit is twice as likely to show an even number
as an odd rumber when thrown. It is thrown twice. What is the probability that the
sum of the two numbers thrown is odd?

Ans. 49

27. From a group of 8 children, 5 boys and 3 girls, three children are selected
at random. Calculate the probabilities that selected group contains (i) no girl,
(ii) only cne girl, (iii) one particular girl, (iv) at least one girl, and (v) more girls
than boys.

Ans. (i) 5/28, (ii) 15/28, (iii) 5/28, (iv)23/28, (v)2/1.

28, If threc persons, selected at random, are stopped on a street, what are the
probabilities that ;

¢a) all were born on a Friday;
(b) two were bom on a Friday and the other on a Tuesday;
(c) none was bom on a Monday.

Ans. (a)1/343, (b)3/343, (c)216/343.

29. (a) A and B toss a coin alternately on the understanding that the first who
obtains the head wins. If A starts, show that their respective chances of winning are
23 and 1/3.

(b) A, B and C, in order, toss a coin. The first one who throws a head wins. If
A starts, find their respectivre chances of winning. (Assume that the game may

Ans. 1
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continue indcfinitely.)

Ans. 471, 2/1, 1/7.

(c) A man alternately tosses a coin and throws a die, beginning with coin. What
is the probability that he will get a nead before he gets a “S or 6’ on die?

Ans. 3/4.

30. (a) Two ordinary six-sided dice are tossed.

(i) What is the probability that both the dice show the number 5.
(ii) What is the probability that both the dice show the same number.

(iii) Given that the sum of two numbers shown is 8, find the conditional
probability that the number noted on the first dice is larger than the number noted
on the second dice.

(b) Six dice are thrown simultaneously. What is.the probability that all will
show different faces?

31. (a) A bag contains 10 balls, two of which are red, three blue and five black.
Three balls are drawn at random from the bag, that is every ball has an equal chance
of being included in the three. What is the probability that

(i) the three balls are of different colours,
(ii) two balls are of the same colour, and

(iii) the balls are all of the same colour?

Ans. (i) 30/120, (ii) 79/120, (iii) 11/120.

(b) A is one of six horses entered for a race and is to be ridden by one of the
two jockeys B and C. It is 2 to 1 that B rides A, in which case all the horses are
equally likely to win, with rider C, A’s chance is trebled.

(i) Find the probability that A wins.
(i) What are odds against A’s winning?
[Shivaji Univ. B.Sc. (Stat. Hons.), 1992]

Hint. Probability of A’s winning

=P (Brides A and A 'wins)+ P (C rides A and A wins)
_2,1.1 3_5
“376 376 18
Probability of A’s losing= 1 -5/18=13/18.
Hence odds against A’s winning are : 13/18:'5/18, ie. 13:5.

32. (a) Two-third of the students in a class are boys and the rest girls. It is
known that the probability of a girl getting a first class is 0-25 and that of boy getting
a first class is 0-28. Find the probability that a student chosen at random will get
first class marks in the subject.

Ans. 027

(b) You need four eggs to make omelettes for breakfast. You find a dozen eggs
in the refrigerator- but do not realise that two of these are rotten. What is the
probability that of the four eggs you choose at random

(i) nose is rotten,
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(ii) exactly one is rotten?

Ans. (i) 625/1296 : (ii) 500/1296.

(c) The probability of occurrence of an event A is 0-7, the probability of
non-occurrence of another event B is 0-5 and that of at least one of A or B not
occurring is 0-6. Find the probability that at least one of A or B occurs.

[Mysore Univ. B.Sc., 1991]

33. (a) The odds against A solving a certain problem are 4 10 3 and odds in
favour of B solving the same problem are 7 to 5. What is the probability that the
problem is solved if they both try independently?  [Gujarat Univ.B.Sc., 1987)

Ans. 16/21

(b) A certain drug manufactured by acompany is tested chemically for its toxic
nature. Let the event ‘the drug is toxic’ be denoted by E and the event ‘the
chemical test reveals that the drug is toxic’ be denoted by F. Let P(E)=6,
P (F | E)= P (F | E)=1- 6. Then show that probability that the drug is not toxic
given that the chemical test reveals that it is toxic is free from 0 .

Ans. 12 [M.S. Baroda Univ. B.Sc., 1992]

34. A bag contains 6 white and 9 black balls. Four balls are drawn at a time.
Find the probability for the first draw to give 4 white and the second draw to give
4 black balls in each of the following cases :

(i) The balls are replaced before the second draw.
(ii) The balls are not replaced beforé thé second draw.
[Jammu Univ. B.Sc., 1992]
6 9 6 9
Ans. (i) TC‘ X TC‘ (ii) TC' X TC‘
Cs (o Cs Ci

35. The chances that doctor A wiil diagnose a disease X correctly is 60%. The
chances that a patient will die by his treatment after correct diagnosis is 40% and
the chance of death by wrong diagnosis is 70%. A patient of doctor A, who had
disease X, died. What is the chance that his disease was diagnosed correctly?

Hint. Let us define the following events:

E, : Disease X is diagnosed correcily by doctor A.
E, : A patient (of doctor A) who has disease X dies.

Then we are given :
P (E\)= 06 = P(E)=1-06=04
and P(E,|E)=04 and P(E|E)=07

P(E, N Ez) P(ExNEy) 6
P (Ez) P (E] N E,) +P (E] N Ez) 13

36. The probability that ai least 2 of 3 people A, B and C will survive for 10
years is 247/315. The probability that A alone will survive for 10 years is4/105 and
the probability that C alone will die within 10 years is 2/21. Assuming that the
events of the survival of A, B and C can be regarded as independent, calculate the

We wantP (E, | Ey) =
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probability of Surviving 10 years for each person.

Ans. 3/5, 57, 7/9.

37. A and B throw alternately a pair of unbiased dice, A beginning. A wins if
he throws 7 before B throws 6, and B wins if he throws 6 before A throws 7. If A
and B respectively denote the events that A wins and B wins the series, and a and
b respectively denote the events that it is A’s and B’s turn to throw the dice, show
that

(1)P(A|a)--—+ P(Alb) (u)P(A|b)- P(A|

(iii)y PB | a)= = P(B | b),and (iv) PB | b)= —+ == P(B|

Hence or- ot.herwnse, find P (A | a) and P (B | a). Also commem on the result
that P(Ala)+P(Bla)=1.

38. A bag contains an assortment of blue and red balls. If two balls are drawn
at randon, the probability of drawing two red balls is five times the probability of
drawing two blue balls. Furthermore, the probability of drawing one ball of each
colour is six times the probabililty of drawing two blue balls. How many red and
blue balls are there in the bag?

Hint. Let number of red and blue balls in the bag be r and b respectively. Then

p1= Prob. of drawing two red balls = Zr_-;—g)((rr—:lb):_ﬁ
__b(b=l
(r+b)y(r+b-1)

_ . ) _ 2br
p»= Prob. of drawing one red and one blue ball _-[__——(r+ D +bo l)]-

p2= Prob. of drawing two blue balls =

Now p1=5p; and p;=6p;

o r(r=1)=5@®b-1 and 2br=6b(b-1)

Hence b=3andr=6.

39. Three newspapers A, B and C are published in a certain city. Itis estimated
from a survey that 20% read A;16% read B, 14% read C, 8% read A and B, 5% read
Aand C, 4% read B and C and 2% read all the thrce newspapers. What is the
probability that a normally chosen person

(i) does not read any paper,  (ii) does not read C
(iii) reads A but not B, (iv) reads only one of these papers, and
(v) reads only two of these papers.

Ans, (i)0-65, (ii)0-86, (iii) 0-12, (iv) 022, (v)'0-11.

40. (a) A dic is thrown twice, the event space S consisting of the 36 possible
pairs of outcomes (a,b) each assigned probability 1/36. Let A, B and C denote the
following events :

A=((a,b)|aisodd),B = ((a,b) | bisodd}, C = {(a,b) ) a + bisodd.}

Check whether A, B and C are independent or independent in pairs only.

{Calcutta Univ. B.Sc. Hons., 1985]
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(b) Eight tickets numbered 111,121, 122, 122, 211, 212, 212, 221 are placed
in a hat and stirred. One of them is then drawn at random. Show that the-event A :
"the first digit on the ticket drawn will'be 1", B : "the second digit on the ticket
drawn will be 1" and C : "the third digit on the ticket drawn will be 1", are not
pairwise independent although

P(ANnBNC)= PA)P (B)P(C)

41. (a) Four identical marbles marked 1, 2, 3 and 123 respectively are put in
an um and one is drawn at random. Let A;, (i =1, 2, 3), denote the event that the
number i appears on the drawn marble. Prove that the events A;, A2and A, are
pairwise independent.but not mutually independent.

[Gauhati Univ. B.Sc. (Hons.), 1988)

Hint. P«(A))=7=P (A2)=P (As);; P(ArA2)=P (A Ay) =P (A2 A)) =',l§

P (A| A2A3) ==

(b) Two [air dice are thrown independently. Define the following events :
A : Even number on the first dice
B : Even number on the second dice.
C : Same number on both dice.

Discuss the independence of the events A, B and C.

(c) A die is of the shape of a regular tetrahedron whose faces bear the numbers
111, 112, 121, 122. A,, A», A3 are respectively the events that the first two, the
last two and the extreme two digits are the same, when the die is tossed at random.
Find whether or not the events A1, Az, As are (i) pairwise independent, (ii) mutually
(i.e. complctcly) independent. Determine P (4, | A, A3) ) and explain its value by
by argument. [Civil Services (Main), 1983]

42. (a) For two events A and B we have the following probabilities:

P(A):P(AlB):% and P (B | A)=-;~.

Check whether the following statements are true or false :
(i) A and B are mutually exclusive, (ii) A and B are independent, (iii) A isa

subeventof B, and (iv) P (A | B) ==

Ans. (i) False, (ii) True,, (iii) False, and (iv) True.
(b) Consider two events A and B such that P (A)y=1/4,P (B | A)=1/2,
P (A | B)=1/4.Foreach of the following statements, ascertain whether it is true
or false :
(i) Aisasub-eventof B, (ii) P(A | B)=3/4,
(i) PAIB)+ PA|B)=1

43. (a) Let A and B be two events such that P (4) = = and PB)=

oolu;
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Show that
[0 ["(AUB)Z , @) 3 <P(Af\B) ,and (iif) -;'SP(Aﬁﬁ)S*

[Coimbatore Umv. B. b Nov. 1990; Delhl Univ. B.Sc.(Stat. Hons.),1986}
(b) Given two events A and 8. If the odds against A are 2 to 1 and those in
favour of AL B are 3 1o 1, show that
5 3
125 SPB<
Give an example in whlch P (B)=3/4 and one in which P (B)=5/12.
44. Let A and B be events, neither of which has probability zero. Prove or
disprove the following events :
(i) Il A and B are disjoint, A andB are independent,
(ii) If A and B are independent, A and B are disjoim

45. (a) It is given that P (A U Ay = P (AN A= and P@A)=+

where P (A,) stands for the probability that Az does not happcn. Dctermme
P (A1) and P (A2).
Hence show that A, and A, are independent.

Ans. P(A,)‘=%. PA)==
(b) A and B are events such that
P(AUB)=4§, P(AnB):%' and P (A)=

Find (i) P(A), (ii) P (B) and (iii) P(A NB).
(Madras Univ. B.E., 1989)

W

Ans. (i) 1/3, (ii) 2/3 (iii) 1/12.

46. A thicf has a bunch of nkeys, exactly one of ‘which fits a lock. If the thief
tries 1o open the lock by trying the keys at random, what is the probability that he
requires exactly k attempts, if he rejects the keys already tried? Find the same
probability if he does not reject the keys already tried.

(Aligarh Univ. B.Sc., 1991)
l -

Ans. (i) ;l;, 'n

(b) There are M ums numbered 1 to M and M balls numbered 1 10 M. The balls
are inserted randomly in the urns with one ball in each umn. If a ball is put into the
urn bearing the same number as the ball, a match is said to have occurred. Find the
probability that no match has occurred. " [Civil Services (Main), 1984]

Hint. See Example 4-54 page 4-97.

47. Tf n letters are placed at random in n correctly addressed envelopes, find:
the probability that

(i) none of the letters is placed in the correct envelope,

-1
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(ii) Atleast onc letter goes to the correct envelope,
(iii) All letters go to the correct envelopes.
[Delhi Univ. B.Sc. (Stat Hons.), 1987, 1984)
48. An urn contains n white and m black balls, a second um contains N white
and M black balls. A ball is randomly wransferred from the first to the second um
and then from the second to the first um. If a bal] is now selected randomly from
the first urn, prove that the probability that it is white is
n_ ., mN — nM
n+m  (n+my(N+M+1)
{Delhi Univ., B.Sc. (Stat.Hons.) 1986]
Hint. Let us define the following events :
B; : Drawing of a black ball from the ithum, i=1,2.
W; : Drawing of a white ball from the-ithum, i=1,2.
The four distinct possibilities for the first two cxchanges are B, W,, B, B,,
W\ B3, W, Wa . Hence if E denotes the event of drawing a white bali from ‘the first
urn after the exchanges, thep
P(E)= P (B\W.E) + P (B\ B2E) + P (W, B E) + P (W, W, E) ¥
We have :

N
P(B, W:E)=P(B)) . P(W2.| B)) P(E | B, W)) = m’:n X X :::L

m M+ 1 n
P(B,B,E)=P(B)).PB: | B)).P(E | B, By) = X MaNT T e
N _ n M n-1
P(W,B2E)=P(W)) . PB: | W) .PE | Wi Ba= " x e e =
N+1 n

P(W\W2E)=P(W,) P(W, | Wy) PE | W, Wy)= m’l XX

Substituting in (*) and simplifying we get the result.

49. A particular machine is prone to three similar types of faults A,, A2and
As. Past records on breakdowns of the machine show the following : the probability
of a breakdown (i.e., at least one fault) ic 0-1; for each i, the probability that fault
A; occurs and the others do not is 0-02 ; for each pair i, j the probability that A; and
A; occur but the third fault does not is 0-012. Determine the probabilities of

{a) the fault of type A, occurring irrespective of whether the other faults occur
or not,

(b) a fault of type A, given that A, has occurred,

(c)tfaults of type A; and A, given that A; has occurred.

(London U. B.Sc. 1976]
50. The probability of the closing of each relay of the circuit shown below is

given by p. Il all the relays function independently, what is the probability. that
circuit exists between the terminals L and R?
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1 2

1t
L .

3

Ans. p*(2-pY.

49. Bayes Theorem. If E,,E;, ...,E, are mutually disjoint events with
P(EY£0,(=1,2,...,n) then for any orbitrary event A which is a subset of

n
U E. such that P (A) > 0, we have
i=1
PENPAIE;
Pl a=LELALE) L@
L PE)PAIEY
i=1
n
Proof. Sincc Ac v E; ,we have
i=1
n n
A=An(V E)= UANE) (By distributive law]
i=1 i=1
Since (AN E)cE; (i=1,2,..., n) are mutually disjoint events, we havc by
addition theorem of probability (or Axiom 3 of probability)

n n n
PA)=Plu (ANE)= EPANE)= TPE)PA|E), w(*)
i=1 i=1 i=1
by compound theorem of probability.
Also we have
PANnE)= PP (E | A) |
P(ANE) PE)PAIE)
P (E:| A)= YRR
LPE)PA|E)
i=1

Remarks. 1. The probabilities P (E,), P (E3). ..., P (E,) are termed as the ‘a
priori probabilities’ because they exist before we gain any information from the
experiment itself.

2. The probabilities P (A |E),i=1,2, ..., n are called ‘likelihoods’ becausc
they indicate how likely the event A under consideration is to occur, given cach
and every a priori probability.

3. The probabilities P(E; [ A), i= 1, Z, ..., n arccalled ‘posterior probabilities’
because they are determined after the resu}ts of the experiment are known.

4. From (*) we get the following important résult:

"If the events E,, Es, ..., E, constitute a partition of the sample space S and
P{E)#0,i=1,2,...,n,then for any event A in §' we have

[From {*)]
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n n
P(A)= ZPANE)= ZPE)P(A|E) (412 4a)
i=1 i=1

Cor. (Bayes theorem for future events)

The probability of the materialisation of another event C, given

P(ClANE),P(CI|ANE),...,P(CI|ANE) is

IPEPAIEPECIEAA
P(C A== : (412 )

n
LZPE)P(A | E)
i
Proof. Since the occurrence of event A implies the occurrence of one and only
one of the events E,, E, ..., E., theevent C (granted that A has occurred) can occu
in the following mulually exélusive ways:
CnE,CNnE,...CNE,
ie., C=(CNnE)U({CNnE)L..U(CNE)
= ClA=[(CAE)|AIVI(CAE) | Alu...UICNE)|A]
 P(ClA=PUCAE)|IAl+P[(CAE) | Al+.+P[(CAE)| Al

LP(CAE)| A]

i=1

T P(E A PIC|(EnA)

i=1

Substituting the value of P (E; | A) from (*), we get

§ PE)PA|E) P(C|EnaA)
P(ClA)=l=l

§ PE)P(A | E)

i=1
Remark. It may happen that the materialisation of the event E; makes C
iddependent of A, then we have '
A P(C|E nA)=P(CI|E),
and the above.formula reduces to

§ PE)PATE) P(C|E)-
P(C| A==

..(4:12¢)

;:.P(E;)P(A | E)
i=1

The event C can be considered in regard to A as Futuré Event.
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Example 4-30. In 1989 there were three candidates for the position of
principal - Mr. Chatterji, Mr. Ayangar and Dr. Singh - whose chances of getting
the appointment are in the proportion 4:2:3 respectively. The probability that Mr.
Chatterji if selectéd would introduce co-education in the college is 0-3. The
probabilities of Mr. Ayangar and Dr. Singh doing the same are respectively 0-5
and 0-8. What is the probability that there was co-education in the college in 1990?

[Delhi Univ. B.Sc.(Stat. Hons.), 1992; Gorakhpur Univ. B.Sc., 1992]

Solution. Let the cvents and probabilitics be defined as follows:
A : Introduction of co-cducation
E, : Mr. Chatterji is sclected as principal
E; : Mr. Ayangar is sclected as principal
Es: Dr. Singh is sclected as principal.
Then

4
P (L) = g P (Ey)= % and P (Ey) =

O W

Pl E|)=l3—0, P(A|E2)='i§6 and P(A1E)=—=

8
10
o PA=PIANE)UANE)U(ANE)))
=PANE) + P(ANE) + P(ANEy)
PE)P@AIE) + P(ENPAIE) + P(EP(A| Ey)
4 3 2 5 3 8 23 :

"9 1079 107910 " 35
Example. 4-31. The contents-of urns 1, Il and Ill are as follows:
1 white, 2 black and 3 red balls,
2 white, 1 black and I red balls, and
4 white, S black and 3 red-balls.
One urn is chosen at random and two balls drawn. They happen Jo be white
and red. What is the probability that they come from urns 1, Il or Ill ?

{Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution.Let E,, E,, and E3 denote the events that the urn I, IT and I11 is chosen,

respectively, and let A be the event that the two balls taken from the selected urn
are white and red. Then

P(E)= P (E)= P(Es)=~

3
1x3 1 2x1 1
= = — E,) = = —
P@A|E) ., 5.P(AI 2) i, 3
and PAIE)=223_2
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Hence -
P& A)= 5@) P(A|Ey)
SPE)P(A|E)
i= -
1.1
_ .33 _ 35
375737373711
Similarly
- 3711 30
A W VAP
375737373711
1. 55 _ 30 _ 33
PEVA=1- 115 - 115 = Tig

Example. 4-32. In answering a question on a multiple choice test a student
either knows the answer or he guesses. Let p be the probability that he knows the
answer and 1-p the probability that he guesses. Assume that a student who guesses
at the answer .Jill be correct with probability 115, where S is the number of
multiple-choice alterhatives. What is the conditional probability that a student
knew the answer to a question given that he answered it correctly?

[Delhi Univ. B.Sc. (Maths Hons.), 1985}

Solution. Lét us define the following-e¢vents:

E, : The student knew the right answér,
E: : The student guesses the right answer.
. A : The student gets the right answer,
Then we are given
P(E)=p, P(E)=1-p, P(A|E)=1/5
Pl E,) = P [student gets the right answer given that he knew the right
answer] = 1
We want P (£, | A).
Using Bayes’ rule, we get : |
_ P(E):P(A El) _ pxl _ 52
PE | A= E @ £+ P PATE px1+(1p)x]) “4p+l

Example 4-33./na boltfactory machinesA, B and C manufacture respectively
25%, 35% and 40% of the total. Of their output 5, 4, 2 per cent are defective bolts.
A bolt is drawn at random from the product and is found to be defective. What are
the probabilities that it was manufactured by machines A, B and C?
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Solution. Let Ey, F, and Es denote the events that a bolt.selected at ratidom
ismanufactured by the machines A, B and C respectively and let E denote the event
of its being defective. Then we have

P (E\)=0:25, P (E2) =035, P (E3) = 0-40

The probability of drawing a deféctive bolt manufactured by machine A is
P(E | E))=005.

Similarly, we have

P(E | E))=004,and P (E | E5)=002

Hence the probability that a defective bolt selected-at random is manufactured

by machine A is given by

PE | E)= P(El)P(EIEI)
}: P(E)P(E| E)
(=1
0:25 x 0-05 _l125 25
~025% 005 +035x 004 + 040 x 002 345 69
Similarly
e 0-35 x 0-04 _ 140 28
P (B | )= 55 505 + 035 X 004+ 040X 002 ~ 345 ~ 69
and
-1-25_28_16
PE|IE)y=1-PE&E | E)+PE | E)]=1 =" %%

This example illustrates one of the chief applications of Bayes Theorem.

EXERCISE 4 (d)

1. (a) State and prove Baye’s Theorem.

(b) The set of events A, , (k=1,2, ..., n) are (i) exhaustive and (ii) pairwise
mutually exclusive. If for all k the probabilities P (A:) and P (E | Ai) are known,
calculate P (A, ] E), where E is an arbitrary event. Indicate where conditions (i) and
(ii) are used.

(c) The events E,, E,, ..., E. are mutually exclusive and E=E, U E,u ..
UE,. Show that if P(A| E) =P @B|E);i=1, 2, .., n, then P(A | E)-
P(B'| E). s this conclusion true if the eventsE; are not mutually exclusive?

(Calcutta Univ, B.Sc. (Maths Hons.), 1990}

(d) What are the criticisms against the use of Bayes theorem in probability
theory. [Sri . Venketeswara Univ. B.Sc., 1991]

(e) Using the fundamental addition and multiplication rules of probability,
show that

P(B)P(A|B)
P@B)P(AIB)+ P(B)P(A|B)
where B is the event complementary to the event B. '
[Dethi Univ. M.A. (Econ.), 1987]

PB|A)=
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2. (a) Two groups are compceting for the positions on the Board of Directors
of a corporation. The.probabilitics that the first and sccond groups will wiil are 0-6
and 0-4 respectively. Furthermore, if the first group wins the probability of
introducing a new product is 0-8 and the corresponding probability il the second
group wins is 0-3. What is the probability that the new product will be introduced?
Ans. 06x08+04x03=06

(b) The chances of X, Y, Z becoming managers ol a certain company are 4:2:3.
The probabilities that bonus scheme will be introduced if X, Y, Z become managers,
are 0-3, 0-5 and 0-8 respectively. If tie bonus scheme has been introduced, what is
the probability that X is appointed as the manager.

Ans. 051

(c) A restaurant serves two special dishes, A and B to its customers consisting
of 60% men and 40% women. 80% of men order dish A and the rest 8. 70% of
women order dish B and the rest A. In what ratio of A 10 8 should the restaurant
prepare the two dishes? (Bangalore Univ, B.Sc., 1991)

Ans. PA)=P{ANnMUEAnW)]=06x08+04%x03=06

Similarly P (B) =0-4. Required ratio=0-6 : 0-4 =3 : 2.

3. (a) There arc three ums having the following compositions of black and
white balls, .

Um 1: 7 white, 3 black balls
Um 2: 4 white, 6 black balls
Um 3.: 2 white, § black balls.

One of these umns is chosen at random with probabilities 0-20, 0-60 and 0-20
respectively. From the chosen umn two balls are drawn at random without replace-
ment. Calculate the probability that both these balls are white.

Ans. 8/45. (Madurai Univ. B.Sc., 1991)

(b) Bowl I contain 3 red chips and 7 blue chips, bowl 11 contain 6 réed chips
and 4 blue chips. A bowl is selected at random and then 1 chip is drawn from dhis
bowl. (i) Compute the probability that this chip isred, (ii) Relative to the hypothesis
that the chip is red, find the conditional probability that it is drawn from bowl I1.

[Delhi Univ. B.Sc. (Maths Hons.)1987]

(c) Ina factory machines A and B are producing springs of the same type. Of
this production, machines A and B produce 5% and 10% defective springs,
respectively. Machines A and B produce 40% and 60% of the total output of the
factory. One spring is selected at random and it is found to be defective. What is
the possibility that this defective spring was produced by machine A ?

' [Delhi Univ. M.A. (Econ.),1986]

(d) Um A contains 2 white, 1 black and 3 red balls, um B contains 3 white, 2
black and 4 red balls and urn C contains 4 white, 3 black and 2 red balls. One urn
is chosen at random and 2 balls aré drawn. They happen to be red and black. What
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is the probability that both balls came from urn ‘B’ ?
[Madras U. B.Sc. April; 1989)

(e) Um X,, X, X3, each contains S red and 3 white balls. Ums Y, Y, each
contain 2 red and 4 white balls. An um is selected at random and a ball is drawn.
It is found to be red. Find the probability that the bail comes out of the umns of the
first type. [Bombay U. B.Sc., April 1992]

(N Two shipments of parts are received. The first shipment contains 1000 parts
with 10% defectives and the second shipment contains 2000 parts with 5%
defectives. One shipment is selected at random. Two parts are tested and found
good. Find the probability (a posterior) that the tested parts were selected from the
first shipment. [Burdwan Univ. B.Sc. (Hons.), 1988]

(g) There are three machines producing 10,000 ; 20,000 and 30,000 bullets
per hour respectively. These machines are known to produce 5%, 4% and 2%
defective bullets respectively. One bullet is taken at random from an hour’s
production of the three machines. What is the probability that it is defective? If the
drawn bullet is defective, what is the probability that this was produced by the
sccond machine? [Delhi Univ. B.Sc. (Stat. Hons.), 1991]

4. (a) Three urns are given each containing red and white chips as indicated.

Um1:6red and 4 white.
Um2:2red and 6 white.
Um3:1red and 8 white.

(i) An umn is chosen at random and a ball is drawn from this urn. The ball is
red. Find the probability that the um chosen wasum [ .

(ii) An umn is chosen at random and-twq balls are drawn without replacement
from this urn. If both balls are red, find the probability that urn I was chosen. Under
these conditions, what is the probability that urn I1I was chosen.

Ans. 108/173,112/12,0 [Gauhati Univ. B.Sc., 1990]

(b) There are ten urns of which each of three contains 1 white and 9 black balls,
each of other three contains 9 white and 1 black ‘ball, and of thé remaining four,
each contains § white and 5 black balls. One of the ums is selected at random and
a ball taken blindly from it turns out to be white. What is the probabililty that an
urn containing 1 white and 9 black balls was selected? ngra Univ. B.Sc., 1991)

Hint: P (E)= 13 P(Ey)=15 and P (Es)=
Let A be the event of drawing a whne ball.

3,1 . 3.9 4. 5_1
P@)= 10"10*10 10““10>< 10° 2
PA|E)= 1g 2d P(E||A)—%

{c) It is known that an umn containing altogether 10 balls was- filled in, the
following manner: A coin was tossed.10 times, and according as it showed heads
Or wails, one white or one black ball was put into-the um. Balls are drawn, from this
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urn one at a time, 10 times in succession (with replacement) and every one turns
out to be white. Find the chance that the urn contains nothing but white balls.

Ans, 0-0702.

5. (a) From a vessel containing 3 white and 5 black balls, 4 balls are
transferred into an empty vessel. From this vessel a ball is drawn and is found to
be white. What is the probability that out of four balls transferred, 3 are white
and 1 black. [Delhi Uni. B.Sc. (Stat. Hons.), 1985]

Hint. Let the five mutually exclusive events for the four balls transferred be
Ey, E|, E,, E;, and E,, where E; denotes the event that i white balls are
transferred and let A be the event of-drawing a white ball from the new vessel.

5C, 3c, xs5C 3IC,x5C
Then P (Bo) =3¢, ,P(E.)=—;C4——1,P E)=—%c—
P (E3) = C’C and P(E;)=0

Also P(AIEp) =0,P(A IE.)—— P(AIEZ)-4,(AIE~4)—

and P(A1E,) = 1. Hence P(E31A) = 7

(b) The contents of the urns 1 and 2 are as follows :
Urn 1 : 4 white and 5 black balls.
Urn 2 : 3 white and 6 black balls. -

One urn is chosen at random and a ball is drawn and its colour noted and
replaced back to the urn. Agam a ball is drawn from the same urn, colour noted
and replaced. The process is repeated 4 times and as a result one ball of white
colour and three balls of black colour are obtaine 3. What is the probability that

the urn chosen was the urn 1 ? (Poona Univ. B.E., 1989)
Hint. P(E)=P(E)=1/2,
P (A E))=4/9, 1-P(AIE)=5/9

P(AIEy)=1/3, 1-PAIE)) =
The probability that the urn chosen was the urn |
3

25 (5)
L5

(¢) There are five urns numbered | to 5. Each urn contains 10 balls. The ith
urn has i defective balls and 10 — i non-defective balls; i=1,2,... 5. An urn is
chosen at random and then a ball is selected at random from that urn. (/) What is
the probability that a defective ball is sclected ?

(i) 1If the selected ball is defective, find the probability that it came from
urni, (i=1,2, ..., 5). [Delhi Univ. B.Sc. (Maths Hons.), 1987]

Hint.: Define the following events :

E;: ith urnis selected at random.
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A : Defective ball is selected.

P(E)=1/5;i=1,2,..,5. -

PAI|E)=P [Dcfecuve ball from ithurn]=i/10,(=1,2,..,5)
i

PE).FAI|E)= 1—0—% , (i=1,2,..,5).
- 5 5 .
. _ i 142434445 3
(i) P(A) ‘-ZP(E)P(A|E) ,_1[50] % =5
(i) PE|a=LEIPA lE) _i/s0_ i ., Yy s

TPE)PAIE) 3/10 15
{

For example, the probability that the defective ball came from Sth um
=(5/15)=1/3.

6. (a) A bag contains six balls of different colours and a ball is drawn from it
at random. A speaks truth thrice out of 4 times and B speaks truth 7 times out of 10
times. 1f both A and B say that a red ball was drawn, find the probability of their
joint statement being true.

[Delhi Univ. B.Sc. (Stat. Hons.),1987; Kerala Univ. B.Sc.1988)

(b) A and B are two very weak students of Statistics and their chances of
solving a problem correctly are 1/8 and 1/12 respectively. If the probability of their
making a common mistake is 1/1001 and they obtain the same answer, find the
chance that their answer is correct. [Poona Univ. B.Sc., 1989]

- B x 2 13

Ans. Reqd. Probability = x izt (1= ). (1 = %12). ‘/1001

7. (a) Three boxes, practically indistinguishable in appearance, havc two
drawerseach. Box 1.contains a gold coin in one and a silver coin in the other drawer,
box 1I contains a gold coin in each drawer and box 111 contains a silver coin in each
drawer. One box is chosen at random and one of its drawers is opened at random
and a gold coin found. What is the:probability that the other drawer contains a coin
of silver? (Gujarat Univ. B.Sc., 1992)

Ans. 1/3,173.

(b) Two cannons No. 1 and 2 fire at the same target. Cannon No. 1 gives.on
an average 9 shots in the time in which Cannon No. 2 fires 10 projectiles. Buton
an average 8 outof 10 projectiles from Cannon No. 1 and 7 outof 10 from Cannon
No. 2 strike the target. In the course of shooting, the target is struck by one
projectile. What is the probability of a projectile which has struck the target
belonging to Cannon No. 2 ? (Lucknow Univ. B.Sc., 1991)

Ans. 0493 )

(c) Suppose 5 men out of 100 and 25 women out of 10,000 are colour blind.
A colour blind person is chosen at random. What is the probability of his being
male? (Assume males and females to be in equal number.)

Hint. E, = Person is a male, E,=Person is a female.
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A =Person is colour blind.

Then P(E)=P(E)=V2, P(A| E1)=005, P (A | E2)= 0-0025.

Hence find P (E, |.A).

8. (a) Threce machines X, Y, Z with capacities proportional to 2:3:4 are
producting bullets. The probabilities that the machines produce defective are 0-1,
0-2 and 0-1 respectively. A bullet is taken from a day’s production and found to be
defective What is the probability that it came from machine X ?

[Madras Univ. B.Sc., 1988]

(b) In a factory 2 machines M, and M, are used for manufacturing screws
which may be uniquély classified as good or bad. M, produces per day n; boxes of
screws, of which on the average, p\% are bad while the corresponding numbers for
M; are n, and p.. From the total production of both M, and M, for a certain day, a
box is chosen at random, a screw taken out of it and it is found to be bad. Find the
chance that the selected box is manufactured (i) by M\, (ii) Ma.

Ans. (i) mip/(mpr+n2p2), (i) napy/(mipr+nps).

9. (a) A man is equally likley to choose any one of three routes A, B, C from
his house to the railway station, and his choice of route is.not influenced by the
weather. If the weather is dry, the probabilitics of missing the train by routes A, B,
C are respectively 1/20, 1/10, 1/5. He sets out on a dry day and misses the train,
What is the probability that the route chosen was C ?

On a wet day; the respective probabilities of missing the train by routes A, B,
Care 1/20, 1/5, 1/2 respectively. On the average, one day in four is wet. If he misses
the train, what is the probability that the day was wet?

[Allahabad Univ. B.Sc., 1991)

(b) A doctor is to visit the patient and from past experience it is known that
the probabilities that he will come by train, bus or scooter are respectively 3/10,
1/5, and 1/10, the probabililty that he will use some other means of transport being,
therefore, 2/5. If he comes by train, the probability that he will be late is-1/4, if
by bus 1/3 and if by scooter 1/12, if he uses some other means of transport it can
be assumed that he will not be late. When he arrives he is late. What is the
probability that (i) he comes by train (ii) he is not_late?

[Burdwan Univ. B.Sc. (Hons.), 1990]

Ans. (i) 12, (ii)9034

10. State and prove Bayes rule and expalin why, in spite of its easy deductibility
from -the postulates of probability, it has been the subject of such extensive
controversy.

In the chest X-ray tests, it is found that the probability of detection when a
person has actually T.B. is0-95 and probabililty of diagnosing incorrectly as having
T.B. is 0-002. In a cenain city 0-1% cf the adult population is suspected to b
suffering from T.B. If an adultisselected at random and is diagnosed as having
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T.B. on the basis of the X-ray test, what is the probability of his.actually having a
T.B.? (Nagpur Univ. B.E., 1991)
Ans. 097
11. A centain transistor is manufactured at three factories at Barnsley, Bradford
and Bristol. 1t is known that the Barnsley factory produces twice-as many transistors
as the Bradford one, which produces the same number as the Bristol one (during
the same period). Experience also shows that 0-2% of the transistors produced at
Bamsley and Bradford are faulty and so are 0-4% of those produced at Bristol.
A service engineer, while maintaining an electronic equipment, finds a defec-
tive transistor. What is the probability that the Bradford factory is to blame?
(Bangalore Univ. B.E., Oct. 1992)
12. The sample space consists of integers from 1 to 2n which are assigned
probabilities proportional to their logarithms. Find the probabilities and show that
the conditional probability of the integer 2, given that an even integer occurs, is
log 2
[nlog2+ log(n!)] (Lucknow Univ. M.A., 1992)
[Hint. Let E; : the event that the integer 2i is drawn, (i=1,2, 3, ...,n).
A : the event of drawing an even integer.

n
= A= E\VE,L...VE, = P(A)= ZP(EJ
i=1

But P(E)=klog(2) (Given)
P(A)=k I log(2i)=klog'_ﬁ Qi)= k[nlog2+ log (n!)]

i=1 i=1
log (%)
_ [nlog2+ log(n'))

13. In answering a question on a multiple choice test, an examinee either
knows the answer (with probability p), or he guesses (with probability 1 - p).
Assume that the probability of answering a question correctly is unity for an
examinee who knows the answer and 1/m for the examinee who guesses, where m
is the number of multiple choice alternatives. Supposing an examinee answers a
question correctly, what is the probability that he really knows the answer?

[Delhi Univ. M.C.A., 1990; M.Sc. (Stat.), 1989]

Hint. Let E, = The examinee knows the answer,

E; = The examinee guesses the answer,
and A = The examinee answers correctly.
Then P(E)=p, P(E)=1-p, P(A|lE)=1and PA | E)= I/m
Now use Bayes theorem to prove
- —mp
P(E | A)= T m-Dp

14. Die A has four red and two. white faces whereas die B has two red and four

white faces. A biased coin is flipped once. If it falls heads, the game continues by

P(E: | A=
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throwing die A, if it falls tails die B is to be used.
(i) Show that the probability of getting a red face at any throw is 1/2.

(ii) If the first two throws resulted in red faces, what is the probability of
red face at the 3rd throw?

(i) 1f red face tumns up at the first n throws, what is the probability that die
A is being used?

Ans. (ii) 3/5 (iii)

20
2"+1

15. A manufacturing firm produces steel pipes in three plants with daily
production volumes of 500, 1,000 and 2,000 units.respectively. According to past
experience it is known that the fraction of defective outputs produced by the three
plants are respectively 0.005, 0.008 and 0.010. If a pipe is selected at random from
a day’s total production and found to be defective, from which plant does that pipe
come?

Ans, Third plant. ‘

16. A piece of mechanism consists of 11 components, 5 of type A, 3 of type
B, 2 of type C and 1 of type D. The probability that any particular component will
function for a period of 24 hours from the commencement.of operations without
breaking down is independent of whether or not any other component breaks down
during that period and can be obtained from the following table:

Component type:ABCD

Probability:0-60-70-30-2

(i) Calculate the probability that 2 components chosen at random frorm the 11
components will both function for a period of 24 hours from the commencement
of operations without breaking down.

(ii) If at the end of 24 hours of operations neither of the 2 components chosen
in, (i) has broken down, what is the probability that they are both type C com-
ponents.

Hint.

1
"C

(i) Required probability = [°C: % (0-6)* +°C; (0-7)* + *C2 (0-3)*

2
+3C, x3Cy x 06 X 0-7 +°Cy X 2C, X (0-6) % (0-3)
+3C x'Ci x (0:6) X (0-2) + >Cy x *C, x 0T x 03
+3C, %10 x0Tx02+%C, x'C, x0-3x0-2]
=p (Say).
(ii) Required probability (By Bayes theorem)
_2c x 03} _ 009
4 4
4-10. Geometric probability. In rematk 3, § 4-3-1 it was pointed out that the
classical definition of probability fails if the total number of outcomes of an
experiment is infinite, Thus; for example, if we are interested in finding the
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probability that a point selected-at random in a given region will lie in a specificd
part of it, the classical definition of probability is modificd and extended to what
is called geometrical probability or probability in continuum. In this case, the
general ‘expression for probability ‘p’ is given by

_ Measure_of specified part of the region
p Measure of the whole region

where ‘measure’ refers to the length, area or volume of the region if we are dealing
with one, two or three dimensional space respectively.

Example 4-34. Two points are taken at random on the given straight line of
length a. Prove that the probability of their distance exceeding a given length

¢ (< a).is equal to (l —ﬁ ]z

[Burdwan Univ. B.Sc. (Hons.), 1992; Delhi Univ. M.A. (Econ.), 1987]
Solution. Let P and Q be any two points taken at random on the given straight
line AB of length ‘a’.Let AP =x and AQ =,
(0£x<a,0<y<a).
Then we want P{l x—y | >c}.
The probability can be easily calculated geumetrically. Plotting, the lines
x-y=cand y~ x= c along-the co-ordinate axes, we get the following diagram:

Y

Since0<x<a,0<y<a, total aréa=a.a=a".
Area favourable (o the event | x — y | > ¢ is given by

ALMN+A'DEF=-;-LN.MN+%EF'.DF
=2@-of+3@-c=Ga-cf
(a-c)’_

- _<
P(Ix-yl>c)——a1-——(l a]z
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Example 4-35. (Bertrand’s Problem). If a chord is taken at random in a
circle, what is the chance that its length | is not less than ‘a’ , the radius of the
circle?

Solution. Let the chord AB make an angle 6 with the diameter AOA ’ of the
circle with centre O and radius OA=a. Obviously 6 lies betwseen - /2 and n/2.
Since all the positions of the chord AB and
consequently all the values of 8 are equally
likely, 6 may be regarded as a random vari-
able whichis uniformly distributed c.f. § 8:1
over (- n/2, &/2) with probability density
function

f@)= % s —n/2<0< n/2

Z ABA’, being the angle in a semi-
circle,isarightangle. FromrA ABA’ we have
A= 08 0

= l=2a cos 0
Therequired probability ‘p’ is given by
p=P( 2 a)= P(2acos0 2 a)

=P(cos® 2 1/2)=P (10 | < n/3)
3 0%

3
=] f@0-= ; [ do= 3
-rn/3 -rn/3
Example 4-36. A rod of length ‘a’ is broken into three parts at random. What
is the probability that a triangle can be formed from these parts?
Solution. Let the lengths of the three. parts of the rod be x, y and a - (x + y).
Obviously, we have
x>0; y>0andx+y<a = y<a-=x «.(*¥)
In order that these three parts form the sides of a triangle, we should have

xX+y>a-(x+y) = y>5—x i

13

and x+ta-(x+y)>y = y<% > (%)

y+ta-(x+y)>x = y<-;-

since in a triangle, the sum of any two sides is greater than the third. Equivalently,
(**) can be written as

%—x<y<% A 0<x<92- w(*4%)

Hence, on using (*) and (**+), the required probability is given by
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a2 a2 a2 .
[ ] & | [%‘ (g-x]]dx
0 (@2)-x X = 0
a a-x a
[ | & [@-x ax
0 o0 0
"Xt lar2
_ 120 - a8 1
T |-@-x*a "2 4
2 o

Example 4.37. (Buffon’s Needle Problem). A vertical board is ruled with
horizontal parallel lines at constant distance ‘a’ apart. A needle of length | (< a)
is thrown at random on:the table. Find the probability that it will intersect one of
the lines.

Solution. Let y denote the distance froin the centre of the needle to the nearest
parallcl and ¢ be angle formed by the needle with this parallel. The quantities y
and ¢ fully determine the position of the needle. Obviously y ranges from 0 to
af2(sincel<a)and ¢ fromQtom.

Since the needle is dropped randomly, all possible values of y and ¢ may be
regarded as equally likely and consequently the joint probability density function
f(,9) of y and ¢ is given by the uniform

distribution.( c.f. § 8.1 ) by , : ‘
fO.9=k; 0s¢<m, ‘1
0<y<as2, ..(¥ /
where k is a constant. a \
The needle will intersect one of the
lines if the distance of its centre from the / A

line is less than 11sing, i.c., the required

event can be represented b)'/ the inequality
0<y<3 Isin ¢ . Hence.the required probability p is given by

x  (Isingy2
| £ 9) dy do
o= 0
. ® a/2
[ | ro.0aya
0 0
é[ sindd o

-0
T (@).m

I B L
T an 0 an
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EXERCISE 4 (e)

1. Two points are selected at random in a linc AC of length ‘@’ so as to lic on
the opposite sides of its mid-point O. Find the probability that the distance between
them is less than a/3 .

2. (a) Two points are selected at random on a line of length a. What is the
prabability that acne of three sections in which the line is thus divided is less than
a/4?

Ans. 1/16.

(b) A rectilincar segment AB is divided by a point C into two parts AC=q,
CB=b. Points X and Y are taken at random on AC and CB8 respectively. What is the
probability that AX, XY and BY can form a triangle?

(c) ABG is a straight line such that AB is 6 inches and BG is 5 inches. A pdint
Y is chosen at random on the BG part of the line. If'C lies between B and G in such
a way that AC=t inches, find

(i) the probability that Y will li¢ in BC.
(ii) the probability that’Y will lie in CG.

What can you say about the sum of these probabilities?

(d) The sides of a rectangle are taken at random each less than a and all lengths
are cqually likely. Find the chance that the diagonal is less than a.

3. (a) Three points are taken at random on the circumference of a circle. Find
the chance that they lie on the same semi- circle.

{(b) A chord is drawn at random in a given circle. What is the probability that
it'is greater than the side of an equilateral triangle inscribed in that circle?

(c) Show that the probability of choosing two points randomly from a line
segment of length 2 inches and their being at a distance of at least 1 inch from each
other is 1/4. {Delhi Univ. M.A. (Econ.), 1985]

4. A point is sclected at random inside a circle. Find the probability that the
point is closer to the centre of the circle than to its circumference.

S. Onc takes at random two points P and @ on a segment AB of length a

(i) What is the prooability for the distance-PQ being less than b ( <a J?
(i) Find the chance that the distance between them is greater than a given
length b.

6. Two persons A and B, make an appointment to meet on a certain day at a
certain place, but without fixing the time further than that it is to be between 2 p.m.
and 3 p.m and that each is to wait not longer than ten minutes for the other.
Assuming that each is independently equally likely to arrive at any time during the
hour, find the probability that they meet.

Third person C, is to be at the same place from 2-10 p.m. untif 2-40 p.m. on
the same day. Find the probabilities of C being present when A and B are there
together (i) When A and B remain after they meet, (ii) When A and B leave as soon
as they meet.
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Hint. Denote the times of arrival of A by x and of B by y. For the meeting to

take place it is necessary and sufficient that
| x-yl <10

We depict x and y as Cartesian coordinates in the plane; for the scale unit we
take one minute. All possible outcomes can be described as points of a aquare with
side 60. We shall finally get [c.f. Example 4-34, with a = 60, ¢ = 10] )

Pllx-y|<10]= 1-(5/6)’= 11/36

7. The outcome of an experiment are represented by points in the square
bounded by x=0, x =2 and y =2 in the xy-plane. If th¢ probability is distributed
uniformly, determine the probability that x* + y* > 1

Hint.

Required probability P (E) = J % dx dy = 1- J % dx dy
E E
where E is the region for which x*+)*>1 and E’ is the region for which
2 2
X +y <L

11
apE)=4-| [ ax dy=3 = P(E):%
00
8. A floor is paved with tiles, each tile. being a parallclogram such that thé
distance between pairs of opposite sides arc a and b respectively, the length of the
diagonal being . A stick of length ¢ falls on the floor parallel to the diagonal. Show
that the probability that it will lie entircly on one tile is

(-]

If a circle of diameter 4 is thrown on the floor, show that the probability that
it will lic on one tile is

d d
[1-2) (1-5) ‘
9. Circular discs of radius 7 are thrown at random on to a plane circular table
of radius R which is surrounded by. a border of uniform width 7 lying in' the same
plane as the table. If the discs are thrown independendy and at random, 2nd N stay

on the table, show that the probability that a fixed point on the table but not bn the
border, will be covered is

f2
L= [l"(Rw)’T
SOME MISCELLANEQUS EXAMPLES
. Example 4-38. A die is loaded in such a manner that for n=1,2,3,4,5,6 the
probability of the face marked n, landing on top When the die is rolled is propor-

tional to n. Find the probability that an odd number will appear on tossing the die.
[Madras Univ. B.Sc. (Stat. Main),1987]
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Solution. Here we-are given
P(nyecn or P (n)=kn, where kis the constant of proportionality.
Also P(1)+P(2)+..P6)=1 = k(1+2+3+4+5+6)=10rk=1/21

Required Probability = P(1) + P(3) + P(5) = “‘%2 %

Example 4-39. In.terms of probability :
p1=P(A), p2=P(B), ps=P(ANB), (p1,p2p3>0)
Express the following in terms of p;. .p2, ps
(a) PAUB), (bJPAUB), (c)PANB), (A PAUB), (e)P(ANB)
() PCANB), (g) P(A|B), ()P (B|A), (i) P[AN(AUB)
Solution,
(a) P(AUB)=1- P(AUB)= 1-[P(A)+ P(B)- P(AB)]
_ _=l-p-p+tps.
() P(AUB)=P(ANB)=1- P(ANB)=1- p,
(c) P(ANB)=P(B-AB)=P(B)-P(ANB)=n-ps
(d P(AUB)=P@)+ PB)-PANB)=1-pi+ po~ (P2— p3)
=1- nh+ p
() P(ANB)=PAUB)=1-pi— p+ ps. [Part (@)}
() P(ANB)=P(A- AnB)= P(A)- PANB)=p,—ps *
(8) P(A|B)=P(ANB)/P(B)= ps/p,
(k) P(BFA)= P(ANB)/P(A)= (pr—p3)/(1-p)
(i) P[ANAUB)I=P[(ANA)YU(ANB)]
= P(ANB)= p— ps (""AnA=¢]
Example 4-40. Let P(A) = p, P(A|B)=gq,P (B|A)=r. Find relations be-

tween the numbers p, q, r for the following cases :

(a) Events A and B are mwually exclusive.

(b) A and B are mutually exclusive and collectively exhaustive.
(c) Ais asubeventof B, B is a subevent of A.

(d) A and B are mutually exclusive.

[Delhi Univ. B.Sc. (Maths Hons.) 1985}
Solution, From givendata: P (A)=p, P(ANB)=P(A)P (B|A)=rp

_PANB)_1rp
PE®="7@B ~ ¢
(a) PANB)=0 = rp= 0.
(b) PANnB)=0and P(A)+ PB)=1
= p@+A=qmp=0 = pg=q = p=1Vq=0.
(¢c) AcB = AnB=A orrPANB)=PA) = rp=p = r=1Vp=0.
BgcA = ANnB=B or P(ANn B)=P(B)
= rp=(p/q) o p(g-1)=0 = g¢g=1
(d) PANB)=1-P(AUB) = 0=1-[PA)+P(B)-P(ANB)|
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So PA)+PB)=1+P(ANB) = pll+/@l= 1+rp
. p@+ nN=q(+ pr).

Exampled-41. (a) Twelve balls are distributed at random among three boxes.
What is the probability that the first box will contain 3 balls?

(b) If n biscuits be distributed aniong N persons, find the chance that a

ticular person receives r ( < n ) biscuits.  [Marathwada Univ. B.Sc. 1992]

Solution. (a) Since each ball can go'to'any one of. the-three boxes, there. are 3
ways in which a ball can go to any gne of the three boxes. Hence there are 32 ways
in which, 12 balls can be placed in the three boxes.

Number of ways in which 3 balls out of 12 can go to the first box is '*Cs. Now
the remaining 9 balls are to be placed in 2 boxes and this can be done in 2’ ways.
Hence the total number of favourable cases = '2Cy x 2°.

f 12C3 X 29
Required probability = T

(b) Take any one biscuit. This can be given to any on& of the N beggars so that
there are N ways of distributing any one biscuit. Hence the total number of ways
in which n biscuit can be distributed at random among N beggars

= N.N..N(ntimes)= N". .

'r’ biscuits can be given to any particular beggar in "C, ways. Now we are left
with (n— r) biscuits which are ‘to be distributed among the remaining (N — 1)
beggars and this can be done-in (N - 1)" " ways.

Number of favourable cases = "C, . (N - 1); ™"
"C,(N-1)""
N n

Example 4-42. A car is parked among N cars in a row, not.at either end. On
his return the owner finds that exactly r of the N pjaces are still occupied. What'is.
the probability that both neighbouring places are empty?

Solution. Since the owner finds on return shat exactly r of the N places
(including-owner’s car) arc occupied, the exhaustive number of cases for such an .
amangement is "~'C,., [since the remaining r - 1 cars are to be parked in the
remaining N — 1 places and this can'be done in ¥~'C,_, ways).

Let A denote the event that both the neighbouring places to owner’s car are
empty. This requires the remaining (r — 1) cars to be parked in ‘the remaining
N - 3 places and hence the humber of cases favourable 0 A is ¥~°C,_.. Hence

N3G, (N=r(N=-r-1)
PO= 55 = T - hv-2)

Hence, required probability =

Example 4-43. What is the probability that at least two out of n people have
the same birthday? Assume 365 days in a year and that all days are equally likely. .
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Solution. Since the birthday of any person can fall on any one of the 365 days,
the exhaustive number of cases for the birthdays of n persons is 365",
If the birthdays of all the n persons fall on different days, then the number of
favourable cases is
365(365-1)(365-2)....[365~(n-1)],
because in this case the birthday of the first person can fall on any one of 365 days,
the birthday of the second person can fall on any one of thé remaining 364 days
and so on.
Hence the probability (p) that birthdays of all the r persons are different s
given by :
_365(365-1) (365—-2)...[365-(n—-1)]
365"

- (-3 ) 365 ) 3 )- (-5

Hence the required probability that at least two persons have the same birthday

1 (1= (1= 2 (1= 2 ). (1=t
I=p=1 (1 365 ) ['1 365 ) [l 365 )[l 365 ]
Example 4-44. A five-figure number is formed by the digits-0, 1, 2, 3,4
(without repetition). Find the probability-that the number formed is divisible by4.

[Delhi Univ. B.Sc. (Stat. Hons.), 1990]

Solution. The total number of ways in which the five digits 0, 1,2, 3,4 canbe
arranged among themselves is 5!. Out of these, the number of arrangements which
begin with 0 (and, therefore, will give only 4-digited numbers) is 4!. Hence the
total number of five digited numbers that can be formed from the digits 0, 1, 2,3,
4is

is

51-4:1=120-24=96

The number formed will be divisible by 4 if the number formed by the two
digits on extreme right (i.e., the digits in the unit and tens places) is divisible by 4.
Such numbers are :

04,12,20,24,32,and 40

If the numbers end in 04, the_remaining three digits, viz.,1, 2 and 3 can b¢
arranged among themselves in 3 ! ways. Similarly, the number of arrangements of
the numbers ending with 20 and 40 is 3 ! in each case.

If the numbers end with 12, ihe remaining three digits O , 3 , 4 can be arranged
in 3 ! ways. Out of these we shall reject those numbers which start with 0 (i.e., have
0 as the first digit). There are (3-1) ! = 2! such cases. Hence, the number of five
digited numbers ending with 12 is

31-21=6-2=4
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Similarly the number of S.digited numbers ending with 24 and 32 each is 4.
Hence the total number of favourable cases is
Ix31+3x4 =18+12 =30

Hence required probability = 0_35

Example 4-45. (Huyghen's problem). A and B throw alternately with a pair
of ordinary dice. A wins if he throws 6 before B throws7, and B wins if he throws
7 before A throws 6. If A begins, show that hi's chance-of winning is 30/ 6]

[Delhi Univ. B.Sc. (Stat. Hons.), 1991; Delhi Univ. B.Sc.,1987)

Solution. Let E, denote the event of A’s throwing ‘6’ and E, the event of B’s
throwing ‘7 with a pair of dice. Then E, and E, are the complementary events.

‘6’ can be obtained with two dice in the following ways:

(1,5),(5,1 ) 2,4),4,2),(3,3), ie., inS distinct ways.
-3 =13l
P (E)) = and P(E,) 1- 36 36
‘7’ can be ob(amed wnth two dice, as follows:
1,6),(6,1),(2,5),(5,2),(3,4),(4,3), i.e., in 6 distinct ways.
P(E3) = 6_1 and P.(E)=1 —%: %
If A starts the-game, he will win in the following mutually exclusive ways:
(i) E)happens (ii) E, N E, N E, happens
(iii) E,NE,NE, NE,NE, happens, and so on.

Hence by addition theorem of probability, the required probability of A’s
winning, (say), P (A) is given by

P (A) = P (i) + P (ii) + P (iii) + ..

= P(E]) +P (E] f\Ezﬁ E]) +P (E] (\Ezﬁfl (\EQ(\E])'F voee
= P(E\) + P(E,) P(E;) P(E,) + P(E,) P(E,) P(E,) P(E2) P(E}) + ...
(By compound probability theorem)

=23, 3,3 3, 3,31, 5,5,

3673676 36 36 6 36 6 36
__5/36 30
'1 31 §‘61

366

Example 4-46. A player tosses a coin and is'to score one point for every head
and two points for every tail turned up. He is to play on until his score reaches or
passes n. If pa is the chance of attaining exactly n score, show that

po=% [po-] + Pa-2 1
and hence find the value of pa. {Delhi Univ. B.Sc. (Stat. Hons.),1992]
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Solution. The score n can be reached in the following two mutually exclusive
ways:
(i)By throwing a tail when score is (n - 2), and’
(ii)By throwing a head when score is (n - 1).
.Hence by addition theorem of probability, we get

Pa=P()+P ()= .paz+3.Pa1=3(Pa-i+Pa-2) )

To find p, explicitly, (*) may. be re-written as
Dn +%pn-l ='Pi-1 +'21‘pa-2

= pn-2+';'pa-3

= prtyp +%)
Since the score 2 can be obtained as
(i)Head in first throw and head in 2nd throw,
(ii)Tail in the first throw, we have
11,111

3 1
=5 2+2 4+2 4andobvnouslypn 2

Hence, from (‘ *), we get

3,11 ,.2,1_2.12
Pt 2”' =2t37l=3+v3=3+33
P=3=(-) @1~
Pr-1=3=(=) (Pa-2-2)
Pz'%= -%) 1--}

Multiplying all the above equations, we get
D -§=(—%)"-l (Pl‘%
n-1 - a 1 1
=(-3" G-H=(-D 3
’ =2 —1pLl 1
= p=3+ (S5

I a 1
= 3[2‘*(‘1) E:I

Example 4-47. A coin is tossed (m+n) times, (mn). Show that the probability
n+ 2

- [Kurukshetra Univ. M.Sc. 1990; Calcutta Univ. B.Sc.(Hons.),1986]

of at least m consecutive heads is
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Solution.  Since m >n , only one scquence of m consecutive heads is
possible. This sequence may start either with the first toss or second toss or third
toss, and so on, the last-one will be starting with (n + 1)¢h toss.

Let E; denote the event that the sequence of m consecutive heads starts with
ith toss. Then the required probability is

P (E\)+P (E2)+ ...+ P (Ens)) (%)

Now P(E;) = P [Consecutive heads in first m tosses and head or tail in the rest]

1

2
P (E;) = P [Tail in the first toss, followed by m consccutive heads and
head or tail in the next]

(1Y 1
_52_21:-41

In general,
P (E,) = P [tail in the (r — 1)th trial followed by m consecutive heads
and head or tail in the next ]
1177 1 .
- 2[2T‘ S ¥ r=23n+l.
Substituting in (),
A _ 2+n

Required probability = -2-1; + = T
Example 4-48. Cards are dealt one by one from a well-shuffled pack until an
ace appears. Show that the probability that exactly n cards are dealt before the
first ace appears is
4(51— n) (50— n) (49— n)
52.51.50.49 [Delhi Univ. B.Sc. 1992]
Solution. Let E; denote the event that an ace appears when the ith card is
dealt. Then the required probability ‘p’ is given by
p = P [Exactly n cards are dealt before the first ace appears]
= P [The first ace appears at the (n + 1)th dealing]
=P(E\NE;NE;N ... NEay NE,NEa,y)
= P(E,) P(E,|E) P (E;|E,NE)y ...
XPENE,NE;N ... NE,.1 )X P (Exir [EANE,N ... NE))
i

(¥
‘Now
By L p e 28
— 4 - = 47
P(Ez|E|)=E = P(Ez|El)='5_1'
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- = 4 - = = 46
. P(,Ea|ElﬁEz)=% = P(Es|ElﬂEz)=§6
P(E..\|IEENE,N...NE,_)= 4
a-1 1 2 s n=- _52__(”_2)
= = = = ,_ _S0-n
P(En-)IElnEZn‘“nEu-Z)“— 52"(’1"2)
- = — 4
P(E,JEENE;N...0E, )= 52-0i-1)
- - = = __4¥-n
P(EnlElnEzn"'hEn-l)— 52"'(”"1)
, - = - 4
ad. P(EMIENEN . NE)= 5
. “Hence, from (*) we get
" 48 47 46 45 44 13_ . 52-n
[52x51 X50729% 8T X2 - (n - a)
% Sl—n N S0-n » 49— n o 4
52- (n-3)"52-(n-2)"52-(@n-1"52-n

_ (51= n)50- n)49- n)4
B 52 x 51 x50x49

Exam ple 4-49. If four squares are chosen at random on d chess-board, find
the chance that they should be in a diagonal line.
{Delhi Univ. B.Sc. (Stat. Hons.), 1988]
Solution. In a chess-board there are 8 x 8 = 64 squares as shown in the
following diagram.
p Let us consider the number of ways in

A . which the 4 squares selected at random are
A - in a diagonal line parallel 10 AB. Consider
A; i the A ABC. Number of ways in which 4
As \\ | selected squares are along the lines A4 By,
A : A3 B3, A2 By, A1 B and AB are *C., °C.,

\~ *$Cs, 'Ciand 3C, respectively.
N Similarly, in AABD there are an
\ \1\ N equal number of ways of selecting 4
' squares in a diagonal line parallel to AB.
AN Hence, total nimber of ways in which
C B. By B; B, the 4 selected squares are in a diagonal

line  parallel to AB ar¢
2 (‘C4 +°Co+ °Ca+ 1C4) + ‘C4
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Since there is an equal number of ways in which 4 selected squares are in a
diagonal line parallel to CD, the required number of favourable cases is given by
2[2(*Ca+°Co+°%Ca+"Cs) +°Cs ]

Since 4 squares can be selected outof 64 in *C, ways, the required probability

_ 202(*Ca+°Cy+°Ce+7Ca) +°C4]

“C‘
_[4(1+5+15+35)+140]1x4h _ 91
- 64 X 63-x 62 x:61 T, 158844

Example 4-50. An urn contains four tickets marked with numbers 112, 121,
211,222 and one ticket is drawn at random. Let A;, (i=1,2, 3) be the event that ith
digit of the number of the ticket drawn is 1. Discuss the independence of the events
Ay, A2 and As. [Delhi Univ. B.Sc.(Stat. Hons.),1987; Poona Univ. B.Sc.,1986]

Solution. We have

P(4) =2 =1 = P(a) = P(A)

A; N A, is the event that the first two digits in the number which the sclected ticket

bears are each equal to unity and the only favourable case is ticket with number
112.

P(AiNA) =1 = 1=13
= P (A1) P(A7)
Similarly,
P(A2N As) = % = P(A2) P(A3)
and P NA) = = P(A) P(A)

Thus we conclude that the events A,, A; and A, are pairwise independent.
Now P(A; N-A3nyA;) = P {all the three digits in the number are 1’s)
= P(9)
=0= P(Al) P(Az) P(A))
Hence A,,A;and A; though pairwise independent are not mutually inde-
pendent.

Example 4-51. Two fair dice are thrown independently. Three events A, B
and C are defined as follows:

A : Odd face with first dice
B : Odd face with second dice
C : Sum of points on two dice is odd.

Are the events A, B and C mutually independent?
[Delhi Univ. B.Sc. (Stat. Hons.) 1983; M.S. Baroda Univ. B.Sc.1987]
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Solution. Since each of the two dice can show any one of the six faces 1,2,3,
4,5,6,we get:

_3x6_1 A= (]
P(A)— 36 "'2 [- A—[1,3,S]x[1,2,3,4,5,6]]
_3x6_1 B=(L2 L
P(B)_ 36 _2 [.B—[1,2,3,4,5,6}X[1,3,5}]

The sum of points on two dice will be odd if one shows odd number and the
other shows even number. Hence favourable cases for C are :
(1,2), (1,4), (1,6); “4,1), 4,3), 4,5)
2, 1), 2,3), 2,5); (5,2), 5,4), 5,6)
(3,2), 3,4), 3,6); (6,1), 6,3}, (6,5)
ie., 18 cases in all,
Hence P(C) = 18 —1-..
36\ 2
Cases favourable to the events ANB,ANC,BNC and AnBNC are
given below :

Event Favourable cases

AnB (1,1),(1,3),(1,5),(3:1),(3,3),(3,5), (5, 1) (5,3)
(5,5),ie,9inall

ANC 1,2),1,4,1,6),(3,2),(3,4),(3,6),(5,2),(5,4)
(5,6),ie,9inall. '

BnC 2,1),4,1),(6,1)@2,3), (4,.3), 6,3),2,5),4,5),
6.5),i.e.,9inall

ANBNC Nil, because ANB-implies that sum of points on two dice is
even and hence (ANB)NC = ¢

PANB) = 3% = % = P(A)P(B)
PANC) = % = % = P(A) P(C)
PBAC) = % - % =P@®B) P(C)

and P(ANBNC) = P@) = 0% P(A) P(B) P(C) )

Hence the events A, B and C are pairwise independent but not mutually
indeper:dent.

Example 4.52. Let Ay, A, ..., A, be independent events and P (Ai) = p.
Further, let p be the probability thai none of the events occurs; then show that

p<eth [Agra Univ. M.Sc., 1987]
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Solutﬁm. We have
p=P(A0EN..OR)

= .l'll P@&)= 'l'll (1-P@A)]= .l'll 1-p)

[since A; ’s are independent]

<ﬁe.—p‘ [1=x<e*for0< x <1
P and 0< p; < 1]
= p<exp|[- ZP.],
i=1
as desired.
Remark We have
l-x<e*for0<x<1 w(®)

Proof. The inequality (*) is obvious for x = 0 and x = 1. Consider 0 < x < 1.
Then -

log(1-x)" = —log(1-x)
x+x—2+2r—3-+£+ <)
273774 .
the expansion being valid since 0 < x < 1. Further since x>0, we get from (+*)

log(1-x)"'>x

= —log(l1-x) > x

= log(1-x) < —x

= l-x< e,
as desired.

Example 4-53. In the followmg Fig.(a) and (b) assume that the probability of
arelay being closed is P and that a relay is open or closed independently of any
other. In each case find the probability that current flows from LioR.

/l\' (D Ls

Solution. Let A dcnotc the evem that the relay i, ( i=1, 2 ., 6) is closed.
Let E be the event that current flows from L to R.

In Fig. (a) the current will flow from L to R if at least one of the circuits from
L to R is closed. Thus for the current to flow from L to R we have the following
favourable cases:
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() AN A= B, (i)) AsnAs= B, d
(iii) AlﬁAgﬁA5= By, (iV) A4ﬁA3ﬁAz= B4,
The probability p, that current flows from L to R is given by
=P(B1 VB, UByUBy)= LPB)- X P(BinBj)+ I P(B:N BN By

i i<j i<j<k

- P(BiNnBaN B3N B,) w.(*)
Since the relays operate independently of each other, we have
P(B)=PANA) =P(A).P(A)=p.p=p
P(B)= P(ANAs) = P(A).P(As)=p.p=p’
P(Bs)= P(A)P(A)P (As) = p°
P(B)=PA)P (AP (A) = p
Similarly
P(B, N By) = P(A; N Ay N Ay N As) = P(A) P(A2) P(AJ) P(As) = p*
P (BiNB:NBs)= P (A NA:NAsN Ac Ag) =p°
and so on. Finally, substituting in (*) we get
=@ +p+p +p’ (p+p+p+p+p+p) .
, +@*+p’+p’+p)-p
=2p"+2p'~5p +2p°
In Fig. (b). Arguing as in the abové case, the required jrobability p, that the
current flows from L to R is given by
p2=P (El UE;UE;UEO
where
Ei=AiNA,E;=A3N A, Eg-—A4, Ei=As N Ag
p2= ZP (Ey)- LT P(ENE)+ X P(ENE,NE)
i<f i<j<k
- P(ExNEsNE3sNE)
=@ +p’ +p+p) =@ +p +p + P +p' +p)
+@'+p+p +p) - p’
=p+3p'-4p’~p'+3p° - p°
Matching Problem. Let us have n letters corresponding to which there exist
n envelopes bearing different addresses. Considering various letters being put in
various envelopes, @ match is said to occur if a lewter goes into the right envelope.
(Altemnatively, if in a party there are n persons with n different hats, a match is
said to occur if in the process of selecting hats at random, the ith person rightly
gets the ith hat.)

A match at the kth position for k=1, 2, ..., n."Let us first consider the event
A when a match occurs at the kth place. For better understanding let us put the
envelopes bearing numbners 1, 2, ..., » 1n ascending order. When A 6ccurs, & th
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letter goes to the kth envelope but (n - 1) letters can go to the remaining (n - 1)
envelopes in (n - 1) ! ways.
-1
Hence P4y ={8DL_ L1
n! n’
where P (Ay) denotes the probability of the k&th match. It is interesting to see that
P (As) does not depend on k.

Example 4-54. (a) ‘n’ different objects 1,2, ..., n are distributed at random
innplaces marked 1,2, ..., n. Find the probability that none of the objects occupies
the place corresponding to its number. [Calcutta Univ. B.A.(Stat.Hons.)1986;

Delhi Univ. B.Sc.(Maths Hons.), 1990; B.Sc.(Stat.Hons.) 1988]

(b) If n letters are randomly placed in correctly addressed envelopes,prove

that the probability that exactly r leters are placed in correct envelopes is given by
l n-=r

! k=0

1
- T 1,2,.,n
{Bangalore Univ. B.Sc., 1987]
Solution (Probability of no match). LetE;, (i = 1, 2, ..., n) denote the event
that the ith object occupies the place corresponding to its number so that E; , is the
complementary event. Then the probability ‘p’ that none of the objects occupies
the place corresponding to its number is given by
p= P(El hEzf\E)ﬁ ... Ea)
= 1 - P {atleast one of the objects occupies the place corresponding
to its number}

1- P(EsUE,UE L ... VE})

n n n
1-[ SP(E)~ IE PENE)+ IZE PENENE) ...

i=1 ij=1 ij k=1
i<y <j<k
+ ( l)“‘l P(E,NE;N...NE)] w(®)
Now P(E)— - i
P(E;N Ep)= P(E;) P(E;| E)
1 .
= At 1 Y ogjl<p
P(E: N E; " Ey) = P(E) P(E; | E) P(Ex| E: N E))
1 1 l' .
=TT asa V' ijk@i<j<k)
and so on. Finally,
PEE,NE,NEsN.. ﬁE)=% __l‘._l,’...%.l
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Substituting in (*), we get

L) _l__ll 1 —_— L] —l -
p“l_[ GOt Creo -2
. _q\0-1 1
= n(n—l)...3.2.l]
- 1.1 i 1
_1-[1—2!+3!— +(=1) ] -
1 1 1 . 1
TR TR TR AT
_rew
k=0 k!
Remark. For large n,
ETUP T T e S
p=l=-1+7 31 4t
= ¢! = 0.36787

Hence the probability of at least one match is
1 1 -1
1-p= 1—2—!+ﬂ—...+ nl
=1 -1 , (for large n)

(b) [Probabihty of exactly r matches {r<(n-2)} Let A, (i=1,2,...,n)
denote the event that ith letter goes to the correct envelope. Then the probability
that none of the n letters goes to the correct envelope is

n
PA,NA;N...nA)= X (- )/k! «.(**) [(cf. part (@)]
k=0
The probability that each of the ‘r' letters is in the right envelope is
1

D (-2 st ]’ and the probability that none of the remaining

(n— r) letters goes in the correct envelope is obtained by replacing n by (n —r) in
n=r A

(**) and is thus givenby X % . Hence by compound probability theorem,
k=0 K°

the probability that out of n letters exactly r letters go to correct envelopes, (in a

specified order), is
1 n-r (_ lt )

nin-1)(n-2)...(n-r+1) kfo k!

Since r letters can go to n envelopes in "C, mutually exclusive ways, the
required probability of exactly 7 letters going to correct envelopes, (in any order,
whatsoever), is given by

r<n-2.
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N l n-r (_ l)k _ _1__ n
n(n=-1)(n-2)...(n-r+1), g k' ~rt,

Example 4-55. Each of the n urns contains ‘a’ white balls and ‘b’ black balls.
One ball is transferred from the first urn to the second, then one ball from the latter
into the third, and so on. If pu is the probability of drawing a white ball from the
kth urn, show that ’

"C,

-r , 1
20(- 1) Il

a
a+b+1

a+1l
Drey = a+b+1pl+ (l-Pk)

Hence for the last urn, prove that
a
P»=2%b  [Punjab Univ, B.Sc.(Maths Hons.),1988]

Solution. The event of drawing a white ball from the kth urn can, materialise
in the following two ways:

(i) The ball transferred from the (k — 1)th urn is white and then a white ball is
drawn from the kth urn,

(ii) The ball transferred from the (k — 1)th urn is black and then a white ball is
drawn from the kth urn.

+1
a+b+1’
since the probability of drawing a white ball from the (k— 1)th umnis p:-, and
then the probability of drawing white ball from the kth urn is
a+1
a+b+1°
Since the probability of drawing a black ball from thé (k— 1)th um is
[1 = pe-1] and then the probability of drawing a white ball from the kth urn is
a
a+b+1’
the probability of case (ii) is given by
2 [1-pii]
a+b+1
Since the cases (i) and (ii) are mutually exclusive, we have by addition theorem
of probability

The probability of case (i) is pi-1 X

4 —1-per)

1
P av b1 P b e (*)
=1 ‘
P vl P T e -
Replacing & by &+ 1.in (*) we get the required result.
Changing kto k- 1,k -2, ... and s on, we get
.a
Pt = arer 1 P arben -
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P b1 PO T -3
— +—2 (k- 1.
P b 1 P ar bt =)
But p: = Probability of drawing a white ball from the first urn = —%; .
e 1
Multiplying (1) by 1, (2) by P 3) by a+b+ 1 ]i ,and (k- 1)th

-2
2 tbt1 I and adding, we get

equation by (

A
a 1 1
P = (a+b+l]. pl+a+b+l[1+a+b+1+(a+b+l)7'+

" 1 -2
a+b+1
-1
. 1_[;
___( 1 ]' x-8 a a+b+1

a+b+1 @+b) a+b+1 1
a+b+1

a 1 "+ a [1_ 1 "]
a+bla+b+1 a+bd a+b+1
a_ 1 -1 +{1_ 1 -1}

a+blla+b+1 a+b+1

a

== k=120

Since the probablhty of drawing a white ball from the kth urn is independent
of k, wehave

a
a+b’

pn =

Example 4-56. (i) Let the probability p» that a family has exactly n children
beap whenn>landp,=1-ap(l+p+p*+..). Suppose that all sex distribu-
tions of n children have the same probability. Show that for k > 1, the probability
that a family contains exactly k boys is2 o. . p Y@ -p)th.

(ii) Given that a family includes at least one boy, show that the probability
that there are two or more boys is p/(2 - p).
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Solution. We are given

p» = P [that a family has exactly n ¢hildren]
=oap", n21
and p,=1-ap(l £ptpi+.)

Let E; be the cvent that the number of children in 4 family is j and let A be
the event that a family contains exactly & boys. Then
P(E)=p,; j=0,1,2,..
Now, since cach child can have any of the two sex distributions (either boy or
girl), the total number of possible distributions for a'family to fiave ’j children
is2.

. Cy .
P(A|E) =.7‘-.12k

and P(A) = f— PE)PAIE) = f— P;P(AIE;)

Zule] |
) fi:k (2] Ve
oo pyer F
=o X “’Cn (E]‘- . Putj-k=r]
r=0 .
pI “ k+r (p]’ .. R P
=0 | = p2 C |z [- C,= o |
[2 r=0 2 . *
We know that ‘ sl '

-nC ( )r R4r- IC = (_ l)r’.-cnc,‘: n:'-IC' .
(- ), -(t.l)C - “'C, -

Hence
p = r -(k+1) p ’
PA) =a|=]| = 1)y, c[.—]
2 r=0 2
pl o ) / p .
=ol|= z (l#I)C [—'-‘x—‘]
2 '-\0 2 / y -
p (k+1) .
-«(3[-5]
.p k 2"31 de‘
= -2- =

@-p" T @t

(b)Let B denote the event that a family includes at least one’boy and C denote
the event that a family has two or more boys. Then
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©o

P (B) = Z P [lamily has exactly k boys]
k=1

> 2ap 20 o [ p ]‘
=3 = T | =
k=1 Q2=-pT 2-p 41 \2-p
_20  _PQ-p ap
2-p 1-[p/2-p)] (A-p)(2-p)

P(C)-= X P [family has exactly k boys)
k=2

00

-y _2ep _ 2e E{ 4 I
k=2 @=p)y*" 2-p 42 \2-p
_2a _@-p* __ op
2-p " 1-[p/2-p)) (2-pyY(1-py
SinceCcBandBNC=C,P(BNC)=P(C) = PB)P(C|B)=P(C)
" Therefore,

PO___op  (-p@-p__»p
P®B) @2-p)’-p) ap 2-p
Example 4-57. A slip of paper is given to person A who marks it either with
aplus sign or a minus sign; the probability of his writing a plus sign is 1/3. A passes
the slip to B, who may either leave it alone or change the sign before passing it to
C. Next C passes the slip to D after perhaps changing the sign. Finally D passes it
to a referee after perhaps changing the sign. The referee sees a plus sign on the
slip. It is known that B, C and D each change the sign with probability 2/3. Find
the probability that A originally wrote a plus.
Solution. Let us define the following events. .
E,: Awroteaplussign; E,:A wrote a minus sign
E : The referee observes a plus sign on the slip.
We are given: P (E\)=1/3, P(E;))=1-1/3=2/3
We want P (E, | E), which-by Bayes'rule is given:by :

_ P(E)P(E|E) . _ .
P D= P @Y PEIE)+P EN P EIED -0
P (E | E;) = P [Refetee observes the plus sign given that ‘A’ wrote
the plus sign an the slip]
= P [(Plus sign was not changed at all) U (Plus sign was
changed exacily twice in.passing from ‘A’ to referee
through B, C and D )]
=P(Esu Ey, (say).
=P (Ey) + P (Ed)

P(C|B)=

) . (i)
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Let A,, A; and A, respectively denote the events that B, C and D change the
sign on the slip. Then wg arc given
PA)=P(A)=P(A)=2/3 ; P(A)=P (Zz)=P(Ka)= 1/3
We have
PEN=PAINANA)=P@A)P (A) P (A3)=(1/3) = 1/27
P (E)) =P [(A1 A: As) U (A1 A2 45) U (A1 A2 A5)]
=P (A, AzAg) +P (A, Kz Ay + P (A| Az As)
=P (A)P(A)P (Zs) +P (A) P (A2) P (A3) + P (A1) P (Ay) P (Ay)
221 212 122_4
©3'3'373'3'373°3'3°¢9
Substituting in (i) we gel

P(E|E)= 27 % ?] ...(iii)
Similarly,
P (E |.E;) = P [Referee observes the plus sign given that ‘A’ wrote minus
sign on the slip)

= P [(Minus sign was changed exactly.once)
U (Minus sign was changed thrice)]
=P (Es v Ey), (say),
=P (Es) + P (Ee) (iv)
P (Es) =P [(A1 A2 A3) U (A1 A2 A3) U (A1 A2 A3)]
=P (A) P (&) P (&) + P (A1) P (A7) P (A3) + P (A1) P(AD P (Ay)

211 121 1122
=3°3:3%3:3:373:3:3%9
P (Es) = P (A1 A2 Ay) P(A)P(A)P(A)——z-gg—-s—
6) = 1A2A3) = 1 2 3—33~3—27
Substituting in (iv) we get :
2.8 _14
P (E|Ey) 9t =77 (V)
Substituting from (iii) and (v) in (z {) we get :
13
_ 3 27 _ 13 13
FEIB=T T 2 14 B8 4l
321 3727 N

Example 4-58. Three urns of the same appearance have the fo‘fféwing
proportion of balls.

-First urn > 2black 1 white
SecondUrn  : 1 black 2 white
Third urn ;2 black 2 white
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Qne of the urns is.selected and one ball is drawn. It turns out to be white. What
is the probability of drawmg a white ball again, the first one not having been
returned?

Solution. Lct us define the events:

Er= The'event of sélection of ith um, (i =12,3)
and A= Theevent of drawing a white ball.

Then

P(E) = P(Ey) = P(Es) = 1/3

and P(A[E) = 1/3,P(A[E;) = 2/3andP (A|E;) = 172
Let C denote the future event of drawing another white ball from the umns.
Then .

P(CIE:nA) = 0,P(C|E:nA) = V2,and P (C|EsnA) = 1
3

"L P(E)PAIE)P(CIENA)
i=1

P(_CIA)= 3
2 PE)PAIE)
1 1 l 2 1 1 1 1
_53°+33§+525_1
- 1 1,1 2,11 =
3:373°3%3:2

MISCELLANEOUS EXERCISE ON CHAPTER 1V

1. Probabilities of occurrence of n independent events E,, Es, ..., E, are py,
P2, ..., parespectively. Find the probability of occurrence of the compound event in
which Ej, Ey, ..., E, occur and E, .1, E, . 5, ..., E, d0 DOt Occur.

r n
Ans. I p;x T (1-p)
i=1 i=r+l
2. Prove that for any integerm > 1,
m m m

(a) P( A A)SPA)SP( UA)S ZP(A)
i=1 =] =1
[} o m i i=
(b) P( nA)21~ L P(A)
i=1 . i=]
3. Esuablish the inequalities :
P(ANBNC) < P(ANB) < P(AUB) < P(AUBUC) < P(A) + P(B) + P(C)
4. Let A, A, ...,A. be mutually independent events with P-(A)=ps,
k=1,2,..n
Let p be the probability that none of the events A,, A3, ..., Av-occurs. Show

that
n n
p= I (l-pn)Sexp[— Zm}
k=1 k=1
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Usc the above relation tg compute the probability that in six tosses of a fair dic, no
aces are obtained". Compare this with the upper bound given above. Show that if
each p, is small compared, with n, the upper bound is a good approximation.

5. A and B play a maich, the winner being the one who first wins two games
in succession, no games being drawn. Their respective chances of winning a
particular game are p : q. Find

“ (i) A’sinitial chance of winning.
(ii) A’schance of winning after having won the first game.

6. A carpenter has a tool chest with two compartments, each one having a
lock. He has two keys for each lock, and he Keeps all four keys in thé ‘same ring.
His habitual procedurc in opening a compartment is to select a key at random'and-
try it. If it fail$, hé selects one of the remaining three and tries it and so on. Show
that the probability that he succeeds on the first, second and third try is 1/2,1/3, /6
respectively. (Lucknow Univ. B.Sc., 1990)

7. Three players A, B and C agree to play a series of games observing the
following rules : two players participate in each game, while third is idle, and the
game is to be won by one of them. The loser in each game quits and his place in
the next game is taken by the player who was idle. The player who succeeds in
winning over both of his opponents without interruption wins the whole series of
games.’ . -

Supposing the probability for each player to win a single game is 1/2, and that
the first game is played by A and B, find the probability for A, B and C respectively
to win the whole series if the number of games is unlimited.

Ans. 5/14,5/14,2/7 |

8. In-a certain group of mathematicians; 60 per cent have insufficient back-
ground of modern Algebra, 50 per cent have inadequate knowledge of Mathemati-
cal Statistics and 80 per cent are in either one or both of the two categories. What
is the percentage of people who know Mathematical Statistics amiong those who
have a sufficient background of Modern Algebra? (Ans. 0-50)

9. (a)If A has(n+1) and B has n fair coins, which they flip, show that

the probability that A gets more heads than B is %

(b) A studentis given a column of 10dates and column-of 10 events-and is
asked to match the correct date to each event. He is not allowed to use ariy item
more than once. Consider the case where the student knows.how to match four of
the items but he is very doubtful of the remaining six. Hé.decides to:match these
al random. Find the probabilities that he will correctly match (i) all the items,
(ii) atleast seven of the items, and (iii) at least five.

Ans. (a)gl—!. (b)-‘}%. (c) l—gl—!

10. An astrologer claims that he can predic before birth the sex of a baby just
to be born. Suppose that the astrologer has no real power but he tosses a coin just
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once before every birth and if the head turns up he predicts a boy for that birth and
if thetail turns up he predicts a girl. Let p be the probability of the event thatat &
certain birtti a male child is born, and p’ the probability of a head turning up-in a
single toss with astrologer’s coin. Find the probability of a correct prediction and
that of at least one correct prediction in'n predictions.

11. From a pack of 52 cards an even number of cards is drawn. Show that the
probability of half of these cards being red is:

521726 Y- 117 2" - 1)

12. A sportsman’s chance of shooting an animal at a distance r (> a) is
a‘/r*. He fires when r= 2a, and if he misses he reloads and fires when
r = 3a, 4a... If he misses at distance na, the animal escapes. Find.the odds against
the sportsman.

Ans. n+1:n-1

2
Hint. P [Sportsman shoots at a distance ia] = (—aT = i}
ia)” i

= P [Sportsman misses the shot at a distance ia] = 1 - —12-
i

P [Animal escapes] = I1 [l—ii,]= I [[ﬂ][ﬂ]]

i=2 i=2 ¢ '

n . 3 n . .
=1 [z—.l] H [zfl]=n+l
i=2\ 1 Ji=2\ 2n

"2""1 : [ 1- "2*"1 ]: (a+1).: (1—1)

13. (a) Pataudi, the captain of the Indian team, is répoited to have observed
the rule of calling ‘heads’ every time the toss was made during the five' matches of
the Test series with the Australian team. What is the probability of his winning the
toss in all the five matches?

Ans. (1/2)

How will the probability be affected if ~

(i) he had made a rule of tossing a coin privately 1o decide whether to call
"heads" or "tails" on each.occasion.

(ii) the factors determining his choice were not predetermined -but he called

-out whatever occurred to him on the spur of the moment?

(b) A lot contains 50 defective and 50 non-defective bulbs. Two bulbs are
drawn at random one at a-time, -with replacement. The events A, B. CC are
defined as

Requiréd ratio =

= (The first bulb is defective)
B = {The second bulb is non-defective)
C'= {The two bulbs are both defective or both non-defective)
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Determine whether

(i)A, B, C are pairwise independent, ’

(ii)A. B, C are independent.

14. A, B and G are three umns which contain 2 white, 1-black, 3 whité, 2 black
and 2 white and 2 black balls, respectively. One ball is drawn from um A and put
into the urn B; then a ball is drawn from um B and put into the urn C. Then a ball
is drawn from um C. Find the probability that the ball drawn is white.

Ans. 4/15. '

15. An um contains a white and b black balls and a series of drawings of one
ball at a time is made, the ball removed being retrurned to the urn immediately after
the next drawing is made. If p, denotes the probability that the ath ball drawn is
black;, show’ that

pa=(b=pa-r)/@+b-1).

Hence find p, .

16. A person is to be tested to see whether he can differentiate between the
taste of two brands of cigarettes. If he cannot differentiate, it is assumed that the
probability is one-half that he will identify a cigarette correctly: Under which-of
the following two procedures is there less chance that he will make all correct
identifications when he actually cannot différentiafe betieen the two brands?

(i) The subject is given four pairs each containing both,brands-of cigarettes
(this is known to the subject), he must identify for each pair which cigaretie
represents each.brand.

(ii) The subject is given eight cigarettes and is told that the first four are 6f one
brand and the last four of the other brand.

* How do you explain the difference in results despite the fact that eight
cigarettes are tested in each case?

Ans. (i) 1/16 (ii) 1/2 s

17. (Sampling with replacement). A sample of size r is taken from a
population of n people. Find the probability U, that N given people will be included
in.the:sample. - '

N .
Ans. Ur= Z (- 1) [N][l-ﬂ]
m=0 m n

18. In a lottery m tickest are drawn at a time out of the total number of n
tickets, and returned before the next drawing is made. Show that the chance that in
k drawings, each of.the numbers.1, 2, 3, ..., n will appear at'least once is given by

OGN (=i

{Nagpur Univ. MSc. 1987)
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19.'In a certain book of N pages, no page contains more than four errors, n,
of them contain one error, n; contain two errors, ny contain three errors and n,
contain four errors. Two copies of the book arc opened at any two given pages.
Show the probability that the number of errors in these two pages shall notexceed
five is

l—.% (32 + na2 + 2na ny + 203 )
N

Hint. Let E; 1 : the event that a page of first book contains i errors. .
and E; Il : the event that a page of second book contains { errors.
P (No. of errors in the two pages shall not exceed S)
=1 =P[EIENM+E1EJI+EJE
+E | EsI+ EJNEs I+ E(1E, 1T,
20. (a) Of three independent events, the chance that the first only should
" happens is a, the chance of the, second only is b and the chance of the third only
“is c. Show (hat the independent chances of the three events are rcspecuvcly

a b [

' - “a+x'b+x'c+x
where x is the root of the equation

! (ai&—.x)(b+;t)(c+x)'=x2

Hint. P (Es NExNE3)=P(E))[1-P(EDI[1-P (E5)] =a ! w(*)
PEN 'Ex N Es) [1 -P(E)IP(E)[1-P(Ey)]=b w(**)
PENENE)=[1-PENI-PENPE)=c .(+%

Mumplymg (*),(*+) and (+++), we gct
P(E)P (Ez)f' (Es) x? = abc,

where.x=[1- P (E)] [1~ P (Ey)] {1 —.P (E3)]

Multiplying (*) by [1 — P (E1)],-we get
P(E)= # ,and so on.

(b) Of three independent events, the probability that the first only should
happeris is 1/4, the probability that the second only should happen is 1/8, and the
probability that the third only should happen is 1/12. Obtain the tinconditional
probabilities of the three events.

Ans. 172,173, 1/4.

(c) Atotal of n shells are fired at a target. The probability of the ith shell hitting
the target is pi;i=1,2,3,..,n. Assuming that the n firings are n mutually
independent events, ﬂnd the probability that at least two shells out of " hit the
target. : [Calcutta Univ. B.Sc.(Maths Hons:), 1988]

(d) An um contains M _balls numbered 1 to M, where the first K balls are
defective and the remaining M ~ Ki are non-defective. A sample, of a balls is
drawn from the um. Let A, be the event that the sample of'» balls contains exactly
k defectives. Find P(A;) when the sample is drawn (i) with replacement and,
(ii) without replacement. [Delhi Univ. B.Sc. (Maths Hons.), 1989)
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21. For threc independent events A; B and C, the probability for A to occur-is
a, the probability thatA, B and C will not occur is b, and the probability that at least
one of the three events will not occur is ¢. If p denotes the probability that C occurs
but neither A nor B occurs, prove that p satisfies the quadratic equation

ap*+lab-(1-a)@+c-Dlp+b(1-a)(1-¢)=0
2
and hience deduce that ¢ > ! -('la_ :)ab

Further.show: that the probability of occurrence of-C is p/(p + b), and that of
B’s happening is (1 —.c) (p + b)/ap.

Hint. Let P(A)=x, P(B)=y and P (C)=:

Then - x=a, (1-x)(1-yY)(1-2)=»b, -xyz=c
and ‘s p=z(1-x)(Li-y)

Elimindtion of x, 'y and z gives quadratic equation in p.

22. (a) The chance of success in each trial is p. If p; is the probability that
there are even number of successes in k trials, prove that

pt—p+pt 1(1-2p)

Deduce that p:=1{1+(1-2p)']

(b) If a day is dry, the conditional probability that the following day wiil also
be dry is p, if a day is wet, the conditional probability that the following day will
be dry is p’. If u. is the probability that the nth day will be dry, prove that

~(-pP)in-1-p'=0;n22

If the first day is dry,p=3/4 and p’ ='1/4, find w. .

23. There are n similar biased dice such that the probability of obtaining a 6
with each one of them is the same and equal to p. If all the dice are rolled once,
show that p,, the probability Lhat an odd number of 6’s is obtained satisfies the
difference equdtion

Pat(2p— 1)‘P~-IT=P -
and hence derive'an explicit expression for p..
" Ans, p =il (- 2p)")

24. Suppose that each day the weather.can be uniquely classified as ‘fine’ or
‘bad’. Suppose further that the probability of having fine weather on the last day
of a cerain yéar is Po and we have the probability p'that the weather on an arbitrary
day will be.of-the same kind as on the preceding day. Let the probability of having
fine weather on the nth day of the following year be P,. Show that

Pi=(2p-NDPia+(1-p) ~

Deduce that ) .
~oop_1(p 1)1 7
Py=(3p - 1) (Po 2]+2 o

25. A closet contains n pairs of <hocs. If 2r shoes are chosen at random
(with 2r<n ), what is the probability. that' there will be (i)no complete pair,
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(ii) exactly one complete pair, (iii) exactly two complete pairs among them?
Hint. (i) P(no complete pair)=[ n )2"’ & [ 28 )

2r
(ii) P(exactly one complete pair)=n| . F Ygr-2, (20 '
2 -2 2r
. n=2 \or-4, ( 2n
and (iii) P(exactly two complete paus)=[ 2 )[ 2r—4 )2 + [ 2 ]

26. Show -that the probability of getting no right pair out of n, when the left
foot shoes are paired randomly with the rigth foot shoes; is the sum of the first
(n + 1) terms in the expansion of e™'.

27. (a) In a town consisting of (n + 1) inhabitants, a person narrates a rumour
to a second person, who in turn narrates it to a third person, and so on. At each step
the recipient of the rumour is chosen at random from the n available persons,
excluding the narrator himself. Find the probability. that the rumour will be told r
times without:

(i) returning to the originator,
(ii) being namrated to any person more than once.

(b) Do the above problem when, ateach step the rumour is told by one person
to a gathering of N mndomly chosen people.

-1 ,
Ans. (a) (i) n(n nl) [l _%] (i) n(n- l)(n—?):..(n-,(+ 1)

n’
S &)
(6) (i) [1-§j (i) e

28. What is the probability that (i) the birthdays of twelve people will fall
in twelve different calendar months (assume equal probabilities for the twelve
months) and (ii) the birthdays of six people will fall in exactly two calendar months?

Hint, (i) The birthday of the first person, for instance, can fall in 12 different
ways and so for the second, and so on.

-, The total number of cases = 12'2,

Now there are 12 months in which the birthday of one person can fall and 11
months in which the birthday of the second person can fall and 10 months for
another third person, and so on.

= The total number of favourable cases = 12.11.10...3.2.1

Hence the required probability = &
12'2

(ii) The to(a.l number of ways in which the birthdays of 6 persons can fall in
any of the month = 125,
12
(2)(2-2)

The required probability = T
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29. An elevator starts with 7 passengers and stops at 10 floors. What is the
probability p that no two passengers leave at the $amé floor? _
[Delhi Univ. M.C.A., 1988]
30. A bridge player knows that his two opporients have exactly five hearts
between two of them. Each opponent has thirteen cards. What is the probability
that theré is thréé-two split on the hearts (that is one player has three hearts and the
other two)? [Delhi Univ. B.Sc.(Maths Hons.), 1988]
31. An um contains 2 white and 2 black balls. A ball is drawn at random. If
itis white, it is ridt replaced into thé um. Otherwise it is replaced along with another
ball of the same colour. The process is repeated. Find the probability that'the third
ball drawn'is black. [Burdwan Univ. B.S¢. (Hons.), 1990]
Ans. 2
30
32. There is a series of n ums. In the ith: umn there are i ‘white and (n — i)
black balls, i='1, 2, 3, ..., k. One um is chosen at random and 2 balls are drawn
from it. Both tumn out to be white. What is the probability that the jth urn was
chosen, where j is a particular number between 3 and n.
Hint. Let E; denote the event of selection of jth umn, j=3,4,..,nand A
denote the event of drawing of 2 white balls, then
i \( =1 i e 1(i)fi-1
ron={i)) pe=trens B3

P (Ej|A)= n%[ﬁ] n-1

E )RS

33. There are (N + 1) identical urns marked 0, 1, 2, ..., N each of which
contains N white and red balls: The kth umn contains k red and N — k white balls,
(k=0;1,2,... N). Anum is chosen at random and n random drawings of a ball are
made from it, the ball drawn being replaced after cach draw. If the balls drawn are
all red, show that the probability that the next drawing will also yield a red ball is
approximately (n + 1) (n + 2) when N is large.

34. A printing machine can print n letters, say o, 0z, ..., O . It is operated
by electrical impulses, each letter being prodyced by a different impulsé. Assume
that p is the constant probability of printing the correct letter and-the impulses are
independent. One of the n-impulses, chosen at random, was fed into-the machine
twice and both times the letter o was printed. Compute the-probability that the
impulse chosen was meant'to print o,. [Delhi Univ. M.Sc.(Stat.), 1981]

Ans. (n-1)p/(np*-2p+1)

3S. Two players A and B agree to contest a match consisting-of a-Series of
games, the. match to.be won by the player who first wins three games, with the
provision that if the players win two games each, the match is to continue until it
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is won by one playcr winning two games more than his opponent. The probabililty
of A winning any given game is p, and the games cannot be drawn.
(i) Prove thatf (p), the initial probability of A winning the match is given by:
f@)=p*@-5p+2p")/(1=2p+2p")
(ii) Show that the equation f(p).= p has five real roots, of which three are
admissible values of p. Find these three-roots and explain their significance.
[Civil Services (Main), 1986]
36. Two.players A and B start playing a series of games with Rs. a and b
respectively. The stake is Re. 1 on a game and no game can be drawn. If the
probability of A winning any game is a constant p, find the initial probability of
+his exhausting the fund$ of B or his own. Also show that if the resources of B
are unlimited then
(i) A is certain to be ruined if p= 12, and
(ii) A has an even chance of escaping ruin if p=2"*/(1+2'°).
Hint. Let u, be the probability of A’s final win when he has Rs, n.
Then Un=pltni1+ (1 - pluta-i Where u,=0 and 1s=1

um—u.=[1—;2](u.—u--1)

Hence ths1— ln = [1—;2 I 1, by repeated application,

ow efi-(52]/ [-(52)

Hence using i s = 1, “-=[ 1 ‘[1_;2]] / [ : _[1_;2 )b]

-. Initial probability of A’s win is u, = —ptﬁ—:’)):—\»s - p

s

Probability.of A’s ruin = 1 —1ig, .
For p=%,u = —-—>Oasb->°oandforp¢1/‘2 U =

b
if p=2""7(1+2"%.
37. In a game of skill a playe( has probability 1/3, 5/12 and 1/4 of scoring 0,
1-and 2 points respectively at each trial, the game terminating on the first realization
of a zero score at a trial. Assuming that-the trials are independent, prove that the
probability of the,player obtaining a total score of n'pointsis '

3(3Y,4( 17 -
1314 390 3 "
Hint. Event can materialize in-the two'mutually éxclusive ways::

(i) at the (n — 1)th.trial, a score o (n — 1),points, is:obtained and a-score of 1
point is obtained at the ath trial. . W

u.:
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(ii) at the (n — 2)th trial, a score of (n — 2) points is obtained and a score of 2
points is obtained at the last two trials.
1 1 5_35

1
Tgl-t * gt-s Whertlo=7, =7 =q¢

Also uﬁ“[%-;]ua l+‘]‘“a 2 = “n"';un 1—%[“.-14'%“»-1]

This equation can be solved as a homogeneous difference equation of sccond
order with the initial conditions

115 5 .
=3 M=3-1273

38. The following weather forecasting is used by an amateur forecaster. Each
day is classified as ‘dry’ or ‘wet’ and the probability that any given day is same as
the preceding one is assumed to be a constant p, (0 < p < 1). Based on past records,
itis supposed that January 1 has a probability B of being dry. Letting

B.= Probability that nth day*of the year is dry, obtain an expression for B, in
terms of B and p. Also evaluate lim- B,.

Hence u, =

n—yoo

Hint. Ba=p.Bact + (1=p)(1=Ba-t)

= Be = (2p=1)PBa-1+ (1=-p); n=23,4,.
Ans. Ba=@p-1Y""B-¥) + ¥ ; limB.="1

n — oo

39. Two ums contain respectively ‘a white and b black’ ‘and ‘b white and a
black’ balls. A series of drawings is made according to the following:rules:

(i) Each time only one:ball is drawn and nmmcdnately retuined to the same um
itcame from. .

(ii) If the ball drawn is white, the next drawing is made from the first urn,

(iii) If it is black, the next drawing is made from thé second urn.

(iv) The first ball drawn comes from the first.um.

What is the probability that nth ball drawn will be white?

Hint. p, = P [Drawing a white ball at the rth draw).

p"éd—ﬁbp"“ +b (1- Proa )

, .
= a+y Pt T - '

- 1 a-b N
Ans. =t a[TbI :

40. If a coinis tossed repeatedly; shbw that the probability of getung nrheads
before n tails is :
1 m+n-1
2 m+na-1 Cio "« ' )
i=m [Burdwan Univ. (Maths Hons.), 1991)

W
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OBJECTIVE TYPE QUESTIONS
1. Find out the correct answer from group Y for each item of group X*

Group X GroupY
(a) AtleastoneoftheeventsAorB (i) ANB)U(ANB)U(ANB)
occurs.
(b) Neither A nor B occurs. (ii) AUB)-(ANB)
(c) Exactly oneof theeventsAorB (iii) AcB
occurs. (iv) BcA
(d) Ifevent A occurs, so does B. (v) [A-(AnB)]uU[B-(ANB)]
(e) Not more than one of theevents A (vi) ANB
or B occur; (vii) ¥—(AUB)
(viii) AUB
(ix) 1-(AUB)
I1. Match the correct expression of probabilities on the left :
(a) P (9), where ¢-is null set (i) 1=P(A)
(b) P(A|B)P(B) (i) P(ANB)
(c) P(A) (iii) P (A)-P(ANB)
(d) P(ANB) (iv) 0
(e) P(A~B) (v 1-P(A)-PB)+P(ANB)

(vi) P(A)+P(B)-P(ANB).
1IL. Given that A, B-and"C are mutually exclusive-events, explain why the
following are not permissible assignments of probabilities:
v (i) PAY=024, P(B)=04andP (AU C)=02
(ii) P(A)=04, P (B)=0-61
(iii) P(A)=06, P (ANB)=05
IV. In each-of the following, indicate whether events A and B are :
(i) independent, (ii) mutually. exclusive, (iif) dependent but not muiually ex-
clusive.
(a) P(ANB) =0 (b). P(AB) = 03, P(A) = 045
(c) P(AUB) = 085, P(A) =03, P(B) = 06
(d) P(AUB) =010, P (A) = 0.5, P(B) = 04
(e) P(AUB) = 09C, P(A|B) = 08, P(B) = 0-5.
V. Give the correct label as answer like a or b'etc., for the following
questions:
(i) The probability of drawing any one spade card from a pack of cards is
1 1 4 ! !
(@) & (b) 5 ()4 (d) 3
(ii) The probability of drawing one ‘white ball from a'bag:containing.6 rcd,
8 black, 10 yellow and 1 green balls is

L @ B0 @1 @X  @f
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(iii) A coin is tossed three times in succession, the number of sample points
in sample space is
(a) 6 (b 8 (c) 3
(iv) In the simultaneous tossing of two perfect coins, the probability-of
having at least one head is
3

@5 i @3 @1

(v) In the simultaneous tossing of two perfect dlce the probability of
obtaining 4 as the sum of the resultant faces is
3 2
(a) = 12 (b) '12 (c) 33 @) T
(vi) A single letter is selected at random from the word ‘probability’. The
probability that it is a vowel is v
@F L ©f @o
(vii) An um contains 9 balls, two of which dre red, three blue and four
black. Three balls are drawn at random. The chance that they are of the same
colour is

@ ®3 (@ (@

(viii) A number is choscn at mndom among the first 120 natural numbers.
The probabnhty of the number chosen being a multiple of 5 or 15 is

1
(a) g (b 3 (c) '1?
(ix) If A-and B are mutually exclusive events, then
(a) P(AUB)=P (A).P (B)
(b) P(AUB)=P(A)+P(B), (c) P(AUB)=0.
(x) If A and B aretwq independent events, -the probabllny ‘that both A
and B occur is and the probability that neither of them occlurs 1s =. The prob-

~

ability of the occurrence of A is:
@3, (b3, (Qi @ .
VL. Fill in the blanks : '
(i) Two events are gaid to be equally likely if ......
(ii) A setof events is said to be independent if ......
(iii) If P(A) ..P(B).P(C)=P(ANBNC),thentheevents A, B,C are ......
(iv) Two events-A ‘and B are mutually éxClusive if P (AN-B)=... and are
independent if P (A N B) =
(v) The probability of geuing a multiple of 2 in a throw of a dice is 1/2 and
of getting a multiple of 3 is 1/3. Hence probability of getting a multiple of 2 or 3

(vi) Let A and B be independent events and suppose the event C has prob-
ability Oor 1. Then A, Band C are ...... events.

(vii) If A, B, C are pairwise independent and A is independent of BUC,
then A, B, C are ...... independent.
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(viii) A man has tossed 2 fair dice. The conditional probability that he has
tossed two sixes, given that he has tossed at least one six is ......
(ix) Let A and B be two events such that P (A) =0.3 and P (A uUB)=08.
If A and: B are independent events then P (B) =
VILI. Each of following statements is either true or false. If it is true prove it,
otherwise, give a counter example to show that it is false.
(i) The probability of occurrence of at least one of two events is the sum
of the probability of each of the two events.
(ii) Mutually exclusive events are independent.
(iii) For any two events A and B, P (A N B) cannot be less than cither P (A)
or P (B).
(iv) The conditional probability of A given B is always greater Lhan P (A).
(v) If the occurrence of an event A implies the occurrence of another event
B then P (A) cannot exceed P (B).
(vi) For any two events A and B, P (A U B) cannot-be greater then either
P (A) or P (B).
(vii) Mutually exclusive events are not independent.
(viii) Pairwise independence:does not necessarily imply mutual independ-
ence.
(ix) Let A and B be events neither of which, has probabnlny zero. Then if A
and B are disjoint, A and B are mdependent
(x) The probability of any évent is always a proper fraction.
(xi) If0<P(B)<] sothatP (A|B) and P (A |B) are both defined, then
PA)=P(B)P (A|B)+P (B)P (A|B).
(xii) For.two events A and B if
P(A)=P(A|B)=1/4and P (A | By= 1/2, then
(a) A and B are mutually exclusive.
“(b) A and B are independent.
(c) A is asub-event of B.
(d) P (A|B) =3/4, \[Dethi Univ. B.Sc.(Stat, Hons.), 1992}
(xiii) Two events can be independent and mutually exclusive simultaneously.
(xiv) Let A and B be events, neither of which has probability zero. Prove or
disprove the following :
(a) If A and B are disjoint, A.and B are independerit.
(b) If A and B are independent, A and B are disjoint.
(xv) IfP (A)=0, then A=¢.



CHAPTER FIVE
Random Variables — Distribution Functions

5-1. Random Variable. Intuitively by a random variable (r.v) we mean a
real number X connected with the outcome of a random experiment E. For
example, if E consists of two tosses of a coin, we may consider the random varisble
which is the number of heads ( 0, 1 or 2).

Qutcome : Hil HT TH T
Value of X : 2 1 1 0

Thus to each outcome ® , there corresp:nds areal number X (w) . Since the
points of the sample space S correspond to outcomes, this means that areal number,
which we denote by X (w), is defined for each w € §. From this standpoint, we
define random variable to be a real function on S as follows:

" Let S be the sample space associated with a given random experiment. A
real-valued function defined on S and taking values in R (— o , o0 ) is called a
one-dimensional random variable. If the function values are ordered pairs of real
numbers (i.c., vectors in two-space) the function is said to be a two- dimensional

random variable. More generally, an n-dimensional random variable is simply a
function whose domain is S and whose range is a collection of n-tuples of real
numbers (vectors in n- space).”

For a mathematical and rigorous definition of the random variable, lct us
oconsider the probability space, the triplet (S, B, P), where § is the sampie space,
viz., space of outcomes, B is the o-field of subscts in §, and P is a probability
function on B.

Def. A random variable (r.v.) is a function X (w) with domain § and range
(o<, o0) such that for every real number a, the event [0 : X (0) < a] € B.

Remarks: 1. The refinement above is the same as saying that the function
X (w) is measurable real function on (S, B).

2. We shall need-to make probability statements about"a random variable X
such as P (X<a). Forthe simple example given above we should write
P{X < 1) =P (HH, HT, TH}.= 3 /4. Thatis, P(X < a) is simply the probability
of the set of outcomes  for which X (0) < aor

PX<a)=P{0:X(®< a)
Since Pis ameasure on (§,B) i.e., P is defined on subsets of B, the above probability

will be defined onlyif [ @: X (w)<a) € B, which implies that X(w) is a Measurable
function on (S,B).

3. One-dimensional random variables will be denoted by capital letters,
XYZ,.elc. A typical outcome of the experiment (i.e., a typical clement of the
sample space) will be denoted by o or e. Thus X (w) represents the real number
which the random variable X associates with the outcome ® . The values whick
X,Y,Z, ... etc., can assume arc denoted by lower case letters viz., x, y, z, ... elc.



2,
18]

FFundamentals of Mathematical Statistics

4, Notations. If x isa.rcal number, the sctof all @in S suchthat X(®)=xis
denoted briefly by writing X = x. Thus

P(X=x)=Plo: X (@)=x}
Similarly P(X<al=Plw:X (@) € [-,a]}
and Pla<X<b)=P(0:X(w)e (abl)
Analogous meanings are given to
P(X=aorX=b)=P{(X=a)u(X=b)},
P(X=aandX=b)=P{(X=a)n(X=b)}, et.
Illustrations : 1. If a coin is tossed. then
S= {0)1,0)2} where o= H, o,= T
1, if o = H
f(((o)= 0,if o =T
X () is a Bernoulli random variable. Here X () takes only two values. A random
variable which takes only a finite number of values is called single.
2. An experiment consists of rolling a die and reading the number of points
on the upturmned face. The most natural random variable X to consider is
Xw=0;0=1,2,..,6

- If we are interested in whether the number of points is even or odd, we consider
a random. variable ¥ defined as follows :

_ 10, if o is even
Y(o)= {l, if o is odd
3. If a dart is thrown at a circular target, the sample space S is the set of all
points w on the target. By imagining a coordinate system placed on the target with
the origin at the centre, we can assign various random variables to this experiment.
A natural one is the two dimensional random variable which assigns to the point
o, its rectangular coordinates (x,y). Another is that which assigns o its polar
coordinates (r, 0 ). A one dimensional randor_n variable assigns to each @ only one
of the coordinates x or y (for cartesian system), r or 9 (for polar system). The event
E, "that the dart will land in the first quadrant” can be described by a.random
variable which assigns to each point'w its polar coordinate 9 so that X (®) = 6 and
thenE={0:0<X (@) <n/2). :
4. If a pair of fair dice is tossed then § = {1,2,3,4,5,6}x{1,2,3,4,5,6} and
n(S)=36. Let X be a random variable with image set
X(S) = { 1’2’3’4’516]
PX=1)=P(1,1} = 1/36 )
PX =2) = P{(2,))(22)(1,2)} =3/36
P(X =3)=P{(3,1).3,2),(3,3),(2,3).(1,3)} = 5/36
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P (X=4)=Pr(@4,1),4,2),(4,3),4.4),(3,4),(24,(1,4))=7/36
Similarly  P(X=5)=9/36and P (X =6)=11/36
Some theorems or Random Variables. Here we shall state (without prool')
some of the fundamental results and theorems on random variables.
Theorem 5-1. A (unction X(®) from S to R (- o, ) is a random variable if
and only if
{(w:X(w)<a} € B

Theorem 5-2. If X; and X, arevandom variables and C is‘a constant then
CXi, X, + X2, X1X; are also random variables.

Remark. It will follow that C,X; + C>X; is a random variable for constants
C,and C,. Inparticular X, — X, isar.v. &
Theorem 5-3. If {X,(w),n 21} arc random variables then
sup Xn(w), inf Xa(®), limsup X, () and lim inf X, (®) are-all ran-
n n

n— o n— oo
dom va:iables, whenever they are finite for all ®.

Theorem 5-4. If X is a random variable then

(i) )—I( where %)(m)m» if X(w)=20
(i) X+(0) = max [0, X(0)]
(iii)) X-(®)=-min (0, X(®)]
(iv) | x|
arc random variables.

Theorem 5-5. If X; and X2 are random variables then
(i) max [X,, Xz ] and (i) min [X,, X, ] are also random variables.

Theorem 56. If X isa r.v.and f(-) isa continuous function, then
f(X)isar.v.

Theorem 5-7. If X is a rv.and f(.)is an increasing function, then
fX)isarwy.

Corollary. If f is a function of bounded variations on every finite |merval
[a,b],and X isar.v. then f(X)isar.v.

(proofs of the above theorems are beyond the scope of this book)

EXERCISE 5 (a)

1. Let X be a one dimensional random variable. (i) If a< b, show that the
lwo events a < X < b and X < g are disjoint, (ii) Determine_the union of the two
events in part (i), (iii) show that P(a<X< b)=P(X< b)-P(X< a). '

2. Let a sample space S consist of three elements @, , 0, and ;. Let

P(on) = 1/4, P(ay) =1f2and P(w;) = 1/4. If X is a random variable defined on
SbyX ()= 10, X()=~3,X(n)=15findP(-2< X< 2).
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3. LetS=(e, ez ..., €2) be the sample space of some experiment and leg
E c S be some event associated with the experiment.
Define g, the characteristic random variable of E as follows :

1if e: €E
ws(e')_ Oif e; g E.

In other words, yg is equal to 1 if E occurs, and yg isequal to 0 if E does not
occur.
Verify the following properties of characteristic random variables :
(i) Yo is identically zero , i.e., Yo (€)=0; i=1,2,...,n
(ii) s is identically one , i.c., Ys(e&)=1;i=1,2,...,n
(iii) E=F= ye (&)= yr(ei); i=1,2,...,n and conversely
(iv)If EC F then ye(e) < Wr(e:); i=1,2,...,n
) Ve(e)+ \yE(e.) is idenfically 1 : z-l 2, .50
(Vl) \VEnF(e.)- Ve(e)Wr(e); i=h2,.
(vii) Weor (€)= Ve (&) + e (e) - \vs(e.)\vp(e,) for i=1,2,.
5.2. Distribution Function. Let X be ar.v. on ( S,B,P). Then the funcuon:
Fx(x)=P(X<x)=P{@:X(0)< x}, — w<x<oo
is called the distribution function (d.f.) of X.
If clarity permits, we may write F(x) instead of Fx (x). L(51)
5-2-1. Properties of Distribution Function. We now proceed to derive a
nurrber of properties common to all distribution functions.
Property 1. IfF isthe df of ther.v.X and if a < b, then
P(a<X<b)= F(b)- F(a)
Proof. The events ‘a<X< b’ and ‘X< a' are disjcint and their union is the event
‘X< b’. Hence by addition theorem of probability
P(a<X<b)+ P(X<Sa)=P(X2))
= P(a<X<b)= P(X<b)-P(X<a)=F(b)- F(a) ..52
Cor. 1.
P(a<X<b)=P{(X=a)u (d<X<b)}
=P(X=a)+ P(a<X<bh)
(using additive property of P)
=P(X=a)+[F(b)- F(a)] w520
Similarly, we get /
P(a<X<b)=-P(a<X< b)-P(X=b)
=F(b)- F(a)- P(X=b) ..(52b)
P(as X<b)s P(a<X<b)+ P(X=a)
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=F(b)-F(a)-P(X=b)+ P(X=a) ..(52c¢)

Remark. When P (X =a)=0and P(X = b) =0, all foureventsa< X< b.
a<X<b, a< X <banda <X < b have the same probability F(b) - F(a).

Property 2. If Fis the df. of one-dimensional rv. X, then
())OSF(x)<1, (i) F(x)< F(y) if x<}y.

In other words, all distribution functions are monotonically non-decreasing
and lie between O and 1.

Proof. Using the axioms of certainty and non-negativity for the probability
function P, part (i) follows triviality from the definition of F (x).

For part (ii), we have forx < y,

F(y)-F(x)=P(x<X<y)20 (Property 1)
= F (y)2 ¥(x)
= F(x)< F(v)whenx<y ..(53)

Property 3. If F is d.f. of one-dimensional r.v. X, then
F(-0)= Ilim F(x)=0
X——o00

and F(%)= Ilim F(x)=1
X — oo
Proof. Let us express the whole sample space S as a countable union of
disjoint events as follows :
©o ®
S=[u (-n<X<-n+1)Ju [ U (n<X<n+1)]

n=1 n=0

= P(S)= 3, P(-n<X<-n+1)+ 3, ‘P(n<X<ri+1)

n=1 n=0

(. Pisadditive)

= 1=1lim Y [F(-n+1)=F(-n)]
a—e .1

b
+ lim z [F(n+1)=F(n)]

b— oo n=0

lim [F(0)-F(-a)]+ lim [F(b+1)- F(0)]

a— o b oo
=[F(0) F(=e)]+ [F()-F(0)]
F(e)= F(=o) (*)

Since —0 <00, F(—-00)< F (). Also
F(-«)20and F(»)<1 ( Property 2)
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0< F(-»)S F(»)< 1 (**)
(*)and(**)ngeF(—oo)—Oand F(eo)=1. '
Remarks. 1. Discontinuitics of F(x) are at most countable.

2. F(a)- F{a- 0)= lim F(a hsX<a), h>0
h—>0
F(a)- F(a-0)= P(X=a)
and F(a+ 0)-F(a)= lim P(as X<a+ h)=0,h>0
h—>0
= F(a+ 0)= F(a)

5-3. Discrete Random Variable.  If a randori variable takes at most a
countable number of values, itis called a discretc random variable. /n other
“words, a real valued function defined on adiscrete sample space is called a discrete
random variable.
53-1. Probability Mass Function (and probability distribution of a
discrete random variable ). . )
_ Suppose X is a one-dimensional discretc random variable taking at most a
countably infinite number of values x;, x;,... With each possible outcome x; ,
‘weassociate anumberpi= P (X = x;)= p(xi), called the probability of x;. The
numbers p (x;); i=1,2,... must satisfy the following conditions :

(i) p(x)20V i, (i) T p(x)=1
i=1

This function p'is called the probability mass function of the random variable
X and the set {x;, p (x;) ) is called the probability distribution (p.d.) of the r.v. X.

Remarks: 1. The set of values which X takes is called the spectrum of the
random variable,

2. For discrete random- variable, a knowledge of the probability mass
function enables us to compute probabilities of arbitrary events. In fact, if Eisa
set of real numbers, we have

P(Xe E)= X  p(x), whereS is the sample space.

xéENnS
IMlustration. Tossof coin, §= (H,T}. LetX be the random variable
defined by
X(H)=1, ie, X= 1, if ‘Head’ occurs.
X(T)=0, ie., X= 0, if ‘Tail’ occurs.
If the coin is ‘fair’ the probability function is giv¢n by
P((H})=P((T})=}
and we can speak of the probability distribution of the random variable X as
P(X=1)=P((H})=3,

2
P(X=0)=P((T) )=},
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5-3-2. Discrete Distribution Function. In this casc there are a

oo

countable rumber of points  xy, x2, X3, .. and numbers p, > 0, £ p,= | such
1
that F(X)= £  pi. For cxample if x; isjust the integer i, F(x)isa
(i:xsx)

"step function” having jump p; at i, and being constant between each' pair of
integers. Food

X

Theorem5-5. p(x)= P(X=x)= F(x))- F(x.-.), where Fisthedf.
of X.
Proof. Letx, < x2< ..